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1.0 SUMMARY

This report describes results of a study by the United Technologies Research Center (UTRC) to
design a preferred architecture for electro-optical sensing and control in advanced aircraft and space
systems. The propulsion full authority digital Electronic Engine Control (EEC) was the focus for the
study. Consideration of this system provided a concrete example for evaluation of a variety of sensors
and multiplexing techniques. Unlike earlier studies, the emphasis of this program was on the EEC
interface design rather than on the transducer technology itself. UTRC evaluated a variety of -
electro-optic architectures and completed a conceptual design of an all-optic aircraft propulsion
control system by: establishing criteria for the comparative evaluation of various optic architectures;
identifying and characterizing candidate optic systems; then selecting an overall architecture for
optical sensing and control.

The subject of the study was the sensor complement for the EEC on an advanced technology
military turbine engine with variable turbine geometry, variable nozzie geometry, and a 2-D thrust
vectoring nozzle. The program considered the variety of multiplexing techniques which can be
employed to interconnect a number of sensors on a single optical fiber. These were compared on the
basis of criteria relevant to EEC design. Based on tabulation of these criteria, a preferred architecture
was selected. The goal was to select the best minimal set of interface types, the assignment of sensors
to interfaces, and to determine the hierarchy of coding or multiplexing methods. '

The recommended architecture is an on-engine EEC which contains electro~optic interface
circuits for fiber-optic sensors on the engine. Size and weight are reduced by multiplexing arrays of
functionally similar sensors on a pairs of optical fibers to common electro-optical interfaces. The
architecture contains common, multiplex interfaces to seven sensor groups: (1) self luminous sensors;
(2) high temperatures; (3) low temperatures; (4) speeds and flows; (5) vibration; (6) pressures; and (7)
mechanical positions. Nine distinct fiber-optic sensor types were found to provide these sensing

‘functions: (1) CW intensity modulators; (2) TDM digital optic codeplates; (3) TDM analog

self-referenced sensors; (4) WDM digital optic code plates; (5) WDM analog self-referenced intensity
modulators; (6) analog optical spectral shifters; (7) self-luminous bodies; (8) coherent optical
interferometers; and (9) remote electrical sensors.

The report includes the results a trade study including engine sensor requirements, environment,
the basic sensor types and relevant evaluation criteria. These figures of merit for the candidate
interface types were calculated from the data supplied by leading manufacturers of fiber-optic
Sensors.

In most areas little or no significant difference could be discerned between the candidate sensing
methods. The areas in which there is some discrimination are the types of sensors which can.-be
accommodated, the effectiveness of drift compensation, the numbers of sources and detectors
required, the optical power margin, the number of multiplex channels, and reliability. However in
most of these areas the differences between designs is not great. These results indicate that a flight
demonstration/validation is needed to determine preferred optical modulation methods for an
electro—optic architecture. Such a program would provide more realistic on-engine performance data



and may reveal discriminators to guide the selection of a preferred architecture. Section 5 of this report
describes a configuration of the electro-optic sensor interfaces that is suited to a flight test program.
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2.0 INTRODUCTION

Optical fibers have been proposed for signal paths in aerospace propulsion and flight controls as
a means to achieve electromagnetic immunity, to reduce control system weight, and to provide
advanced sensing functions not available in electronic systems. Optical fiber data busses and a broad
array of sensors have been developed for this application (refs. 1-8). The use of fiber-optic technology
in these applications is motivated by the weight of large cable harnesses and by problems with signal
transmission through electrical cables, poor contacts at connectors, electrical shorts, lightning, and the
need for improved sensors for advanced control and condition monitoring. In view of these potential
benefits to aerospace systems the subject study was required to determine the preferred architecture
for the application of optics to aircraft. The propulsion system full authority digital electronic engine
control was the focus for the study. The engine control includes a variety of sensors that provide a
concrete vehicle for evaluation of a variety of sensors and multiplexing techniques.

Starting points for the study were the conceptual designs and fiber-optic sensors for the engine
control system identified in the previous FOCSI and FACTS engine study programs (refs. 6-8). This
program considered the variety of techniques which can be employed to interface to a number of
sensors on an optical fiber. The goal was to select the best minimal set of interface types, the preferred
assignment of sensors to interfaces, and to determine the hierarchy of coding or multiplexing methods.
The fiber-optic sensor and multiplexing technologies were compared on the basis of criteria set by the
engine manufacturer. Based on tabulation of these criteria, a preferred architecture is suggested to
optimize these criteria. ’

A six-member team was assembled to include first-hand expertise in a variety of optical sensor
and networking technologies including wavelength division multiplexing, time division multiplexing,

- fiber-optic couplers, linear optic data bus, integrated optics, and coherent sensors as well as

knowledge of advanced engine control and diagnostic systems. This team included the propulsion and
research divisions of United Technologies Corporation: Pratt & Whitney, Hamilton Standard, and the
Research Center; along with leading vendors of fiber-optic sensors, namely Teledyne Ryan
Electronics, Litton Polyscientific, and Eldec. The work drew heavily from fiber-optic technology
assessments and conceptual designs done by the individual team members in previous Government
and internal studies. Among these were FOCSI, Helicopter Subsystems, Advanced ADOCS, and
commercial engine control programs as well as the experiences of Teledyne Ryan, Litton Polyscientific,
and Eldec in production of fiber-optic sensors and networks.

Each team member contributed unique knowledge and experience to the effort. UTRC managed
the program, assembled the trade study, tabulated the trade factors and issued the final report. UTRC
also provided experience with advanced optical sensor and processor technologies, especially
coherent systems, integrated optics, and environmental effects on electro-optic components. Pratt &
Whitney contributed specifications and requirements for next generation aircraft engine controls.
The three fiber-optic sensor manufacturers contributed data on the size, weight, producibility, and
relative cost factors for the specified sensors.



2.1 Engine Sensor Requirements

This section presents the requirements for the electro-optic architecture. The types and
numbers of sensors on the engine are specified and criteria for comparison of the various electro-optic
architectures are defined.

The subject of this study was the sensor complement for the EEC on an advanced technology
military turbine engine with variable turbine geometry, variable nozzle geometry, and a 2-D thrust
vectoring nozzie. For this program an effort was made to identify common sensor ranges and
accuracies for a composite of advanced engine designs. Shown in Thble 2.1-1 are generic sensor
requirements derived in this manner. The system includes a total of 44 sensors for the following
measurements: 19 linear positions, 1 rotary position, 7 temperatures, 6 fuel flows, 3 gas pressures, 1
hydraulic pressure, 1 fuel pressure, 2 rotary speeds, 1 flame light off detector, 1 vibration, and 2 fluid
level.

The accuracies shown in the table are for the complete sensor including the interface electronics.
The operating temperatures for the sensors are generally higher than those considered in previous
studies: -54 to 230 C ambient air temperature, with transients to 300 C. The high temperature
represents operation during a supersonic dash. The duration at this temperature extreme will get
longer for supersonic cruise. The temperatures at specific sensor locations are shown in the table. The
sensor interface electronics, including the optical sources, detectors, and filters must operate on a heat
sink temperature ranging from -54 to 125 C. The ambient temperatures specified for the optical
sensors are representative of current aircraft. This leaves just two temperature ranges for sensors on
the engine: -54 to + 200 C for the inlet, fan and compressor regions; and -54 to + 350 C for the burner,
turbine, augmenter, and exhaust nozzle. For a more extensive discussion of sensor requirements the
reader is referred to the FOCSI and FACTS reports (refs. 6-8).

: Two sets of criteria will be considered for evaluation of electro-optic architectures: (1) sensor

interface design features and (2) system impacts. The sensor design criteria are listed in Table 2.1-2.
These features are meant to indicate the scalability, and operating margin of the candidate
approaches. In addition to these circuit-level criteria, the candidates will be judged on the system
impacts in Table 2.1-3. These represent the most important system qualities identified in previous
EEC technology development programs. Inselecting the preferred system, both system level criteria 1
and circuit level criteria were considered.
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TABLE 2.1-1 - EEC SENSOR SET (SINGLE CHANNEL, NO REDUNDANCY)

ey ey @GN peeny =

Number of Update
Sensors Measurement  Time Accuracy Range Ambient

4 Linear position | Sms £ 036cm 010 36 cm -5410200C -

2 Linear position 10 ms £ 026 cm 0to 26 cm -5410200C -

4 Linear position 5ms £ 018 cm Oto 18 cm 5410200 C

2 Linear position 10 ms +009cm 0to9cm -541t0200 C

5 Linear position Sms £ 005cm 0to5cm -54 10 200 C

2 Linear position 10 ms £ 005cm Oto5cm -54 10 200 C

1 Rotary position 10 ms & 0.2 deg 0 to 130 deg -541t0200 C

1 Gas temperature  120ms +2C -54 to 260 C -54 to 200 C

4 Gas temperature 20 ms +11C 0to 1500 C 0t0350C

1 Fuel temperature 120 ms +3C 5410180 C 5410200 C

1 Turbine blade .
temperature 20 ms +10C 500 to 1500 C -54t0350C

1 Light off detector 20 ms 5% < 290 nm -54 10 350 C

(optical wavelength)
3 Fuel flow 10 ms 4 100 kg/hr 200 to 6000 kg/hr. 5410200 C
3 ~ Fuel flow 40 ms + 100 kg/hr 5000 to 16000 kg/hr. -54 10200 C
(1 inch diameter)

1 Gas pressure 10 ms + 40 kPa 7 to 830 kPa -5410350 C

1 Gas pressure 120 ms + 10kPa 7 10 280 kPa -5410200 C

1 Gas pressure 10 ms =+ 40 kPa 35 10 5000 kPa -54 to 350 C

1 Hydraulic pressure 40 ms =+ 40 kPa 500 to 8000 kPa  -54 t0 200 C

1 Fuel pressure 120 ms 4 40 kPa 0 to 690 kPa -5410200 C

1 Rotary speed 10 ms £ 7rpm 650 t0 16000 rpm  -54 t0 200 C

1 Rotary speed 10 ms £ 7rpm 1600 to 19000 rpm =54 to 200 C

1 Vibration 120 ms +25g 0toS0g -54 10350 C

(10 Hz to 1 kHz)
2 Fluid Level 120 ms +2% -54t0200 C



TABLE 2.1-2 - CIRCUIT FEATURES

Optical power margin (dB)

Signal processing time (microseconds)
Complexity (number of circuit elements)
Number of channels

Number of distinct sources

Number of detectors

Number of fibers

Types of sensors

Signal compensation or calibration
Redundancy

BORPNANS LN

TABLE 2.1-3 - SYSTEM FEATURES

Weight (1bs)

Reliability (failures per million hours)

Maintainability

I/O circuit area (square inches)

/O pincount

EMI immunity (dB attenuation)

Power consumption (Watts)

Availability or development schedule (months or years)

PV E LN

For comparison each candidate was assigned a quantitative measure for each criterion (such as
size in square inches, power in watts, complexity in number of components and software operations,
power margin in dB, or reliability in failures per million hours) based on the state of the art forecast for
the late 1990’s. The preferred methods of optical modulation will be those having the best overall

measures.

2.2 The Present Electronic Sensor Architecture

A prerequisite to the comparative study of novel electro-optic architectures is an understanding
of the existing electronic sensor interfaces. The present electronic architecture has evolved to
economically and reliably meet the control requirements. Therefore it serves to illustrate key aspects
of the problem. A key feature of this architecture is that signals of a common type are multiplexed
through a single digital interface. The engine parameter interfaces are comprised of three main
groups: frequency type signals, analog signals, and LVDT/resolver signals. Each of these groups is
interfaced to the EEC processor through a common decoder and digitizer block as shown in figure
22-1. This electronic architecture provides a guide to developing an electro-optic architecture.
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The electronic architecture allows for a variety of sensor output types, and for different
applications, a particular quantity may be sensed in different ways. For example, some flows and
temperatures are sensed as frequencies while others are sensed as analog levels. Likewise, it is
reasonable to expect some variety of interface types in the electro~optic sensor architecture.

" The control processor in the electro-optical control system will continue to be a central digital
electronic computer so the electro-optic interfaces must convert the sensor signals from the optic
domain to digital values on the processor bus, just as is done by the present electronic system. The
electronic architecture features multiplexing techniques to achieve system economy in electronic
circuit size and power consumption. A part of the electro-optic design is to develop techniques which
move the multiplex function out of the electronic enclosure, off of the electronic circuit boards and out
into the fiber- optic network. The motivations for this change in the architecture are (1) reduction in
I/O pincount on the electronic enclosure and (2) lack of suitable optical switches to replace the analog
electronic multiplexers. The EEC then contains a multiplex decoder/electro-optic demultiplexer in
place of the analog electronic multiplexers to convert the optical multiplex format into a low speed
serial electronic sequence.

2.3 Strawman Fiber-Optic System Designs

Strawman electro-optic architectures for the EEC sensors and actuators were defined according
to the guidelines in Appendix A. These were based on: pulse time delay multiplexing, wavelength
coding or multiplexing, local electrical power, normalized analog ratiometric transduction, and
coherent optical techniques. UTRC provided designs for coherent systems, and optic switches.
Teledyne Ryan Electronics designed a time delay multiplex system. Litton Polyscientific designed a
wavelength division multiplex system. Eldec contributed designs for analog sensors and remote
electric power. :

Tledyne Ryan Electronics report no. TRE/SD29065-21 entitled “Time Division Multiplexed
NASA Electro-Optic System Architecture for Advanced Aircraft Engines” is attached as Appendix
B. The report describes an electro-optical architecture that may be used to service all engine sensors
using optical time division multiplexing (TDM). The sensors are separated into six sub groups
according to sensing concept. Each of the six subgroups has separate transmitters, receivers, and a
data pre-processor to present data to the controller in a common parallel digital format. Position
sensing and fluid level measurements (21 measurements in all) are performed with digital optical code
plates on a common electro-optical interface. Pressure and fluid flow measurements use microbend
sensors on a common analog interface. Turbine blade temperature, light-off, vibration, and engine

_speeds each require a separate interface.

Eldec report no. 011-0880-701 entitled “Electro-Optic Architecture Study for Advanced
Aircraft Sensing Systems” is presented in Appendix C. The report describes two architectures: one
_ based on electrically active sensors with fiber optic signal communication; the other based on passive
fiber-optic sensors using time domain intensity normalization (TDIN). The electrically active
approach is comprised of conventional sensors with local electrical power (such as a battery or a
photocell) and electronic circuitry. The sensor circuits transmit digitally coded parameter values from
the sensors to the EEC through optical fibers. There are no electrical attachments to the sensors.

[} - oy
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The TDIN architecture described by ELDEC uses a puise TDM method to analyze the intensity
of the light returned from a sensor to determine the measurand. Therefore, all sensors in the
architecture are intensity modulated types. In operation, a pulse is sent to each sensor where it is
separated into two legs, a sensor leg and a reference leg. A delay lineis included in one of the legs. The
pulses are reflected and recombined on the return link to the EEC  interface where the ratio of the -
pulse amplitudes provides a normalized measure of the intensity modulation in the sensor. The TDIN
technique compensates for variations in link transmission and provides a common interface technique
for all intensity type sensors. TDIN is best suited to the moderate accuracy, static measurands:
position, temperature, and pressure given the availability of suitably designed optical intensity
modulators.

A Litton Polyscientific report titled “Fiber Optic Wavelength Division Multiplexing Sensor
Techniques in Aircraft Engine Control Systems” is attached as Appendix D. The report describes the
design of sensors for position, speed, pressure, and temperature. The position sensors are based on
wavelength multiplexing the tracks of a digital transmissive optical code plate onto a single optical
fiber. The speed sensor is based on sensing the frequency of reflections from a pattern on the rotating
part. The pressure and temperature sensors are based on analog wavelength coding scheme. The
excitation to the sensors is comprised of banks of light emitting diodes combined to form optically
broadband sources. The receiver proposed for the wavelength sensors is a CCD detector on a fiber,
lens, and grating assembly. '

These reports form the basis for the system analysis presented in the following sections of this
report.

2.4 The Electro-Optic Architecture (EOA) for Propuilsion Control ‘

The propulsion EOA sensor network is illustrated in figure 24-1. The recommended
architecture is an on-engine EEC which contains electro-optic interface circuits for fiber-optic
sensors on the engine. The purpose of this design is to reduce the size and weight attributed to inputs
and outputs by multiplexing arrays of functionally similar sensors on a single pair of optical fibers
through common electro-optical interfaces.

Sensors interface to the engine control computer through electro-optic circuit boards contained
in the EEC enclosure. These circuits feature passive optical multiplex of groups of sensors through a
common electro-optic interface. The internal architecture proposed for the EEC is illustrated in
figure 2.4-2 where the sensor and actuator interface boards are shown connected to the control
processor bus. Each interface is standardized to multiplex a set number of measurements of a given
parameter through a single circuit card in a modular mechanical design. Each multiplexed sensor
interface would include a CPU bus interface, sensor decoder, electro-optic interface (LED.or
photodiodes) and power conditioning. To meet the stringent size constraints in the boxes the
electro-optic interfaces themselves would be fabricated in pigtailed fiber-optic hybrid packages.

Each optic sensor interface type is suited to a subset of the EEC sensor complement. The sensor
circuits are comprised of the seven standard EO interface types shown in Table 2.4-1.
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TABLE 2.4-1 - EOA SENSOR GROUPS

Number of Update
Sensors Measurement Time Accuracy Range
Se . luminous sensor interface: (2 parameters)
/1 Turbine blade temp 202ms +10C 500 to 1500 C
1 Light off detector 202ms 5% < 290 nm
Hny\ temperature sensor interface: (4 parameters)

4 Gas temperature 2ms +1C 0to 1500 C

ufemperature sensor interface: (2 parameters)

1 Gas temperature 120ms +2C ~54 to 260 C

1 Fuel temperature 120ms +£3C 5410180 C

S and flow sensor interface: (8 parameters)

1 Rotary speed 10ms +7rpm 650 to 16000 rpm
\/1 Rotary speed 10ms + 7rpm 1600 to 19000 rpm
v3 Fuel flow 10ms <+ 100 kg/hr 200 to 6000 kg/hr.

3 Fuel flow 40ms + 100 kg/hr 5000 to 16000 kg/hr

Vibration sensor interface: (1 parameter)
1 Vibration 120ms +25g 0toS0g
(10 Hz to 1 kHz)
Pressure sensor interface: (5 parameters)

1 Gas pressure 10ms + 40kPa 7 to 830 kPa

1 Gas pressure 120ms + 10kPa 7 to 280 kPa

1 Gas pressure 10ms + 40kPa 35 to 5000 kPa

1 Hydraulic pressuure 40ms +40kPa 500 to 8000 kPa

1 Fuel pressure 120ms + 40kPa 0 to 690 kPa

Five Position sensor interfaces: (22 parameters total)

4 Linear position Sms +03cm 0to 36 cm
V4 Linear position 5ms +018cm  Otol8cm

2 Linear position 0ms +£026cm 0to 26 cm

2 Linear position 10ms +£009cm 0to9cm

5 Linear position Sms +£005cm 0to5cm
JZ Linear position 10ms +005cm Oto5cm

1 Rotary position 10ms + 02deg 0 to 130 deg

2 Fluid level 120ms +2% '

Sensor
Ambient

5410350 C
5410350 C

0t 350C

-54 to 200 C
-54t0200 C

-5410200 C
5410200 C .
-54t0 200 C
-54 t0 200 C

-54t0350 C

-541t0350C
=54 t0 200 C
5410350 C
-54 10200 C
-54 10200 C

-54 t0 200 C
=54 10200 C

-54 t0 200 C
-54 10200 C

~54 10200 C
-54t0200 C

-55t0200 C
-54t0200C

The turbine blade temperature sensor and the flame light-off detector (LOD) both require an
interface to self luminous fiber-optic sensors. The LOD self luminous sensor interface requires a
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detector with 170 nm to 290 nm passband multiplexed to an A/D converter. The turbine blade
pyrometer requires a near infra-red dual-wavelength detector multiplexed to an A/D converter.

The 4 high temperatures can also be measured using a blackbody spectral analyzer similar to that
used for the turbine blade temperature. The alternative for these gas temperatures is a variable
spectral transmittance sensor on a wavelength measurement interface, a time domain intensity analog
interface, or a two-wavelength analog interface.

The two low temperatures also can be measured by a wavelength measurement interface, a time '
domain intensity analog interface, or a two-wavelength analog interface. These could be handled by a
common circuit.

The flows, speeds, and vibration measurements can be done by any of the analog interface types.
A logical grouping would have the flows and speeds together on a common interface and the vibration
measurement processed independently.

The five pressures can be measured through any of the analog interface types. Itis reconimended
that these be multiplexed through a common interface.

The rotary position, ix.ear positions, and fluid level can be measured by any of the digital or
normalized analog techniques. It is recommended that these be grouped together in sets of four
measurements through a common multiplex interface.
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3.0 ANALYSIS OF ELECTRO-OPTIC ARCHITECTURES

Previous optic flight control studies identified a great number of optic sensors currently available
or in development for application to aircraft propulsion control (refs. 1-8). These sensors use a variety
of mechanisms to measure the temperatures, pressures, speeds, flows, and positions required for
control and condition monitoring. One problem addressed in the study is to determine the best way to
combine these various mechanisms into a network. The focus of the study then is on the selection of
multiplexing and networking technology for the sensor interfaces. .

3.1 Sensor Categorization

Nine distinct fiber-optic sensor types were identified in the strawman electro-optic
architectures presented in the appendices. These are: (1) baseband continuous wave intensity
modulators, (2) time division multiplex (TDM) digital optical codeplates, (3) analog TDM
self-referenced intensity modulators, (4) wavelength division multiplex (WDM) digital optical
codeplates, (5) analog WDM self-referenced intensity modulators (6) analog wavelength measure-
ment, (7) self-luminous sensors, (8) coherent optical frequency modulated continuous wave (FMCW),
and (9) remote electrically powered sensors. This classification provides a useful guide for discussion
of the various sensor types according to categories. These categories are discussed in the following
sections.

3.2 Electro-Optick Architecture (EOA) Designs

Following are brief descriptions of the operation of each of these electro-optic interfaces. More
detailed discussion of the designs and the associated fiber-optic sensors are presented in the
references and Appendices B-D.

In each electro-optic interface design, the optical signals are detected and digitized with a
minimum of signal processing in the interface. All normalization and calibration functions are
performed on the digitized optical signal values in the microprocessor. This separation of functions is
motivated by the requirement to minimize the size and part count in the electro-optic interface.

In the following discussion all values apply to the optical interface, therefore power levels refer to
optical power and decibel units refer to optical power ratios. These are meant to apply to LED type
multimode systems in which a relatively broadband optical spectrum is modulated by a passive sensor
Or Sensors.

For meaningful specification of optical power levels a standard waveguide aperture must be
specified. The selection of a standard waveguide dimension involves consideration of losses, fiber
mechanical properties, coupling efficiency, and dispersion. Consideration of efficient source power
coupling and low loss connections favors large core fibers; while cost and strength favor small diameter
fibers. For control applications the dispersion is not a significant problem because distances are
relatively short. The 100 micron, step index waveguide currently used by many sensor manufacturers is
a practical compromise and is consistent with the source power levels specified in this program. Fiber
specifications are thus: '
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Core Diameter: 100 microns
Numerical Aperture: 0.2
Index Profile: step index

In general there is no need to match cladding diameter across an interface if the core parameters and |
coanector types are the same. The cladding diameter would be specified to be compatible with the
connector. The specifications in this document do not depend on the cladding diameter selected.

Optic connectors should be in accordance with MIL-C-38999; or an approved equivalent. The
electro-optic interface board should employ a fiber optic pigtail to a fiber optic MIL 38999 Series IV
connector receptacle with pins. The contacts should be #16 in accordance with MIL-T-29504/4.
According to SAE AS-3 fiber-optics committee recommendations, butt termini are preferred over
lensed termini. The pigtail should have proper strain relief to the backshell of the connector. The
number of fibers, the fiber bend radius, and length will be specified. The harness would contain at least
three connectors between the sensor and the electro-optic interface. The optical power budget for
system connectors and fiber should not be less than the formula 2(n + 1) dB where n is the number of
connectors in the system. This is based on 100/140 micron fiber where as smaller fibers will require a
larger margin.

32.1  The simple CW modulation interface.- The simplest electro-optical interface for
fiber-optic sensors is illustrated in figure 32.1-1. This interface provides no calibration from optical
power measurements $o it is useful only with sensors that produce frequency modulation. A single
light emitting diode (LED) illuminates the fiber-optic sensor continuously. The sensor modulates the
light at a frequency proportional to the measurand. The modulated optical signal is detected in a
photo diode and processed through electronic circuits that measure the frequency of the modulation.

' The electronic circuits required for the interface consist of a constant current source to drive the
LED, a pre-amplifier (transimpedance amplifier) with automatic gain control (AGC) for the photo
diode, bandpass filters, frequency counter, and digital interface to the microprocessor bus.

322 The analog TDM interface.- Fiber-optic sensors that produce analog intensity
modulation can be used with the analog TDM sensor interface illustrated in figure 3.2.2-1 (See
Appendix C). This interface provides a normalized optical loss measurement that can be used to read
microbend, macrobend, variable absorption, or variable transmittance type fiber-optic sensors. A
single LED in the interface produces a short pulse of light to interrogate the sensor. The remote sensor
includes means to split the pulse into two parts. One serves as an intensity reference level while the
‘other is delayed in time and propagates through the sensing element. Two pulses of light, separated by
the delay time, return to the optical receiver. The ratio of the amplitudes of the two pulses is
proportional to the measurand. The two returning pulses are detected by a photo diode and processed
through electronic circuits that measure the frequency of modulation.

The delay between pulses would typically be less than 100 nanoseconds. Detection averaging,

performed in the lowpass filters in figure 3.2.2-1, provides more than 20 dB (optical) improvement in
sensitivity. o
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The electronic circuits required for this interface comsist of a puiser for the LED, a
transimpedance amplifier with AGC for the photo diode, time base trigger and synchronization,
analog multiplexes, lowpass filters, analog to digital converter, and digital intcrface to the
microprocessor bus. Both pulse amplitudes are digitized. The ratio of the amplitudes is calculated in
the microprocessor.

An alternative to the pulse processing circuit shown bere is the radio frequency (RF)
interferometer where the LED pulser is replaced with a cw two-tone RF source and the receiver
electronics measure the ratio of two frequencies.

323  The digital TDM interface: The digital optical interface illustrated in figure 323-1
would be used to read digital optical code plates in sensors such as those developed in the Army
ADOCS program (refs. 3,4,11 and see Appendix A). The interface reproduces the pattern on a remote
optical codeplate as a digital output word to the processor. Teledyne Ryan Electronics has successfully
implemented the time delay multiplexed architecture for high accuracy position feedback in the Army
ADOCS flight demonstrator. This technique dramatically reduces the number of fibers and
connector contacts required to interface to a number of binary optical sensors.

A single LED produces a a short pulse of light to read the sensor. The remote sensor includes
means to split the pulse into many, one for each bit in the optical code. Each pulse is delayed by a
different amount in time and combined into a single return path. A serial binary pulse train returns to
the optical receiver. The returning pulses are detected by a photo diode and processed through
electronic circuits that convert the serial pulse train to a paralleled digital word.

The length ofthepulsetrainwouldtypica.llybeIessthanwnanoseoondswhilethesensor
update time is greater than 5 ms. Therefore, many serial digital optical words can be averaged to
produce a single sensor reading. This post detection averaging is performed in digital circuits between
the shift register and the processor interface, and can provide more than 10 dB (optical) improvement
in signal-to-noise ratio.

The electronic circuits required for the interface consist of a pulser for the LED, a
transimpedance amplifier for the photo diode, time base trigger and synchronization, coraparator,

shift register, digital averaging, and interface to the micro-processur bus.

The TDM transmiiter produces a narrow pulse of light to interrogate a network or delay lines. A
proposed TDM optical pulse waveform is illustrated in figure 32.3-2. The standard pulse width is a
compromise between the length of the delays which are achievable using fiber-optic delay lines in
practical geometries and the speeds achievable in practical optoelectronic transmitters and receivers.
The 10 ns width corresponds to a 4 meter delay which is quite practical in small, 2 cm diameter, coils.
This pulse width is also producible in high speed, high radiance light emitting diodes.

The standard delay length (about 4 meters in optical silica fiber) is that which sensor
manufacturers must provide for the excitation pulse.

The pulse risetime and fall time are selected to for practical transmitter time constants and
receiver filtering for the specified pulse width.

17



The minimum peak pulse power level is specified to accommodate the losses and receiver
sensitivities typically found in state-of-the-art fiber-optic sensors. This level is also within the range
of lasers and low duty cycle LEDs.

The suggested TDM specifications are:

Pulse Width: 10 ns

Risetime/Falltime: 3ns/4ns

Peak Pulse Power: 1 mW (0 dBm)

Interference: -30 dB (optical)

Slot Spacing: 20ns

Receiver Sensitivity: -51 dBm noise floor in
: 50 MHz bandwidth

(~74 dBm noise floor may be achieved using post-detection
averaging).

324  The analog WDM interface.- The analog WDM sensor interface illustrated in figure
3.2.4-1 would be used to read fiber-optic sensors that produce analog intensity modulation such as: -
microbend, macrobend, absorption, or transmittance types. The interface produces normalized
optical loss measurement using wavelength division multiplex (see Appendices D-1 and D-2).

An array of LED’s illuminate the sensor with a broadband spectrum as illustrated in the figure.
The remote sensor includes means to filter two spectral components from the source spectrum. The
intensity of one spectral component is varied in proportion to the measurand while the other serves as
a reference. The ratio of the amplitudes of the two spectral components is proportional to the
measurand. The receiver includes means to disperse the optical spectrum on a photo diode array. The
optical spectrum returning from the sensor is detected in a photodiode array, and processed through
electronic circuits that calculate the spectral power ratio.

The components required in this interface are: a constant current source for the photo diode
array a source power monitor, a wavelength dispersing element on a photo diode array, analog
multiplexer, transimpedance amplifier, A/D converter, and microprocessor bus interface.

325  The Digital WDM Interface.- The digital wavelength division multiplex (WDM)
interface illustrated in figure 3.2.5-1 would be used to read digital optical codeplates (ref. 12 and
Appendix D). An array of LED's illuminate the sensor with a broadband spectrum as illustrated in the
figure. The remote sensor includes means to filter the spectrum into many components, one for each

bit in the optical code. Each spectral component illuminates a track on the code place, then the
intensities from all tracks are combined into a single return path. A broadband spectral pattern
returns to the optical receiver. The receiver includes means to disperse the optical spectrum on a
photo diode array. The spectral power distribution is detected and processed through electronic
circuits that produce the digital output.

The components required in this interface are the constant current source for the LED array,
dispersive element coupled to the photodiode array, analog multiplexer, source monitor, comparator,
shift register, and microprocessor bus interface.

18
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Litton Polyscientific Fiber-optic Products and NASA Lewis Research Ceater are developing the
wavelength division multiplexed interface also as an interface to an optical code plate. This interface
uses optical wavelength dispersing elements in the EEC to isolate sensor signals in distinct wavelength
bands. For use in the EEC, the stability of the source spectrum and the dispersing elements over a
wide temperature range must be considered.

326 The spectral measurement interface.- Some fiber-optic sensors act as variable
narrowband optical filters that produce a single spectral component in which the center wavelengthis
proportional to the measurand. The electro-optic interface to these sensors is illustrated in figure
326-1. Sensors in this class include Fabry-Perot cavities, absorption edge shift, and spectral
transmittance (movable grating) types.

An array of LED’s illuminate the sensor with a broadband spectrum as illustrated in the figure.
The remote sensor contains means to filter a single spectral component at a wavelength proportional
to the measurand. The receiver includes means to disperse the optical spectrum on a photodiode
array. The spectral component is detected by an element of the array and processed through electronic
circuits that determine the wavelength. '

The components required for this interface include a constant current source for the LED array,
a dispeisive element coupled to the photo diode array, analog multiplexer, transimpedance amplifier,
A/D converter, and microprocessor bus interface. '

The WDM transmitter must provide a broad spectrum of light to be filtered by the sensor
network. The minimum acceptable power density must be consistent with that obtainable from
state-of-the-art light emitting diodes and with the losses or power budgets of present WDM codeplate
and spectral filtering sensors. The total width of the spectrum emitted by the transmitter depends
upon the type and number of sensors in the application. A typical WDM optical spectrum is illustrated
in figure 3.2.6-2. A realistic specification which meets these requirements is: :

Minimum power density: 2 microwatt/nanometer
Ripple: Maximum 3dB variation

across the specified band
Spectral Coverage: 750 nm - 950 nm

The WDM receiver filters the wavelength coded sensor signals into discrete bands for analysis.
The channel spacing must be consistent with state-of-the-art WDM components and with the source
power density specified above. With the specified channel spacing, the system must have a useful
number of digital channels in a realizable source bandwidth or have sufficient wavelength resolution to
decode an analog wavelength sensor.

Channel width and channel spacing are here consistent with common fiber sizes in a grating-type
WDM unit. The channel spacing corresponds to fiber diameter while channel width is determined by
core diameter. Note that maximum channel width is specified, actual width may be smaller depending
on core size. The presence of guard bands assures good channel separation over environment and
manufacturing tolerances. Standard channel locations allow interchangeable sensors, and
intermatability of encoders and decoders.



The implementation of the spectrum analyzer in the receiver iequim further discussion,
development and analysis. This function is now performed in several different ways: grating coupled
CCD or miniature Fabry-Perot interferometer. In either case, the system specification may be
affected by component performance, e.g. finesse and stability of the Fabry Perot or size of the CCD.

- The suggested WDM specification is:
Channel spacing: 10 nm spacing between center of bands
Maximum Channel width: 8.7 nm width occupied by signal power
Guard band width: (Channel Spacing - Channel Width)
/2 = 0.65 nm

Channel locations: Bands shall be centered at wavelengths of 600 nm +- n ( Channel spacing )
with integer n. Allowable channels within the AlGaAs band are thus 730, 740, 750, ..., 940, 950, so
about 25 channels are accessible using AlGaAs sources.

Interference: -30 dB of the excitation power or 17 nanowatts (maximum). Note present
state-of-the-art WDM components have as much as -15 dB cross talk. This specification places a
limit on the magnitude of the spurious reflections allowed in a single fiber system. The interference
specification limits the maximum allowable power level in any other band. The -30 dB level is chosen
- to assure.compatibility with high accuracy, 0.1%, analog intensity type sensors.

Receiver sensitivity: -78 dBm noise floor in 200 Hz bandwidth.

327  The self luminous sensor interface.- Three of the fiber-optic sensors considered for
engine control radiate light without any optical excitation. These are the turbine blade pyrometer, the
black body temperature sensor, and the augmenter flame detector. For these reasons, the spectrum
analyzer receiver illustrated in figure 3.2.7-1 is required.

The electro-optic circuit contains just the receiver portion of the WDM interfaces described
previously. The electronics serve to produced digitized representation of the optical power spectral
density to be processed by the micro computer.

Though the blackbody temperature sensor is not compatible with external multiplexing schemes
it is still a candidate sensor in the EOA. There may be unique sensing demands for which the optimal
architecture would include sensors which are not multiplexed. A blackbody probe is well suited to the

‘measurement of very high temperatures (such as exhaust gas) where few alternatives are compatible
with multiplexing. Furthermore, significant improvements could still be realized by replacing wire
connections with optical fibers without multiplexing. Therefore it is expected that the optimal
architecture may still include a variety of sensor types with some multiplexed and others not.

328 Coberent fiber-optic sensor technology- Ultimately the greatest sensitivity and
flexibility in fiber-optic sensors will be achieved through the use of integrated optics and singlemode
coherent systems. Use of this technology is the current trend in commercial teleccommunications
which has been the source of the technology for fiber-optic flight controls. The generic form a coherent
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interferometric interface is shown in figure 3.2.8-1. The interface includes a frequency swept cw laser
source illuminating a sensor probe through an input/output coupler.. In the sensor probe the
parameter of interest (e.g. speed, flow, position) modulates the optical field on reflection. In the
receiver a reference field is mixed with the probe field to produce a heterodyne signal at the offset
frequency of the reference field. The receiver consists of a high speed photodiode with a low noise
transimpedance amplifier and a bandpass filter to isolate the heterodyne frequency. The output from
the receiver is a sinusoidal voltage carrier with amplitude and phase proportional to the optical field
returned from the probe. Therefore, a radio receiver tuned to the heterodyne frequency can detect
amplitude, phase, or frequency modulation modulation of the complex optical field.

Coherent sensor types for engine parameters are as follows:

Speed - a fiber-optic interferometric magnetic field sensor to serve as
an eddy current probe similar to present speed sensors. This has the
advantage that light is contained in the fiber at the sensor so it is not
sensitive to contamination of optic surfaces.

Flow - an a.c. coupled interferometric fiber strain sensor in a vortex
shedding flowmeter provides an fm. signal proportional to flow.

Pressure - two options: (1) coherent detection in a microbend-type
diaphragm pressure sensor, or (2) coherent phase detection in a
photoelastic crystal. :

Temperature - frequency modulated carrier wave readout of silicon
carbide or optical fiber Fabry-Perot resonators.

Position - frequency modulated carrier wave readout of reflecting
piston.

Coherent sensors would be grouped on common frequency modulated carrier wave laser
sources. Temperature and pressure sensors would use a common phase reading receiver. Speed and
flow would use a common frequency discriminator receiver. Position sensors would use a common,
high accuracy, fringe counting receiver.

Laser sources will be required for the coherent interferometric optical receivers. The
temperature variations in the EEC electronics module will cause extreme variations in the output
power and spectral characteristics of presently available commercial semiconductor laser diodes.
However, new low threshold devices show promise of reducing the magnitude of this problem. The
primary effect of temperature on the operation of a laser diode is to increase the threshold current.
The magnitude of this effect is a doubling of threshold current for a 100 C rise in temperature. In the
present generation of commercial semiconductor laser diodes the threshold current is typically 30% to
50% of the maximum cw operating current so the effect of the 180 C temperature range ofthe EECisa
severe drop in laser power. Closed loop, constant optical power operation is not feasible since this
would drive the injection current to excessive levels at the higher temperatures. Recently developed
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laser diaxils, however, have very low threshold current. In these devices, the threshold may be less than
ten pex ecmt-of the allowable cw injection current so the twofold increase in threshold current would

result imamly a ten percent power reduction.

XX Fiber-optic links to electronic sensors.- Many of the benefits of fiber-optic signal
trassmidsidn in aircraft control systems may be realized in networks of electronic sensors
issescamented by optical fibers (Appendix C). The electro-optic circuit in figure 3.2.9-1 illustrates a
Sbes-apuiedata bus terminal to interface with remote electronic sensors. The data bus protocol logic,
fibes- oyl transmitter and fiber-optic receiver circuits would be replicated for each sensor. This
interiamowould transmit digital commands to the sensors to request data, then the remote terminals
woulilamemit digital data words back to the controller.

3.3 Assessment of Evaluation Criteria

Il section the various optical modulation techniques will be evaluated on the basis of the
crisminélintified in Section 2.1. These criteria include applicability to engine sensors, calibration,
siae, egmitial power budget, multiplex technique, and reliability. Each technique is assigned a
quassitretie measure for each feature (such as size in square inches, power in watts, complexity in
smmimzoficomponents and software operations, power margin in dB, or reliability in failures per
millientomrs) based on the state of the art forecast for the mid’ 1990’s. The preferred methods of
optissikmngdulation will be those which can be realized in the systems having the best overall measure.

Issaempting to substitute optic sensors into this architecture one must consider the suitability
of eiic samsing methods to the multiplex and sensor transmission techniques. For example frequency
typemmess are well suited to optic transmission while analog signals are not unless compensation and
refeammetigare provided. Also, due to the size and cost of optic transmmers, receivers, and connectors
it isdlmibable to minimize the number of these.

“Tieemost desirable multiplexing technique and network architecture would be one which is
comgpaidlii with all or at least the greatest number of sensors while reducing EEC size and complexity.
Asgrmuliyéxing technique or network architecture which cannot be used for certain measurements
or ey some measurements or sensor types would be judged undesirable. Similarly those sensor
typeswilik are compatible with optical multiplexing are more desirable than those which cannot be
easilyinerporated into a multiplexed network.

33Xy  Applicability to engine sensors.- The continuous wave modulator interface is
apgiicsdhionly to simple intensity-type sensors which produce a frequency-output such as a variable
frewmnaglight chopper. This measurement can be used for speed, flow, and vibration sensing on the

TeTDM, and WDM codeplate interfaces are applicable to absolute dispiacement sensors
requiniggitetter than 1% accuracy. In the engine control system these are the linear position, rotary
posiiamnnd fluid level measurements.

Teanalog TDM and WDM interfaces are applicable to absolute fiber loss measurements
requiiicggo better than 1% accuracy. In the engine control system this measurement technique can
be appliidito linear position, fluid level, pressure, and temperature.
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The analog wavelength interface measures the wavelength returned from the sensor which is
typically varied by displacement of a dispersive element in the sensor. This type of interface is
applicable to linear and rotary positios, fluid level, speed, pressure, and temperature.

The self-luminous sensor interfac < is needed for sensors which emit their own optical radiation:
the light-off detector, turbine blade pyrometer, and blackbody temperature sensors.

The FMCW interface measures the beat frequency produced in an unbalanced interferometer.
This technique can be used for measurement cf position, fluid level, pressure, temperature, and speed.

The remote electrically powered sensor interface is an optical data link transceiver which can be
used with all of the conventional electronic sensors.

A matrix showing the measurands for each of the nine interface types is shown in Table 3.3.1-1.

332 Signal compensation or calibration.- The continuous wave modulator interface
provides no optical loss compensation or intensity calibration. Therefore it is applicable only to
measurements, such as the frequency of modulation, which are insensitive to signal level.

The TDM, and WDM codeplate interfaces provide a direct reading of an optical codeplate
pattern. The measurement calibration is provided by the codeplate assembly and is independent of
optical power levels and link losses. :

The analog TDM and WDM interfaces provide a normalized optical power measurement which
cancels source power and link loss drifts. The TDM interface does the normalization in the time
domain by forming a ratio of pulse amplitudes. The WDM interface does the normalization in the
optical spectral domain by forming a ratio of spectral amplitudes.

The analog wavelength interface reads the wavelength of the light transmitted by the sensor
independently of optical power level or link transmission loss.

The self-luminous sensor interface for the pyrometer and blackbody temperature sensor forms a
ratio of optical spectral components to determine the peak wavelength radiated by the probe. The
light—off detector interface produces a binary output indicating whether the total power is above or

“below a threshold.

The coherent interface measures the frequency or phase of a heterodyne intermediate frequency
independently of optical power level or link transmission loss. The remote interferometer design
assures that the sensor will be insensitive to phase noise in the optical harness.

The remote electrically powered sensor interface transmits sensor data in digital codes complete
with error detection bits.

333  Size.- In Table 3.4-1 these candidate multiplexing techniques are compared on the

basis of the size of the interface circuitry and harness. Here size is represented by the number of

distinct sources, detectors, and fibers required to service a number of sensors. With the more
advanced optic multiplexing methods (namely WDM, TDM, FDM) the physical size of the interface is
independent of the number of sensors.
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Figure 3.2.6-2. — The EOA WDM spectral standard.
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'The WDM spectral slicing techniques require 4 LEDs and N low bandwidth optical receivers for
N sensors while the TDM systems require only one high bandwidth receiver with one source. Given the
same level of component integration, the TDM receiver is physically smaller than the WDM. The
continuous wave modulator, FMCW, and the remote electrically powered sensor interfaces each
require a single source and single detector. The self-luminous sensor interfaces require a single
receiver for each sensor. An optical source may also be required if optical fiber fault detection is
implemented.

For the continuous wave modulator interface a two-fiber interconnect is recommended. This
design avoids the 6 dB power penalty in the input/output coupler and produces a higher contrast signal
for the frequency measurement.

For the digital TDM, analog TDM, and FMCW interfaces, the preferred interconnect is a single
bidirectional optical fiber link because the sensors proposed for this interface tend to work in
reflection and spurious back reflections can be separated in the time domain. The 6 dB loss penalty
incurred in the reflective arrangement is included in the transducer loss estimates.

For the digital WDM, analog WDM, and analog wavelength interfaces, a two-fiber interconnect
is recommended to eliminate the effects of spurious reflections from connectors. One fiber connects
to the transmitter, the other to the receiver.

For the self-luminous sensor interface a single fiber is required for each probe. A two-fiber bus
structure is recommended for the remote electrically powered sensorinterface. A single I/O connector
pin is required for each interconnect fiber on each interface.

All of the candidate interface designs require approximately the same number of circuit elements
(exclusive of optoelectronic devices): a 100 mA driver for the LEDs, three or four analog amplifiers
(transimpedance amplifier, active filter, AGC circuit, A/D converter), plus three or four digital logic
elements (frequency counter, shift register, sequencer, bus interface). Electronic circuit compleanty is
not a significant discriminator.

The electrical power required for the TDM and WDM multiplexed sensor interfaces designed by
Eldec and Litton respectively is approximately 6 Watts. This level does not represent a low-power
CMOS design which is expected to reduce the power consumption to approximately one Watt,

Estimates of the circuit beard area required for a multiplexed sensor interface range from 26 cm?
(4sqin.)to 77cm? (12 sq in.) despite the fact that each design requires approximately the same number
and variety of components. Therefore, the 26 cm? estimate is taken as a high density approach

- representative of what can be achieved in all of the designs with maximum utilization of gate-arrays,
ASICs, and surface mount technology.

Estimates of the weight of an electro-optic interface ranged from 50 g (1.76 oz) to 128 g (4.5 02).
The weight of the fiber optic cable in the system is determined by the network topology and is the same
for each of the interface designs.

334  Optical power budgets.- A physical limitation which is common to all fiber-optic
networks is the optical power budget. The elements of the optical power budget are the source power

8
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Jevel, the network losses, the receiver noise level, and the signal to noise ratio required to achieve the

~ required level of sensor performance/sensitivity.

The power budgets shown in Table 3.3.4-1 include source powers, transmission losses, and
receiver sensitivities. The source in each system is assumed to be a high radiance AlGaAs light
emitting diode (LED) or laser diode (LD). At room temperature the LED provides 4.0 microwatts
optical power per milliampere of injection current into an optical fiber pigtail having 100 um diameter
core and 0.29 numerical aperture. The maximum power output is'assumed to be limited to the
maximum average power dissipation of 200 milliwatts (ref. 17). In the WDM and CW systems the LED
is operated at a high duty cycle and provides 400 microwatts. For the TDM system the LED is pulsed
in a low duty cycle providing 4 mW peak optical power in a 10 ns pulse. WDM spectral slicing
techniques require 4 LEDs having 63 nm spectral width and 4 uW/nM power spectral density. The
laser diode source for the coherent system is assumed to provide a total of 4 mW into the same
aperture.

The losses seen by the sensor interface arise from connectors and the transducer itself.
Connector loss is estimated to be one decibel for the 100/140 fiber. A sensor interconnect would
require at least six connectors. Transducers losses range from 5 to 25 dB based on manufacturer’s
data. The total loss seen by the interface thus ranges from 11 to 31 dB as shown in the table.

In addition to the anticipated losses, system margins and component deratings must also be
included in the power budget. System margins account for repair splices, added connector, and
connector aging (such as fiber “pistoning”, scratching of the fiber end, or wear of connector surfaces).
Component deratings include source aging, source power drift over temperature, wavelength drift over
temperature, and noise drift over temperature (ref. 19). Source lifetime is commonly specified as the
time when the power has dropped to half its value so an additional -3 dB derating factor should be

“applied to account for degradation over time. The temperature drift of source power is about-1dB per

100°C. In the broadband sources for the WDM techniques, the 250 nm spectrum shifts by 50 nm over
the temperature range leaving 200 nm available spectrum.

For fiber-optic sensors a wide dynamic range receiver is usually required so a PIN photodiode
with a transimpedance type preamplifier is the receiver design of choice. The performance of this type
of receiver is well understood and there is a generally accepted model for the sensitivity (ref. 18). The
optical noise equivalent power, excluding 1/f noise, achieved in state-of-the-art PIN photodiode
transimpedance amplifiers is typically:

NEP = (4 x 1026 Joules) x BW Watts @)

where BW is the effective bandwidth of the receiver. As discussed in reference 1, the receiver noise is
directly proportional to bandwidth in optimized designs. This value is very close to the theoretical
minimum so significant improvements in receiver sensitivity are not expected.
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With the receiver noise level known, the optical power level required to achieve a given sensor -
accuracy can be calculated. For analog sensors, the signal to noise fatio required is inversely
proportional to the sensor accuracy. As a general rule, to provide adequate phase margin at the
coatrol loop bandwidth, the sensor time constants must be less than one third the sampling interval
specified for the sensor.

For digital sensors the signal to noise ratio must be at least 12 to achieve a bit error rate better
than 109, so the received signal must have at least 24 x 10-16 Joules per bit assuming NRZ format and
the bandwidth weighting given in reference 18. The number of bits ina single reading is proportional
to the logarithm of the analog accuracy so the total energy required for a single sensor reading can be
calculated. The digital readings must be completed within the sensor time constant.

Two limitations to these theoretical estimates must be noted. First, the analog analysis assumes
the use of optimized, low-bandwidth receivers with low 1/f noise. Such receivers are uncommon. In
practice, the analog noise levels may be higher than estimated. Second, the bit rate in practical digital
optical sensors is typically at least three orders of magnitude higher than the minimum estimated here
because low bit rates require excessive length in fiber delay lines. For the higher bit rates,
proportionally higher power levels will be required.

The estimates for receiver sensitivity assume the use of a state-of-the-art photodiode receiver
equivalent to a 50 kilo-ohm transimpedance amplifier. This assumption is consistent with data
supplied by manufacturers and allows a unified treatment of receiver sensitivity for all sensor types.
The minimum receiver bandwidth of 200 Hz is chosen to be consistent with the update interval in the
fastest control loop. The TDM systems require wider bandwidth in the receiver front end, however
post-receiver averaging of the TDM pulse trains increases the signal-to-noise ratio by 15 to 23 dB.

In conclusion, the net power margins for a single sensor range from 4 to 16 dB if an LED source is
used with a PIN photodiode receiver.

To insure adequate optical signal levels at the electro-optic interface, the fiber-optic link loss
must be controlled within limits. This analysis included manufacturers estimates of the optical
insertion Joss of their sensors. Conversely, the sensor losses used in the optical power budget can be

_used as specifications for the maximum allowable loss in a sensor. Using this approach, the optical

loss budget for each of the nine sensor types is:

Sensor type Maximum loss (dB)
Digital TDM 25
Analog TDM 15
CW modulation 5
Digital WDM 19
Analog WDM 9
Analog wavelength 19
FMCW 14
Self luminous NA
Electronic NA
41



335  Optic multiplex topologies and switch technology.- Multiplexing sensors on common
sources and receivers is a method for minimizing the number of circuit elements, the circuit board area
and the /O pincount. The number of sensors on a common interface is uitimately limited by the
optical power budget so the impact of sharing sources and receivers on the optical power budget was
analyzed. Multiplex operation effects the optical power budget in two ways: (1) by dividing power
among sensors and (2) by reducing the receiver integration time where data must be multiplexed in a
serial format. Five network topologies were considered: (a) the non-multiplex (parallel) baseline
architecture; (b) a single shared source; (c) a single shared receiver; (d) shared source and receiver; and
() a matrix of sensors with shared sources and receivers.

The parallel architecture illustrated in figure 3.3.5-1 serves as a baseline for comparison. Here
an optical source and receiver are dedicated to each sensor. There are no network losses associated
with the number of sensors. All of the sources illuminate all of the sensors continuously and the
receivers have the maximum integration time of 1/3 update interval. The theoretical minimum optical
power required at the receivers in this topology was calculated in Section 33.4.

TABLE 3.3.5-1 - SIZE OF MULTIPLEX TOPOLOGIES

MSMD

(baseline) | SSMD MSSD SSSD Matrix Switch
Sources N 1 N 1 /N 1
Detectors N N 1 1 /N 1
Fibers 2N N+1 N+1 2 2/N 2
Pincount 2N N+1 N+2 2 2/N N+1

In the topology illustrated in figure 3.3.5-2, a single source illuminates N sensors in the network
continuously so the power is divided. Receivers still integrate over the full 1/3 update interval. The
source illuminates all sensors continuously, or quasi- continuously in the case of repetitively pulsed
sources. (The case of repetitively pulsed sources will be treated in detail in a later analysis of optically
pulse TDM networks.) The total impact on the power budget in this topology is a loss of -10 Log NdB.

In the case of the shared receiver, figure 3.3.5-3, a single optical receiver is shared by N sensors.

The sources are turned on sequentially to produce serial optical sensor inputs at the receiver. In this

" mode of operation the source power can be increased in inverse proportion to the duty cycle. Toobtain
serial data from the receiver each of the N sensors is sampled in 1/N of the allowable integration time.
Therefore the receiver bandwidth and noise level are increased. This increase in receiver noise is
compensated by the increase in source power. There is still a slight penalty for sensors with long
update intervals because all sensors in the network must be sampled at the shortest update interval.

Where a receiver is shared there is also a potential for excess loss due to reciprocal loss in power
combining. So the net impact where a receiver is shared by N sensors is an additional link loss Of -10
Log N due to reciprocal coupling losses. If the fiber size is larger for receivers than it is for transmitters
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and sensors, as in bundle couplers, asymmetric directional couplers, or WDM demultIplexers this
reciprocal loss can be avoided at the expense of ihe added complexity of having a multiplicity of fiber

 sizes installed on the engine.

The fourth topology, shown in figure 3.3.5-4, is the case where a single source and a single
receiver are shared by a group of sensors. In this case three effects impact the power budget: power
division, reciprocal loss in power combining, and reduced receiver integration time. Therefore the net
impact on sensor signal-to-noise ratio is -30Log N dB if a common fiber size is used on the receiver,or
-20 Log N dB if a larger receiver aperture or non-reciprocal power combiner is used.

Finally, the matrix architecture in figure 3.3.5-5 can be considered (ref. 20). In this case each
receiver is shared by /N sensors so there is an increase in receiver noise of /N and a potential

reciprocal loss of /N . Each source illuminates /N sensors and the sources are switched on in
sequence. Therefore there is a power division loss of -5 Log N dB and the sources can be operated at

/N times the cw power level. The increased source power compensates for the increase in receiver
noise so the net impact on the network loss is -10 Log N if a common fiber size is used on the receiver
and - 5 Log N if a non-reciprocal power combiner is used.

In conclusion, multiplexing a groups of sensors on common sources and receivers will reduce the
power margin by an amount which depends on the topology. In topologies with a shared receiver there
is a potential benefit if the network uses a non-reciprocal power combining technique such as
wavelength demultiplexer or asymmetric fiber couplers. After estimates of the sensor insertion losses
are received from the vendor consultants, the power budget can be used to determine the maximum
number of sensors which can be supported in each topology.

The number of sensors which can share a single interface circuit is determined by the power
budget and the number of available “addresses”, i.e. the number of wavelength bands or the number of
time slots. The power budget limits the number according to the loss penalties discussed in previous
reports. For a group of N sensors, the loss penalty ranges from 5 log N dB to 20log N dB dependingon
the multiplex technique. Figure 3.3.5-7 shows the single-sensor power margin required to support a
number of sensors. This figure can be used to determine the number of sensors from the net power
margin estimated in Table 3.3.5-1. Excesslossisa significant factor. This analysis assumes excess loss
in decibels directly proportional to the number of sensors in the network. Hence a four-sensor
network includes four decibels of excess loss.

The number of electro-optic interface circuits required to service the 44 sensors on the engine
depends on the number of sensors which can be multiplexed on a common interface. The two self
luminous probes, LOD and turbine blade temperature, are not compatible with any multiplex
technique. Figure 3.3.5-7 indicates that 4 to 15 interface circuits would be needed to access the
remaining 42 measurands, depending upon the topology selected and the multiplex technique.
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33.5-1 Optical switch multiplexer technology: The advantages of the optical switch
multiplexer are reduced circuit board area, reduced parts count, and possibly lower power
consumption. Use of the optical switch would not reduce the /O pincount nor the number of fibers
required to service the sensors. The architecture would feature optical switching of a single source or
receiver among an array of fibers. The purpose of the optical switch in this application is to replace
electronic analog multiplexers by performing that function directly on optical signals. Presently,
electronic sensors in an engine control are interfaced to digital control logic through low-level analog
multiplexers. In a fiber-optic sensor system it is desirable to provide a similar function, i.e. switch light
to a single output fiber from any one of N input fibers. Switch specifications are summarized in Table
335-2

TABLE 3.3.5-2 - OPTICAL SWITCH SPECIFICATIONS

Requirement Multi-mode Single mode
Fanout 16:1 4x21 4x21
Loss 1dB 32dB 45dB
Crosstalk -30 dB -50dB -30 dB
Speed <100 u sec 1ms 1- nsec
Wavelength | 750-950 nm Broadband Ao £ 2%
Environment |-55to0 125C TBD TBD
Improvement in loss, speed, w#velength sensitivity
and environmental data are needed

Analog electronic multiplexers typically provide 8:1or 16:1 fanout. A useful optical switch would
address the same number of channels. Other parameters of interest are optical insertion loss, linearity,
crosstalk, switching time, and optical wavelength sensitivity. Typically, 1 dB would be budgeted for the
insertion loss. The optical linearity must be better than 0.1% over the optical power range from 10
picowatts to 100 microwatts. The crosstalk from inputs other than the one selected must be less than 30
dB (optical) to permit accurate analog sensing. A switching time less than 1 microsecond is desirable.
Broadband operation over 750 to 900 nm or 1250 to 1350 nm is also desirable. If the design is sensitive
to wavelength, then a wavelength tolerance must be specified. Both multimode and singlemode
designs are needed.

Three types of optic switch can be considered for this design: optomechanical, electro-optical,
‘and integrated optic. Optomechanical switches are now commercially available. These devices relyon
electromechanical movement of precisely aligned fiber arrays. They are subject to microphonic
pickup and vibration so they are not desirable in an engine mounted EEC. Bulk electro-optical
switches have been proposed and demonstrated. Because these devices require complex alignment to
discrete micro-optic components and high voltage for operation they are generally not desirable in the
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EEC. The integrated optic waveguid: switch is based on optical waveguide modulator technology
being developed by UTRC. It features low voltage operation at extremely high speeds and the
potential for small, lightweight, ruggedized package. '

Numerous configurations of multimode optical switches have been fabricated, tested and
reported in the literature. These switch configurations fall into three categories; moving fiber,
scanning optical beam and multimode integrated optic devices. The moving fiber system employed
electro-magnetic force to move the input fiber between one of two, closely spaced, output fibers. The -
scanning optical beam switches moved a collimated input optical béam between two or more output
fibers placed beyond a lens. The scanning mechanisms, in general, involve ether moving optical
elements, liquid crystal shutter/mirror elements, or electrooptic birefringent shutter elements. The
multimode integrated optic switch directed the optical signal in the input waveguide of a Y branch
structure to one of the two outputs. These devices functioned by modulating an electric field at the
junction of the Y branch which switched the optical signal from one output to the other.

The present multimode optical switch technologies have at least one of two fundamental
problems which preclude their use in high speed multiplexer systems for aerospace applications.
These fundamental limitations are high insertion loss or slow switching speed. Of all the switch
configurations considered in this investigation, the moving fiber switches are the most promising
technology with insertion losses of 0.5 and 0.8 dB as well as switching speeds of 1and 13 msec (refs. 21,
22). The 1 msec device was achieved by magnetically moving a fiber that was coated with a
ferromagnetic film, whereas the slower device moved a ferromagnetic reed with an attached optical
fiber. These switches also had output channel crosstalk isolation levels of less than -Mand-50dB and
no optical wavelength sensitivity. The only other candidate technology is a scanning optical beam
switch that employed a galvanometer movement equipped with a spherical mirror to switch the input
signal to one of five outputs (ref. 23). This system has a typical insertion loss of 1.5dB and a scanning
frequency of 300 Hz. The crosstalk levels ranged from -23 to -38 dB and there was no wavelength
sensitivity stated. The moving fiber switch that manipulated the coated fiber is the best technology of
the multimode switches since it had the best performance and provided high reliability potential due
to the lowest parts count.

All the other multimode switch technologies had lower performance characteristics than the
preceding systems. The mechanical scanning optical beam switches which moved lenses (ref. 24) or
prisms (ref. 25) or mirrors (ref. 26)all had similar insertion losses, 1.5 dB, and switching speeds of 8-10
msec. A liquid crystal optical beam scanning system was reported, having a 15 dB insertion loss and a
4 msec switching speed, furthermore the temperature range of this liquid crystal devices was from 7to
84 deg C (ref. 27). Another reported beam scanning switch employed the electrooptic effect in PLZT
ceramic to rotate the polarization vector of the input beam by 90 degs to produce a shutter mechanism
(ref. 28). This system was reported to have an insertion loss of 1.9 dB, but the 3 dB loss from polarizing
the input beam was neglected. The switching speed was 70 nsec. The multimode integrated optic
switches were not fiber compatible since the waveguides were 1.5 microns deep by 8-40 microns wide,
producing high insertion losses which were not reported (refs. 29-31). The attainable switching speeds
were reported to be 1 GHz when optimized electron designs are used.
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Single mode switching structures are capable of switching optical signals in one microsecond or
less. Bhoth LINDO3 and semiconductor waveguide devices can be used for this purpose. LINbO3 is the
more mnature of the two technologies since it has been studied extensively in recent years for
telecsmmunication switching applications (ref. 32). Several research laboratories have demonstrated
4x4 amd 88 switch arrays in LINbO3 and these structures are currently becoming commercially
availnlble from several vendors.

Regardiess of the specific waveguide technology used to implement the integrated optical switch
arragitihe N-1switch elements are arranged in a K-stage binary tree configuration. To switch from the
inputjport to the desired output port, K switches need to be activated. As a result of reciprocity, this
strwetnire can also function as an 8x1 analog multiplexer by operating it in reverse.

Bogert et. al. (ref. 40) demonstrated a 4x4 crossbar array which consisted of sixteen reversed delta
beta diirectional couplers. The device operated at 1.3 microns and had a pigtailed fiber-to- fiber
insertiion loss of 5.2 dB. The switch elements with 5.5-mm- long electrodes required 8.0 + 1.8 Volts for
the cuoss state and 13.4 + 1.7 Volts for the bar state. The optical crosstalk in the switch array was
<-3541B for all switch elements.

Woges et. al. (ref. 42) demonstrated a 4x4 crossbar array which consisted of sixteen X-switches.
Nowallue for insertion loss was given for the 1.3 micron device. The 1-mm-long electrodes required
+25 Wolts for the bar state and ~35 Volts for the cross state. The optical crosstalk ranged form -25 to
<-35 dB.

Sawaki et. al. (ref. 33) demonstrated a rectangularly configured switch array which consisted of
16 sewersed delta beta directional couplers. The device operated at 1.3 micron and exhibited a
fiber-wo-fiber insertion loss of 4.7 + 03 dB. The switch array had very uniform voltage requirements
with® + 0.5 Volts for the cross state and 20 + 0.5 Volts for the bar state. Optical crosstalk ranged from
-Bw - 30dB.

Milbrodt et. al. (ref. 41) demonstrated a 4x4 switch array which utilized a non-blocking
dushmnyan architecture. Their architecture required 3 banks of four reversed delta beta directional
couplers. The fiber-to-fiber insertion loss in their 1.3 micron device ranged from 2.9 to 4.8 dB. The
8.55-mnm-long electrodes required 4 + 1.5 Volts for the cross state and 11.5 + 1.5 Volts for the bar
stame. ‘Optical crosstalk was extremely low and ranged from -36 to <-44 dB.

Duthie et. al. (ref. 35) demonstrated an 8x8 re-arrangably nonblocking switch array which
‘wailiiamd 28 reversed delta beta directional couplers. The average fiber-to-fiber insertion loss in their
~ arrapwas 55 dB. The 4.25-mm-long electrodes required 25.7 Volts for switching. Optical crosstalk

“weas Bess than -20 dB.

@Granestrand et. al. (ref. 34) demonstrated an 8x8 crossbar array which utilized 64 directional
couglters. The 1.3 micron device had a fiber-to-fiber insertion loss of 5.3-6.8 dB. The 3-mm-long
elecomdes required 18.6 + 3.6 Volts for the bar state and 26.4 + 1.6 Volts for the cross state. Optical

cressttalk is currently <-30 dB.

Nishimoto et. al. (ref. 36) demonstrated a polarization- independent strictly-nonblocking 4x4
swisch array consisting of twelve polarization-independent directional couplers. The device operated
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at 1.3 micron and exhibited a fiber-to-fiber insertion loss of 4.0-6.0.dB independent of input
polarization. Switching voltages for the twelve elements ranged from 21 to 32 Volts. Optical crosstalk
levels ranged from -15.5 to -45.8 Db with an average crosstalk level of -28 dB for the TM mode and
-29.6 dB for the TE mode.

Granestrand et. al. (ref. 37) demonstrated a polarization independent strictly-nonblocking 4x4
switch array which was configured in a tree architecture. The array required 24 switching elements.
The 1.3 micron device had a fiber-to-fiber insertion loss of 8.4 + 1.4 dB for the TE mode and 8.4 + 0.6
dB for the TM mode. The device required 50 Volts for switching between the cross and bar states. '
Optical crosstalk was <-29 dB for all switch elements.

A near-term (within one year) realistic estimate of the performance of Ix8 and 1x16
multiplexers/demultiplexers is presented: :

Optical Insertion Loss: Assuming an electrode length of 10 mm, a Ix8 circuit will be
approximately 4 cm long while a 1x16 circuit will be approximately S cm long. Included in these lengths
are 1 mm for bends into and out of each switch element and an additional 4 mm on one end of the
crystal to separate the waveguides to the typical 250 micron center to center fiber spacing. A
conservative estimate for propagation loss is 0.3 dB/cm at both 0.8 and 1.3 micron so that the 1x8 and
1x16 circuits will have 1.2 and 1.5 dB propagation loss, respectively. '

The total fiber-to-fiber insertion loss in the 1x8 and 1x16 devices should be approximately 4 an
45 dB, respectively. In addition to propagation loss, these values include excess device loss of 0.3 dB
per device rank, Fresnel loss of 0.1 dB per fiber/waveguide interface, fiber coupling loss of 0.3 dB per
interface, and excess pigtailing loss of 0.5 dB per interface. These estimates are slightly conservative
based on current technology; however, they should represent values which can be easily achieved once
the LiNbO3 technology is transferred from the research laboratories to manufacturing divisions.
Champion'devices should exhibit 2.5-3 dB insertion loss.

Optical Linearity: Devices operating at 1.3 micron should exhibit an optical linearity of better
than 0.1% for optical powers ranging from 10 pW to 100 pW. At 0.8 micron, optical damage
(photorefractive effect) will place an upper limit on optical power handling of 10 4W for Ti-diffused
waveguides. For power <10 uW, the linearity should be comparabie to the 1.3 micron devices. The

- power handling capabilities can be increased to 100 4 W at 0.8 micron if proton-exchanged waveguides

are used.

Optical Crosstalk: At least two laboratories have demonstrated polarization- dependent switch
arrays with <-35 dB optical crosstalk. As fabrication processes become better controlled, achieving
crosstalk levels of -35 dB should become routine in 1x8 and 1x16 circuits. Due to tighter fabrication
requitements, polarization- independent circuits will likely exhibit crosstalk levels of -25 dB.

Switching Time: Electrode capacitance is typically 5 pF or less for most device structures. For

50-ohm termination, switching times of 10 nsec are easily achieved.

Drive Voltage: The drive voltage in the polarization-dependent circuits shouldbe <5 Volts at 0.8
micron and <8 Volts at 13 micron for 10-mm-long electrodes. The drive voltages will be
approximately 3 times larger at each wavelength.
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Whavelength Sensitivity: All of the devices described in this work are wavelength sensitive.
Varyiag ithe wavelength changes both the coupling length and the voltage~-induced in the directional
couplev-gype devices. To maintain <-30 dB optical crosstalk, the wavelength must be controlled to
withim +2%.

- X3.6 Reliabilitx- The failure rates of the electro-optic interfaces were calculated based on
the namatber of electronic circuit elements and electro-optic components using MIL-HDBK-217E
proceduzres with the following assumptions:

- Aggenvironment, 65°C ambient temperature
- JAR quality for optoelectronics, MIL-M-38510 Class S for electronics
- 20walit, 50°C stress

- gaae mand transistor counts > 100 per package

- 16-pitn ‘hermetic DIP packages
- AlGeMs Laser Diode, 100% duty factor, fixed 100 mA current source, 50% degradation

‘Thhe failure rates calculated for key electro-optic interface components using these assumptions
are shown in Table 3.3.6-1. Also shown in the table are the calculated failure rates for each of the nine
candidisite sensor interface types. Except for the coherent sensor, all of the candidates have failure
rates witiich fall between 7.2 to 19.2 failures per million hours. The differences in failure rates arise
mainly firom the optical sources or detectors.

Feor all sensors, redundancy would be implemented by duplicating the sensor, optical fiber
intescomnect, and electro-optic interface in each of the two channels of the engine control. In a
multiplexed architecture the size, weight, performance, and component reliability advantages are
puschassed at the price of a single point failure potential which did not exist in the original
non-smultiplexed electrical system. This potential may affect the system redundancy or fault tolerance,
hence tihe number and types of sensors which can in practice be allocated to a multiplexed interface
may soit’be limited by optic technology but rather by system fault tolerance requirements. This aspect
of the poroblem will be considered in Task IT of the proposed program.

BSore experience is needed to determine fault isolation and maintenance strategies for

" fibes-aptic sensors.
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TABLE 3.3.6~1 - ELECTRO-OPTIC INTERFACE RELIABILITY DATA

Pant Failure Rate/105 Hr
Light Emitting Diode (LED) 08
LED driver amplifier 0.6
LD 360.0
PIN photodiode 04
CCD photodiode array 80
Photodiode pre-amplifier 0.2
Analog amplifier 02
Analog multiplexer 02
A./D converter 18
TTL frequency counter : 15
Digital gate array 15
Power supply regulation 06
Single sensor
Candidate failure rate/105 hours
(UTRC estimates per MIL-HDBK-217E)
Analog TDM 72
CW modulation 7.8
Digital TDM 9.6
Self luminous 10.8
Coherent 361.0
Analog WDM 15.6
Digital WDM 15.6
Spectral measurement 15.6
Electronic 192

337  EEC location.- The location of a EEC processor with electro-optic input and output
interfaces effects the the evaluation criteria established for this study as described below.

Types of sensors: EEC location cannot compromise the types of sensors which can be
accommodated in the design, however a remote EEC may restrict the optical sensing mechanisms
employed for each quantity if higher degree of multiplexing is required to support the off-engine
location.

Signal compensation or calibration: EEC location should not effect signal compensation or
calibration methods or whether the sensing mechanism is digital or analog.

Number of channels: Location of the EEC does not effect how many sensors can share a single
optical source or receiver. Remote location may be more feasible if many sensors share common
sources and receivers. '

Number of distinct sources and detectors: Location of the EEC does not directly effect the
number of optical sources and detectors required to service all of the sensors. However, a remote EEC
would place more emphasis on minimizing the /O fiber count and thereby may influence the number
of sources and detectors. '
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Figure 3.3.5-1. — The multiple source, multiple detector (MSMD) topology:
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Number of fibers and 1/0 pincount: A remotely located EEC would naturally tend to favor
architecture having the minimum number of paraliel optical fibers and /O connections to service all
of the sensors. Note that this is primarily a size and maintainability issue, system weight is not
significantly increased by adding more fibers to the cable. Note that it is desirable to minimize the /'O
pincount for any location of the EEC. '

Optical power margir: A remote EEC impacts the optical power margin by inserting additional
optical connectors between the EEC sensor interface transmitters and receivers. This impact is
estimated to be an additional two connectors in each direction or about 4 dB in additional loss. The
power margin is also effected if a higher degree of multiplexing is required to support an off-engine
EEC. :

_ Signal processing time: Location of the EEC does not impact the signal processing time for the
electronic interface to compute the sensor value or the bandwidth of the analog portion of the receiver.

Complexity: The location of the EEC effects the number of circuit elements in the electronic
interface only if higher degree of multiplexing is required to support an off-engine EEC.

Electrical power consumption: Additional electrical power may be required for the interface
circuitry if additional multiplexing is needed for an off-engine location.

1/O circuit area: The location of the EEC should not effect the circuit board area required for the
electro-optic interface. :

Weight: Application of fiber-optic data links and fiber-optic sensors reduces the harness weight
thereby changing the tradeoff between harness weight and EEC location. The total length of cable in
the sensor system is estimated to be 400 feet per channel. The weight of the optical fiber cable is 0.0045
Ib/ft compared to 0.0372 1b/ft for wire. If the wire is replaced with optical fiber cable then the weight of
the optical harness would be less than 21b. Assuming that an additional 41b of electronics plus 4.5 b of
composite connectors would be required to support the optical interface to the sensors, the total
weight of an optical control harness would be 10.5Ib. Assuming a worst case of 88 fibers in the harness
the additional weight required to extend the harness 10 feet from the engine is only 4 Ib. This requires,
of course, that ALL sensing and actuation functions on the engine can be accomplished with optical
signals alone. The conclusion rcached through this comparison is that harness weight is not a
significant factor in design of the all-optic control system. Therefore, location of the EEC in the
electro-optic architecture does not significantly impact the weight of the system.

Reliability: The location of the EEC effects its reliability mainly by the environment. Previous
studies concluded that the thermal and vibration environment for optimum airframe and engine
mounting locations are essentially the same. In both cases the EEC electronics must be rated for
operation over the -55 C to 125 C temperature range and high vibration levels. On the engine itself, a
relatively cool location away from the core is preferred. Note the the MTBF the commercial
engine-mounted EEC in service now exceeds 20,000 hr. Therefore, the reliability factor favors a EEC
location in the cooler, lower vibration locations in the airframe or on the engine but does not effect the
choice of engine versus off-engine location.
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Redundancy: Since the EEC location does not strongly influence EEC reliability, redundancy
requirements would not be effected.

EMI immunity: By design, the electro-optic architecture will use no metal wires for signal
transmission so the EMI susceptibility of the system will be unaffected by the harness length or routing
to different EEC locations.

Maintainability: EEC location effects maintainability through accessibility. Fault detection, and
isolation, and electronic components replacement may be easier in an airframe location.

Availability or development schedule: Since an all-optic architecture is assumed wherever the
EEC is located, the development issues are not effected by location.

The choice of location for the EEC is influenced primarily by maintainability, complexity (in the
form of multiplexing), and optical power budget. In general this means a location away from hot spots
and extreme vibration levels. In the airframe this implies locating the EEC in a central bay. On the
engine the EEC must be located forward outside the fan. Improved maintainability favors the central
location with other aircraft electronics. Reduced system complexity and maximum optical power
budget favor the location on the engine. Other factors (sensor types, sensing mechanisms, fibers,
sources, detectors, processing power consumption, size, weight, reliability, redundancy, EMI
immunity, and development schedule) are not strongly effected by the location of the EEC.

In conclusion, the electro-optic architecture will support either the engine or airframe locations
but the use of this architecture does not influence this selection. None of the evaluation factors are
effected by where the sensors are distributed around the engine. This is because the fiber-optic cable
weight is insignificant. EEC location (within the confines of the aircraft) can be determined without
consideration of the sensor locations.

3.4 Summary of Electro-Optic Architectures

The 14 figures of merit for the nine candidate interface types are summarized in Table 3.4-1. In
most areas little or no significant difference can be discerned between the candidate sensing methods.
The areas in which there is some discrimination are the types of sensors which can be accommodated,
the effectiveness of drift compensation, the numbers of sources and detectors required, the optical
power margin, the number of multiplex channels, and reliability.

All of the candidate interface designs are capable of computing multiple sensor values within the
- § millisecond control loop. The fiber-optic receiver bandwidths can all be matched to the data
acquisition rate. Signal processing time is not a significant discriminator between interface designs.

All of the candidate systems are presently in prototype stage, except for the coherent system
which is still in laboratory development and lags the multimode, incoherent designs by an estimated
five years. None of the fiber-optic sensor designs have been proven in the aircraft engine environment.

While the simplicity of the transducer design and the interface electronics recommend the analog
designs over the digital approaches, the limited accuracy of analog compensation schemes in the
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engine environment may dictate use of the more complex digital methods to insure sensor accuracy.
This selection depends on real performance data in the target environment. Of particular concern are
the effects of spectral drift in analog wavelength domain intensity referencing and drift of delay coil
loss in analog time domain intensity referencing. Therefore, both analog and digital optical sensor
types should be evaluated in system demonstration. The architecture for the demonstration/evalua-
tion should accommodate both types for the appropriate groups of sensors.

The wavelength multiplex methods in general require a larger number of sources and detectors
than the time domain techniques. However, the use of more efficient packaging such as LED or
photodetector arrays may reduce the size of multiple receivers or transmitters. ‘

The optical power margin in passive multimode optical fiber sensor links ranges from 13dB to 22
dB. However there is a large uncertainty in these estimates due to unknown performance of
fiber-optic sensors in the engine environment. The number of multiplex channels on a common
shared interface, as determined by this optical power margin, ranges between four and eight.

Estimates of failure rates range from 7.2 to 15.6 failures per million hours, with the exception of
coherent systems and remote electroaics. Note the laser source alone has a failure rate two orders of
magnitude higher (360 failures per million hours). There is a small reliability penalty in wavelength
multiplex systems due to the larger numbers of sources and detectors, however the magnitude of this
difference may not be significant.

In conclusion, the analysis shows no strong discriminator (except reliability of laser diodes and
remote electronics) on which to base a selection of preferred common interface type. Therefore a
hardware test program is recommended to assess the relative maturity of the technologies and to
determine real performance in the engine environment.
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4.0 OPTICAL ACTUATION

Optical actuation of fluidic devices has been proposed as an alterriative to electrical controls.

- Optical power sources, glass fiber transmission lines, and optical connector technology are all well

developed and available for this application. The essential element of a complete optically controlled

actuator which still requires development is the opto-fluidic interface where optical intensity is
converted to fluidic pressure.

A number of attempts to build opto-fluidic or opto-mechanic interfaces have been made. In
1885, Alexander Graham Bell used the opto-acoustic effect to produce sound in a gas with a chopped
beam of sunlight (ref. 43). For most of the century following Bell’s experiment, the opto-acoustic effect
was used only to study the absorption of light by materials. In 1976, an optoacoustic telephone was
demonstrated at Bell Telephone Laboratories (ref. 44). In 1980, an optically controlled fluidic actuator
was built. This device used the opto-acoustic effect to generate a pressure signal in the control port of
a fluidic laminar proportional amplifier (ref. 45). Optical actuation of electro- mechanical devices via
photoelectric cells has also been demonstrated (refs. 46-48).

The optical hydraulic servovalve (OSV) proposed for the EOA is made up of a hydromechanical
subsystem and an opto-fluidic subsystem as shown in figure 40-1. The OSV employs an optical
command signal to generate a fluidic pressure signal that is used to control a hydraulic servovalve. The
optical command signal, generated via solid-state laser, is conveyed to the opto-hydraulic interface
(OHI) through fiber optics. The OHI is a modified fluidic laminar proportional amplifier (LPA) which
transforms the optical signal into a differential pressure signal. The OHI is followed by hydraulic
amplification with a fluidic gain block assembled from laminar proportional amplifiers. The OHI and
LPAs are fluidic devices that function in the same manner except that the OHI is modified to
accommodate the optical input signal.

The Opto-Hydraulic Interface (OHI) illustrated in figures 4.0-1 and 4.0-2 converts an optical
signal into a hydraulic pressure via thermal manipulation of boundary layer flow in a fluidic device
(refs. 49-51). Pressurized fluid is accelerated through a nozzle forming a fluid jet (represented by three
arrows) which creates a pressure at the outputs via jet stagnation. The signal conversion is performed
by optically heating one side of the nozzle back plane causinga localized reduction in the hydraulic oil
viscosity, deflecting the jet off center and producing a differential pressure between the output ports.

-qp-q;—-p-q——l-—,-—_-—-e—-q-—lnﬂl

The OHI driver module consists of a commercial pulse width modulator circuit and a current
amplifier for the laser diodes. The pulse width modulator circuit accepts a digital signal input and
produces an output pulse train with duty cycle proportional to the input level. The laser diode delivers
50 mW continuous output power from a step index 100/140 fiber optic pigtail. The OHl/hydraulic
amplifier was connected to the laser diode with a 100/140 step index optical fiber to provide the optical
command signal to the OHI. The connection with the OHI is made with 2 0.48 pitch graded index rod
lens. The graded index rod lens serves as the window and focusing element. The focused optical
energy has a 35 micron diameter spot. The rod lens is potted into the fluidic top cover plate whereas
the fiber-optic termination is bolted to this cover plate. The OHI top cover plate is the physical
boundary between the optical and fluidic portions of the assembly. The top cover plate provided a
smooth and flat surface for sealing to the fluidic laminates while housing the optical components.
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In the opto-fluidic interface light is focused onto the flow boundary layer of the power jet in a
laminar proportional amplifier. This interface has produced a larger fluidic response than previous
opto-acoustic interfaces and can be operated from dc to 100 Hz without appreciable signal loss. This
optical actuator system successfully demonstrated that the OFI can be combined with fluidic

amplifiers to build an actuator system.
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5.0 SYSTEM DEVELOPMENT RECOMMENDATIONS

Analysis of the candidate electro-optic interfaces concluded that a flight demonstration/valida-
tion is needed to determine preferred optical modulation methods for an optimal electro-optic
architecture. Such a program would provide more realistic on-engine performance data and may
reveal discriminators to guide the selection of a preferred architecture. This section describes a
configuration of the electro-optic sensor interfaces that is suited to a flight test program. The purpose
of the program is to design, fabricate, and test an electro-optic architecture (EOA) and integrated it
with a set of representative sensors for the propulsion control system in a military aircraft. The
recommended architecture is an on-engine EEC which contains electro-optic interface circuits for
fiber-optic sensors on the engine. These circuits would feature passive optical multiplex of groups of
sensors through a.common electro-optic interface.

An attractive configuration for the flight testis a generic, modular testbed which will provide for
evaluation of a number of different electro-optic interface technologies and is suitable for installation
on the aircraft test platforms. A block diagram of such a system is shown in figure 5.0-1. The testbed
would consist of an engine mountable electronic enclosure containing microprocessor, power supply,
fiber-optic data bus interface, and electro-optical interface boards. The microprocessor would be
programmed to acquire and analyze sensor data. The fiber-optic data bus would provide a link to the
integrated flight/propulsion control system. An illustration of the engine mountable unit is shown in
figure 5.0-2.

A single electro-optic board would acquire all of the sensor values in one of the groups in Table
2.4-1. Boards would be procured for each of the seven sensor groups: Self luminous interface, High
temperature interface, Low temperature interface, Speed and flow interface, Vibration interface,
Pressure interface, and Position interfaces. These circuit boards would all be fabricated to common
electrical, mechanical, and optical interface specifications to allow interchangeability. Figure 5.0-3

illustrates a generic specification for an electro-optic circuit board.

Following are relevant documents, typical design requirements, typical environmental data, and
typical reliability goals for the demonstration optical sensor and opto-electrical interface electronics.
These requirements are supplied as a general guide only. Itis suggested that the suppliers of sensors

" and electro-optic interface boards be familiar with the following government and industry documents

as they pertain to aircraft engine control hardware:

U.S. GOVERNMENT DOCUMENTS:

MIL-E-5007D Engine, Aircraft, Turbojet and Turbofan, General Specifications for
MIL-B-5087B Bonding, Electrical, and Lightning Protection for '
With Amend 1 Aerospace Systems
MIL-L-7808 Lubricating Oil, Aircraft Turbine engine, Synthetic
MIL-L-236998-2 Lubricating Oil, Aircraft Turbine Engine, Synthetic
MIL-C-38999H Electrical Connectors For Severe Environment
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MIL-T-29504/4 Termini, Fiber Optic, Pin Terminus (Preliminary)

MIL-T-5624L Turbine fuel, aviation: Grades JP-4 and JP-5

MIL-STD-461B Electromagnetic Interference Characteristics, Requirements for
Equipment

MIL-STD-462 Electromagnetic Interference Characteristics,
With Notice 1 Measurements of

MIL-STD-704B Electrical Power, Aircraft, Characteristics and Utilization of

MIL-STD-785A Reliability Program for Systems and Equipment, Development and
Production

MIL-STD-810C Environmental Test Methods

MIL-HDBK-235-1  Electromagnetic (Radiated) Environment considerations for Design and
Procurement of Electrical and Electronic Equipment - Part 1

INDUSTRY DOCUMENTS:
D6-16050-2 Electromagnetic Interference (The Boeing Company) .
D6-44588N Electrical Requirements for Utilization Equipment Installed on
Commercial Transport Airplanes (The Boeing Company) '
WZZ7000 (Douglas Aircraft)

RTCA DO160B Environmental Condition and Test Procedures for Airborne Electronic/
Electrical Equipment and Instruments (Radio Technical Commission for
Aeronautics)

The general design objectives for the demonstration hardware are low weight, high reliability,
simple design, low cost, and minimum size. The hardware will be required to meet specific
requirements for sensor performance, as well as optical, electronic, and mechanical interfacing within
the engine control system. The sensors and electro-optic circuit boards should be designed in
accordance with the general requirements of MIL-E-5007.

Each sensor should provide a digital representation of the measured parameter. The digital data
output refresh rate should be faster than or equal to values in Table 2.1-1. The response time of the
sensors should be minimized, goals eing less than 1/3 that shown in Table 2.1-1. The interface board
electrical connector and voltages available at the connector will be specified. The interface board

" electrical power requirement should be specified by the sensor vendor.

The electro-optic interface board will be mounted in, and interfaced to, an engine mountable
enclosure. The electro-optical interface board should not exceed specified dimensions. The board
should mount via a flange around its edges using screws of size, number, and location, as specified.
The weight of each proposed sensor design should be minimized. The electro-optic interface board
weight should not exceed 1.0 Ibs. The board should be designed for engine mounting on vibration
isolators. The unit would be air cooled by natural convection.
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Ambient light effects due to pick-up in fibers and connectors must be negligible.

The sensors should be électromagnetically in compliance with MIL-B-5087B, MIL-STD-461B,

- MIL-STD-462 and MIL-HDBK-235-1. The vendor would be responsible for determining the

interface board EMI criteria to insure sensor interface board and EEC compatibility. The optical
sensor system should also comply with the requirements of specifications WZZ7000, D6-16050-2, and
D6-44588N.

The demonstration sensors should be capable of operating throughout the ambient temperature
range of -55 degrees C to 180 degrees C. Suppliers should indicate the maximum temperature
capability of proposed sensor and the source of this limit. The flight ambient temperature for most
sensors is expected to be 55 to 260 degrees C, with fifteen minute excursions to 290 degrees C. The
sensor interface electronics must be designed to operate through the range of EEC temperatures: from
-55 degrees C to 125 degrees C. It must operate in this range for ambient pressures between 2 and 20
PSIA.

The sensors should be compatible with the following fluids: Fuels - MIL-T-5624L, grades JP4
and JP5; Oils - MIL-1-236998-2, Chlorotrifluoroethylene (CTFE).

Tests should be performed on each sensor system to enstre compliance with the performance
specification. Suppliers should recommend specific procedures or analysis for design verification,
environment compatibility, reliability, and endurance tests. Environmental stress screening should
include: electromagnetic compatibility and lightning protection test; thermal cycling; vibration test;
operational shocks test; crash safety shocks test; explosion proof test; humidity test; and fungus test
per MIL-STD-454.

After completion of the certification tests the units should be completely disassembled to the
subassembly level for examination of all parts. Measurements should be taken as necessary to disclose

_ excessively worn, distorted or weakened parts. These measurements should be compared with the

applicable drawings, dimensions and tolerances or with similar measurements made prior to the tests.
After completion of the tests a final report should be provided.

The fully developed flight reliability of the sensor should be a Mean Time Between Failure
(MTBF) of 30,000 hours at a maturity of 20,000 flight hours, and 90,000 hours at a maturity of one
million flight hours. MTBEF is defined as flight hours divided by the total number of sensor failures.
The service life of the sensor should be 10,000 hours, indicating approximately 8,000 flight hours.
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Figure 5.0-1. — A configuration for the FOCS! Il testbed would consist of an engine-
mountable enciosure containing a power supply (PS), microprocessor
(uP), fiber-optic data bus, and electro-optic interface boards.
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6.0 CRITICAL COMPONENT DEVELOPMENT NEEDS

Accelerated development of electro-optic components is required to meet the size and
environmental requirements for the electro-optic architecture in propulsion control systems. Five
areas of technology must be addressed: optical sources, optoelectronic device integration and
packaging, optical switches, fiber-optic component reliability, and interface standards.

The FOCSI program concluded that optical cable, connectors, and fiber-optic sensors are now
available for EOA development. The FOCSI cable and connector hardware were presented in Section
3.2, figure 3.2-1. Evaluation of this hardware in long term exposure to the engine environment is still
required.

In the area of optical sources, development should address mcreased optical power for all
applications, broader spectra for WDM systems, and lasers for operation at 125 C. :

In the area of optoelectronic device integration and packaging, the outstanding need for further
EOA development is for pigtailed functional modules for key EOA interface functions. As stated in
Section 3.3.3 on the subject of size, maximum utilization of hybrid optoelectronic packaging and
monolithic integrated electronic circuit arrays will be required to produce electro-optic inierfaces that
fit within the confines of the EEC enclosure. These components will be in the form of
multi-application, general purpose pigtailed functional modules (PFM) to ease electrical and
mechanical design.

Three module designs are proposed: a broadband optical source module, a WDM receiver
module, and a dual LED TDM pulse transmitter. These modules will perform the fiber-optic sensor
excitation and detection functions in the EOA. These functions will allow optical multiplex tointerface
multiple optic sensors to the EEC processor. The broadband optical source module includes an LED
array, current source drive, and optical feedback circuits. This component will provide the 2 uW/nm
optical power density over the 200 nm wavelength range required for the WDM EOA discussed in
Section 3.2. The WDM receiver module consists of a PIN photodiode array, analog multiplexer, and
A/D converter. The WDM receiver will detect the optical signals in the ten spectral bands for the

 WDM EOAs discussed in Section 3.2. The TDM transmitter module consists of two LEDs with high

speed pulse circuits. This component will produce the narrow, high intensity pulses required for the
TDM EOA presented in Section 3.2.

Optical switches for the EOA were described in Section 3.3.5. Presently available optical switch
technology does not satisfy system requirements. Improvements in loss, speed, wavelength sensitivity,
and environmental capabilities are needed.

As stated in Sections 3.3.4 and 3.3.6 (on optical power budgets and reliability respectively), the

. performance of optical components (e.g. optical power levels, spectral properties, noise levels, optical

loss, and failure rates) must be maintained over the environment. In particular, the performance
models used for the electro-optic architecture require that over the lifetime (typically on the order of
10,000 hours) and the environment the following conditions must be maintained:
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Optical source power must not drift more three decibels.

Optical spectra must not drift more than 50 nm.

Receiver noise levels must not drift more than one decibel.
Optical link loss must not drift by more than three decibels.
Failure rate of an interface circuit must be less than 4x10~5/hour.

For each of the electro-optic designs an optical interface specification must be provided to
insure compatibility in fiber sizes, connectors, optical power levels, and optical spectral
characteristics. Each specification must indicate the sensors to which that interface is applicable,
properties of the optical source (optical power, spectral components), properties of the receiver
(sensitivity, bandwidth, timing, spectral filtering), and properties of the sensor (loss, delays).

Standard interfaces will be required also for economical design of future aircraft systems
employing optical sensors. These standards would allow a modular system architecture providing
greater flexibility in design, upgrades, and maintenance. The basic interface specifications would
include waveguide parameters (such as core size and numerical aperture), wavelengths, optical power
levels, and component losses. If a common TDM interface is to be used for a variety of sensors, thena
common time delay standard and pulse waveform must be set. If WDM is to be used with a variety of
sensors, then realistic standard wavelength bands need to be specified. In either case the fundamental
link characteristics: core diameter, numerical aperture, and loss must be specified. The five
multimode, passive fiber-optic sensor types can be covered by four general specifications: Optical
interconnect, Spectral properties, Time domain properties, and Sensor insertion loss.

It must be noted here that it is presently very difficult to impose common standards on producers
of fiber-optic sensors. This is true for two reasons: (1) Many sensor designs have been optimized for a
specific fiber type (e.g. 50/85, 50/125, or 200/230 in particular cases) so producers may claim their
design cannot be made compatible with common interface using a standard fiber size (¢.g. 100/140);
and (2) some producers do not wish to sell fiber-optic sensors separately from their electro-optic
circuits because proprietary signal processing or electro-optic components are used or sale of the
complete system is more profitable.

Standards for optical fiber sensors have been discussed in industry committees. A white paper
outlining areas requiring standardization in TDM and WDM sensor interfaces was presented to a
meeting of interested industry specialists. Comments were received and the drafts were revised
accordingly. The revised drafts will be presented to the SAE AS3 Fiber-Optics committee sensor task

_group. A desire for a rational selection of a standard fiber for aircraft was expressed by most, though
there were some feelings that it is too early to standardize the fiber size. Instead, fiber types may be
specific to the application. Also, standard optical measurement techniques are needed: e.g. optical
power and loss in short links and optical signal to noise ratios.

The commercial aircraft and engine companies are presently seeking standards for a fiber-optic
interface between the engine control and the airframe. For example, environmental requirements,
fiber sizes, and connector types to implement optic data bus and throttle position sensing are needed.
Also needed are recommended practices for testing and installation.
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APPENDIX A. .
VENDOR INFORMATION REQUEST .

This attachment describes technical data requested by the United Technologies Research Center
(UTRC) for NASA Contract NAS3-25343 to design an optimal architecture for electro-optical
sensing and control in advanced aircraft and space systems. The propulsion system Full Authority
Digital Electronic Control (FADEC) will be the focus for the study. Consideration of this system
provides a concrete example for evaluation of a variety of sensors and multiplexing techniques. Unlike
carlier studies, the emphasis of this program will be on the FADEC interface design rather than onthe
transducer technology itself.

The program will evaluate a variety of electro-optic architectures and complete a conceptual
design of an all-optic aircraft propulsion control system by: (1) establishing criteria for the
comparative evaluation of various optic architectures; (2) identifying and characterizing candidate
optic systems in a trade study matrix format; then (3) performing a evaluation of the impact of the
selected system on the control. ‘

Designs for candidate fiber optic systems for measurement of the parameters listed in the
attached Table A.1 are required for item (2) above. The accuracy and operating environment for the
sensois are as shown in the table. The sensor interface electronics, including the optical sources,
detectors, and filters must operate on a heat sink temperature ranging from -54 to 125 C. The designs
should reflect the state-of-the art forecast for the late 1990’s.

In addition to a system block diagram and general description, the design reports should include
the following 17 items:

1. Types of sensors: Which of the sensors listed in Table A.1 can be accommodated in
the design? Which cannot? What optical sensing mechanism is employed for each
quantity?

2. Signal compensation or calibration: 1s the sensing mechanism digital or analog? If
analog, then what compensation or referencing method is employed?

3. Number of channels: How many sensors can share a single optical source or
receiver?

4. Number of distinct sources: How many optical sources, light emitting diodes or laser
diodes, are required to service all of the sensors shown in Table A.1?

S. Number of detectors: How many optical detectors are required to service all of the
sensors shown in Table A.1?

6. Number of fibers: How many parallel optical fibers are required to service all of the
sensors shown in Table A.1?



10.

11

1/0 pincount: How many optical connector contacts are required to connect the FA-
DEC to the optic sensors?

Optical power margin: What is the optical power level of each source in the design?
What is the receiver noise level? What are the sensor and link losses?

Signal processing time: How much time is required for the electronic interface to
compute the sensor value? Wha is the bandwidth of the analog portion of the re-
ceiver?

Complexity: How many circuit elements (transistors, amplifiers, logic clements) are
in the electronic interface?

Electrical power consumption: How many watts of electrical power are required for
the interface circuitry?

12. 1/O circuit area: Estimate the circuit board area required for the electro-optic inter-

14.

15.

16.

face. Specify where electro-optic hybrids or custom monolithic integrated circuits
could be used to minimize the size of the interface.

. Weight: Estimate the weight of the electro-optic interface and the fiber optic cable

in the system.

Reliability: Estimate the mean time to failure of the electro-optic interface based on
the number of electronic circuit elements and electro-optic components. :

Redundancy: How would redundancy be implemented for the sensor network?

Maintainability. When the system fails, how are faults isolated? What components
would be repaired or replaced?

17. Availability or development schedule: Are all of the components in the system avail-

able today in flight quality? What components are lacking? What new develop-
ments are needed for this design?

A-2
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TABLE A.1 - FADEC SENSOR SET WITH UNIFORM

TEMPERATURE SPECIFICATIONS

Update
Measurement

Linear position Sms
Linear position 10 ms
Linear position 5ms
Linear position 10 ms
Linear position Sms
Linear position 10 ms
Rotary position 10 ms
Gas temperature  120ms
Gas temperature 20 ms
Fuel temperature 120 ms
Turbine blade

temperature 20 ms
Light off detector 20 ms
Fuel flow 10 ms
Fuel flow 40 ms
Gas pressure 10 ms
Gas pressure 120 ms
Gas pressure 10 ms
Hydraulic pressure 40 ms
Fuel pressure 120 ms
Rotary speed 10 ms
Rotary speed 10 ms
Vibration 120 ms
Fluid Level’ 120 ms

Time Accuracy

+ 036 cm

4+ 026 cm
4+ 0.18cm
£ 009cm
£ 005cm
+ 005cm
4 02 deg

+2C
+11C
+£3C

2 10C

5%

& 100 kg/hr 200 tc 5000 kg/hr.
4 100 kg/hr 5000 to 16000 kg/hr.
(1 inch diameter)

+ 40kPa
+ 10KkPa
£ 40 kPa
4 40 kPa
4 40 kPa

&+ 7mpm
£ 7rpm

+25g

1+2%

A-3

Range

0to 36 cm
040 26 cm
0to 18cm
0to9cm
0Oto5cm
0toS5cm
0 to 130 deg

=54 t0 260 C
0to 1500 C
-54t0 180 C

500 to 1500 C

< 290 nm

(optical wavelength)

7 to 830 kPa
7 to 280 kPa

35 to 5000 kPa
500 to 8000 kPa

0 to 690 kPa

650 to 16000 rpm
1600 to 19000 rpm

0to50g

(10 Hz to 1 kHz2)

Ambient

-54 10 200 C
-54 t0 200 C
-54 t0 200 C
-54t0 200 C
-54 t0 200 C
-54 10200 C
-5410200 C

~54 10200 C
0t0350C
5410 200C

-541t0350C

-5410350 C

-54t0200 C
-54t0 200 C

-54 10350 C
-54 10 200 C
-5410350C
-54 t0 200 C
-54 10200 C

-54 10 200 C
-54 10 200 C

5410350 C

-541t0200 C
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SECTION 1

INTRODUCTION

Use of fly-by-wire systems in aircraft to monitor and control the propulsion and flight, has
been recognized to limit the performance, maneuverability and safety of the aircraft in a

_ flight critical application. Lighting, EMI and EMP (electromagnetic effects) affect the

electrical signals in the sensor, electronic control units (ECU) and/or the signal
transmission on the electrical wiring between the sensor and the ECU. Interference
induced in the signals by the electromagnetic effects can lead to inappropriate control
system response or catastrophic failure of the control system. The EMI and EMP problems
are exacerbated in aircraft whose structures are fabricated with advanced composite
materials that have poor electrical insulation properties. Such systems may be shielded
from lighting, EMI and EMP by using metallic enclosures and braided wire mesh to
enclose them in an electromagnetically sealed envelope. However, electromagnetic
shielding of wiring, sensors and ECU adds weight and bulk to the control system and
therefore does not offer any advantage.

In an effort to improve this situation, NASA Lewis Research Center has planned a study to
implement fiber-optics in advanced aircrafts that provides advantages not realized in a
conventional system architecture. This technology will allow complete replacement of the
fly-by-wire system by a fly-by-light one. Introduction of fiber-optic data links and
multiplexed optic-sensor arrays will provide reduction in harness and system weight, system
size and added advantage of high temperature capability, wide bandwidth, immunity to
EM]I, EMP and RF1.

Teledyne Ryan Electronics (TRE), under subcontract to United Technologies have studied
Time Division Multiplexing (TDM) techniques as applied to the fiber-optic sensors and
electro-optic (EO) system architecture. A description of the optimum EO architecture to
multiplex 43 sensors is provided based on the most promising TDM scheme of the three
TDM schemes studied. In Section 2, the standard (EO) sensor system architecture is
described using six separate system interfaces. In Section 3, six common optical sensing
concepts are identified and described to group 43 sensors. Section 4 provides the
description of primarily two of the six interfaces required followed by a description of the

1-1
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three TDM schemes in Section 5. In Section 6, a brief description of the seventeen items
per UTRC request is provided along with references in Section 7.
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SECTION 2

ELECTRO-OPTIC SENSOR SYSTEM ARCHITECTURE OVERVIEW

Figure 2-1 shows a block diagram of the sensor system electro-optical architecture that may

be used to service all 43 sensors listed in Table 2-1 using time division multiplexing (TDM).
The architecture contains the circuitry necessary to interrogate each sensor process and

translate the data as required, store the data, send the data to the host system and control

the operation of the entire interface.

The group of 43 sensors are separated into six sub-groups according the type of processing
required for that sensing concept. Each of the six sub-groups has separate transmitters,
receivers and a data preprocessing section to perform data conversion and/or averaging so
that the data presented to the controller is in a common parallel, digital format. Due to the
speed of the interrogation cycle for some of the sensor types it is advantageous to
incorporate some discrete data preprocessing in separate circuitry in each of the six
interface subsections. The preprocessing includes averaging of the data over several
samples or some specific time duration in the case of the frequency measurement and
conversion of the data from one format to another. The sensor measurement concepts,
interface configurations and operation of each of the six types of interface sections are
described in a later section of this report.

As mentioned above, six interface sections are required to address the six subgroups of
sensors. For the digital sensors such as the linear, rotary and fluid level (incorporates a
position sensor with bellows) one common interface is allocated to multiplex 21 of these
sensors. All of these sensors utilize a digital code scale and fiber optic delay lines to create
a serial digital code that represents the position of the code scale. This concept has been
demonstrated on the Advanced Digital Optical Control System (ADOCS) program that
TRE bas been involved in for the past six years. Thirty sensors using this concept have
been flight tested in a helicopter flight control system with a total flight time of over 500
hours. '

Pressure and fluid flow sensors that employ the microbend measurement concept are
combined on a second analog interface section. The microbend measurement concept has
been used widely and prototypes of pressure, vibration and other sensors have been tested
and demonstrated for high temperature applications.
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Table 2-1. FADEC Sensor Set with Uniform Temperature Specifications

Number of

Sensors

ww LI T S

Pt s s

[l ol

Measurement

position
pcsition
position
position
position
position
position

Linear
Linear
Linear
Linear
Linear
Linear
Rotary

Gas temperature
Gas temperature
Fuel temperature
Turbine blade
temperature

Light off detector

Fuel flowv
Fuel flow

Gas pressure

Gas pressure

Gas pressure
Bydraulic pressure
Fuel pressure

Rotary speed
Rotary speed

Vibration

Fluid level

Update
Time

5
10

10

10
10

120

120

20

20

10
40

10
120
10
40
120

10
10

120

120

ms
ms
ms
ms
ms
ms
ms

ms
ms
ms

ms

ms,+/-100 kg/hr,200 to 6000 kg/hr,
ms, +/ 100kg/hr,5000 to 16000 kg/hr,

B BB 8GO

ms

Accuracy, Ra
+«/-0.36 ecm 0 to
+/-0.26 ecm 0 to
+/- 0.18 em O to
+/- 0.09 em O to
+/-0.05cm O to
+/- 0.05em O to
+/- 0.2 deg O to
+/-2C -54 to
+/-11 C 0 to
+/-3¢C =54 to
+/-10 C 500 to
+/=-5 % < 29

+/=40 kPa
+/=40 kPa
+/=40 kPa

+/- 7 rpa
+/- 7 rpm

+/- 2-52

+/-2%

(1 inch d

7 to
7 to
35 to
S00 to
0 to

650 to 16000 rpm
1600 to 19000 rpm

0 to
(10 Hz ¢t

0 to

nge

36 cm
26 cm
18 em
9 em
S em
5cem
130 deg

260 C
1500 C
180 C
1500 C

0 nm

(optical vavelength)

iameter)

830 kPa
280 kPa
5000 kPa
8000 kPa
690 kPa

50 g
o'l kHz)

15 em

Apbient

=54
=54

54
=54

to
to
to
to
to
to
to

to
to
to
to
to

to
to

to
to
to
to
to

to
to

to

to

200
200

200
200
200
200

200
350
200
350
350

200
200

350
200
350
200
200

200
200

350

200
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OO

(] a0 (s NeNeNeNel



The temperature sensors that use the absorption concept may be designed in to a very
similar optical configuration compared to the microbend sensors. The return signals and
the processing required is sufficiently similar that these may be multiplexed into the same
interface section. These sensors are designed using the concept of light absorption in
material which has a well defined temperature dependence. The light ainplitude returned
to the interface is measured and converted to a digital word that represents the
temperature.

The turbine blade temperature sensor, which is based on a noncontact measurement
technique, is used for the turbine blade section. This sensor monitors the blackbody
radiation from the turbine blades at two closely spaced wavelengths and from the ratio of
the amplitudes at these two wavelengths the temperature is determined. Since the
radiation being monitored is continuous and the processing required is unique, this sensor
cannot be multiplexed with others. Therefore, a separate interface is required for this
sensor.

The light off detector uses a measurement technique that monitors a continuous source of
radiation to determine when it has exceeded a predetermined level. Periodically a
reference signal is sent to the sensor and & portion of this signal is reflected back to the
interface. This reflected return signal is used to calibrate the sensor. The interface
measures the target radiation level and compares it to the return reference level. Since the
radiation source being monitored for this sensor is also continuous and the processing
unique, it also cannot be multiplexed with other sensors.

The vibration sensor is also a continuous measurement system. The sensor is a microbend
accelerometer in which one of the microbend gratings is fixed and the other acts as an
inertial mass which moves with applied acceleration. The light transmission through the
fiber is modulated at the rate of the applied acceleration. The processing of the output
data depends on the type of information required at the output of the sensor interface. If

~ the rms value of the acceleration over the frequency range of interest is required then the

processing is relatively simple. If a data set is required which gives the acceleration
amplitude as a function of frequency, then an FFT processor is used in the interface design.

This should be feasible within the bounds of a single circuit card of moderate size.

The rotary speed sensors use an optical reflective light chopper to monitor the speed of
rotating shafts. The processing required for these two sensors is to count the pulse

24



frequencies over the data updat: time interval. Further study is required to determine if
they can be time multiplexed into 2 single receiver and frequency counter.

Figure 2-2 shows a timing diagram of the sensor interrogation sequence. The group of 43
sensors is divided into six subgroups according to the data update time required for each
sensor. The sensor interrogation process is divided into frames of 120 ms each. Each
frame is divided into 12 subframes of 5 ms each. During each subframe the sensor group
with the update period requirement less than or equal to the update period for that sensor
group is interrogated.

The interrogation of the digital and analog sensor types shown in Figure 2-1 is performed
sequentially with relatively short sample times. The interrogation of the temperature and
frequency measurement types may use sample times that are longer than the S ms. This
means that the sampling of these sensors may be done concurrently with the samplmg of
other sensors in other groups. For the most efficient use of the circuitry the sensors
within each of the sensor groups should be completely multiplexed or sequennally
sampled using as much common circuitry as possible.

. SUBFRAME .
SEQUENCE NO. 1 2 3 4 5 € 7 8 9 10 1% 12 13 “ 15 1%

GROUP 6 1 2 1 3 1 2 1 4 L} 2 1 3 1 2

0 [ 10 16 20 25 30 3% @ & W 6 &0 6% 7

TIME, ms
__GROU?P UPDATE PERIOD
1 Bms
2 10m;
3 20 ms
4 40 ms
] 120 ms

Figure 2-2. Sensor Interrogation Timing Diagram
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SECTION 3

OPTICAL SENSING CONCEPTS

The list of sensors in the data requirements package of UTRC may be des:gned using six
optical sensing concepts. Table 3-1 summarizes the types of sensors and the correspondmg
mechanism used to perform the measurement.

Table 3-1. Types of Sensors

Sensor No. of Sensors Specific Concept
Position 20 (1) Gray-code/Digital Optical TDM
Temperature 6 (2) Absorption/fluorescence
1 (3) Black-body radiation
Light Off 1 (4) Digital Optical TDM
Fuel Flow 6 (2) Ap sensor/vortex shedding frequenq
with microbend sensor
Pressure 5 (2) Microbend sensor/amplitude
Rotary Speed 2 (S) Rotor Reflection Frequency
Vibration 1 (6) Microbend Accelerometer
Fluid Level 1 (1) Bellows + Position Sensor (Digital TDM)
31 MWMWW

The digital optical TDM method of measuring position has been demonstrated on the
ADOCS program and a second generation of such a transducer is being developed at TRE
under the Advanced Optical Position Transducer (AOPT) program sponsored by the U.S

Army.

The measurement method may be described by referring to Figure 3-1. The Figure shows
a reflective digital code scale with a linear array of fibers used to interrogate the code scale.
Each of the fibers in the array or read head is connected through a delay line to the
interconnect cable. The electro-optical interface at the other end of the cable contains a
transmitter and receiver. The transmitter produces an interrogation pulse about 20 ns wide
which is coupled to the transducer through the interconnect cable. Each successive delay
line in the transducer is progressively delayed by an amount sufficient to provide a round

3-1
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trip delay time of 20 ns, which is the width of the interrogatioﬁ.pulse. In this manner, a
single interrogation pulse 20 ns wide generates a serial pulse train that represents the state
of each data bit on the code scale by a unique time cell.

REFLECTIVE/ABSORBING
ENCODING PATTERN

CLOCK

4
oLSe JL DIRECTIONAL
COUPLER
TRANSMITTER [ \

j
’

n —
l POWER ’
DIGITAL OUTPUT SPLITTER/COMBINER
(SERIAL)

Figure 3-1. Digital Displacement Transducer Element with Reflective Gray-Code Scale

Figure 3-2 shows the timing sequence for the interrogation operation. The received signal
on the second line shows Fresnel reflections from connectors, followed by the signals from
the digital code scale in the transducer. The first bit to return is always high and is used for
an amplitude and timing reference in the recovery of the data bits. '

32 ANALOG MICROBEND CONCEPT

Figure 3-3 shows an illustration of the analog microbend concept which may be used for
measuring small displacements of diaphragm and beams. A fiber is placed between two
complementary gratings which is displaced as the gratings are moved closer together. The
displacement of the fiber causes bending that exhibits excess optical loss that is a well
defined function of the displacement. This method of sensing displacement has been well
documented in the literature(1) and has been used in the industry for pressure, flow and
acceleration measurements.

3-2
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Figure 3-2. Digital Optical TDM Seusor System Timing Diagram

[

1

OPTICAL FIBER
MODE STRIPPER
{BLACK PAINT)

Figure 3-3. Schematic Representation of Microbending Sensor

Figure 34 shows the complete fiber-optic circuit of a microbend sensor. Two mirrored
fiber ends are used to give reflected signals back to the electro- optical interface. One
delay line is placed in the common path for the two reflections to separate the first mirror

33



Figure 3-4 shows the complete fiber-optic circuit of a microbend sensor. Two mirrored
fiber ends are used to give reflected signals back to the electro- optical interface. One
delay line is placed in the common path for the two reflections to separate the first mirror
reflection in time from the connector reflections. A second fiber is routed through the
microbend gratings and a second delay line to the second mirrored end. The first reflection _
provides a timing and amplitude reference and the second reflection provides a measure of
the attenuation due to displacement through the gratings.

Figure 3-5 shows the timing diagram of the interrogation cycle. A transmit pulse of 100 ns
duration is used which requires a receiver bandwidth of about 10 MHz. The third line
shows the two return signals for the reference pulse and the measurement pulse. During
processing, gates sample the amplitudes of the two pulses from which the grating
displacement is calculated.

I I l

INTERCONNECT ULl

FIBER PHOTO VIDED SIGNAL
) oerecror [~ ameLirien [~ Processor [ DATA
LOAD |
t
v DIRECTIONAL I
n
MICROBENDING courLe TULSED
———e——— =5 OPTICAL f@—] MODULATON jet———
I /[ SOURCE l
DELAY LINE
OIRECTIONAL OPTICAL
MIRROA COUPLER SIGNAL eouomoutu

Figure 3-4. Time Division Multiplexed Microbending Optical Transducer

TRANSMIT —-I I

BLANKING GATE ——' 1
SIGNAL REFEMENCE MEASUREMENT
PULSE PULSE
SAMPLE l I
GATE A
SAMPLE

GATE S

Figure 3-5. Signal Timing Diagram for Microbending Transducer
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33 BLACK-BODY RADIATION MEASUREMENT CONCEPT

Figure 3-6 shows the Black-Body Radiation measurement concept which may be used in
two modes of operation. The mode more suitable for the turbine temperature application
is the non-contact type where the sensor is brought in proximity of the turbine. Using
optical imaging, radiation from the turbine blade is collected and transported via an optical
fiber light chopper to electro-optic unit where it is detected processed and formatted.
Details on the description are provided in reference (2). ' '

Because of the nature of the sensing concept, this sensor cannot be multiplexed. However,
several such sensors could be operated from a common electro-optic unit, but at the
expense of bigger interface volume.

Chopper Coupler, Display
Connector "\, | ARHoHA

¥

1 / Signal
T Eiber F, [102[1A2 Processor

Sapphire
Black Body
Sensor/ :
Fiber Optic : Gain
Probe . Computer

F{ & Fo ~Filters .
Dy & Do - Detectors
Ay & A2 - Amplifiers

Figure 3-6. Fiber Optic Temperature Sensor System
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34 LIGHT-OFF DETECTOR CONCEPT

Figure 3-7 shows a block diagram and timing diagram for the light-off detector. Since this
sensor is always active and (light coming in from the object that is being monitored), it
needs to be calibrated only occasionally. The calibration is performed by sending a
reference light pulse to the sensor which is reflected back to the interface from the
reference.mirror. This return pulse is used to calibrate the fiber optic link to the sensor
and compensate for variations in the link losses. The amplitude of the light being emitted
from the object may then be precisely measured and compared to a predetermined level.
A measurement higher than a threshold level indicates that the light is on.

This measurement concept is sufficiently different from the others to preclude
multiplexing it with any other sensor proposed in this report. It is possible to multiplex

this sensor with others of the same type, but separate receiver preamplifiers must be used

with each sensor with electrical switching at the output of the preamplifiers.

I PREPROCESSOR

70
CONTROLLER

‘ THRESHOLD
CALIBRATE —L—o
©LGHT I
" ON/OFF "'_I ‘Q:,‘

- TIME

! |

CONNECTOR REFERENCE
REFLECTIONS PULSE

Figure 3.7 Block Diagram and Timing Diagram for Light Off Detector
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( as ROTARY SPEED SENSOR CONCEPT :
‘ Figure 3-8 shows a system block diagram of a sub-system with two speed sensors. The
- principle used for determining speed is to modulate the light amplitude in the sensor at a
rate directly proportional to the speed of the shaft being monitored. The processor
‘ measures this frequency of the modulation and calculates the rotary speed. -
Another approach that is currently under development at TRE can also be used to
measure the gasifier turbine speed of an engine. In this approach the pressure
fluctuations frequency at the trailing edge of the turbine blades is measured by a
microbend modulator through a diaphragm. This approach is suitable for applications
where the sensor service temperature requirements exceed 200°C. Therefore, this
i technique is not recommended for this application.

.' ' | A

Qsm"“ SENSOR
NO. 1
‘ FREQUENCY /
COUNTER
T 1
| | RECEIVER
. T0 !
.o CONTROLLER :
} : JI TRANSMITTER
‘ FREQUENCY —-> NO.2
| COUNTER

8

RECEIVER
ELECTRO-OPTICAL INTERFACE l

Figure 3-8. System Block Diagram for Frequency Measurment Sensors with No
| . : Multiplexing




The light amplitude modulation technique that is used in the proposed sensor is shown in
Figure 3-9. Two fibers are focused onto a disk coupled to the shaft being monitored. The
disk has alternating reflective and non-reflective areas that pass under the two fibers.
When a reflective area is under the fibers, hght is eoupled from the input fiber. This
system forms a reflective optical chopper.

LENSES

INPUT

OouUTPUT

7\
SHAFT L O

] ™~ SENSOR HOUSING

REFLECTIVE CHOPPER DISK

Figure 3-9. Conceptual Diagram of Optical Rotary Speed Sensor

Several signal processing methods are considered for measuring speed. The simplest is a
. digital counter which simply counts the pulses generated as a result of reflective and non-
reflective areas. This processor requires the highest signal-to-noise ratio of all the
processors considered. For the optical chopper type of sensor this processor should be
- adequate. |

The second type of processor that may be considered for measuring speed is a tracking
filter such as a phase locked loop matched to the signal bandwidth and dynamics,
followed by a counter. This has the advantage of being able to eliminate much of the

3-8



noise within the total receiver bandwidth required to accommodate the total frequency
range of the incoming signal. The potential disadvantage of this:system is the difficulty in
identifying the appropriate signal from spurious signals with similar amplitudes in the
frequency range of interest. ,

A third type of processor that is being considered is an FFT processor. This is the most
universal processor and provides the best performance since it may easily be programmed
to adapt to a wide range of signal conditions. With current-technology it is also the most
complex and largest in size. As the state-of-art in electronics changes, the level of
integration and design of more complex digital signal processors will be feasible and it
will be possible to build a programmable high speed FFT processor with very few
components. The attractive feature of this system is that it provides much additional
information on the status of the engine or system being monitored.

A detailed system analysis needs to be performed to determine the feasibility of
multiplexing the two sensors into a single receiver and frequency counter. If there is
sufficient signal-to-noise ratio or contrast ratio and a sufficient number of pulses to
determine the speed to the required accuracy in half of the update period then the
multiplexing should be feasible.

3.6 VIBRATION MEASUREMENT CONCEPT

Vibration may be measured using an accelerometer which employs a fiber-optic
microbend sensor that measures the force required to accelerate a mass. The mass is
mounted to a thin, wide beam and contains corrugations on its lower surface. The base of
the accelerometer contains mating corrugations and a support for the ends of the beam.
A fiber loop is clamped between the two sets of corrugations. Accelerations of the base

" cause a relative motion between the mass and the base, resulting in microbending and an

intensity modulation of the optical power in the fiber loop. The accelerometer range and
sensitivity are determined by the stiffness of the beam and by the quantity of mass
mounted on the beam. These parameters can be adjusted to tailor the accelerometer to
specific measurement requirements. A detail study on this matter is provided in
reference (3).






SECTION 4
ELECTRO-OPTICAL INTERFACE DESCRIPTION

A total of six electro-optic interfaces are required to address the list of 43 sensors.
Description of primarily two types, digital and analog interfaces which were examined at
TRE are provided in this section. The rest four EO interfaces requife additional
evaluation and analysis and therefore, is beyond the scope of this work.

4.1 DIGITAL OPTICAL TDM SENSOR INTERFACE

Figure 4-1 is a block diagram of the electronic interface for digital optical TDM sensors.
This block diagram is representative of the functions required for aircraft sensor systems
including a dual interface to the host system. The main elements of this interface are as
follows: '

Separate transmitter for each sensor
Common receiver for a group of sensors
Serial to parallel converter

Digital data averager

Gray to binary converter

'fl‘wo dual port memories for the host interface
Transmitter sequencer

Transmitter auto level control (ALC) circuit

0 o NN AR WD

System controller

Figure 4-2 shows a timing diagram of the sensor interrogation sequence. This timing
diagram shows a group of 24 sensors being interrogated in a sequence after a single start
command is received from the host system. After receiving the start command from the
host system the controller selects the first sensor and sends a transmit pulse to that sensor.
The received signal is shown on the second line from the bottom. The serial received
agna.l is converted to parallel format then averaged in the digital averager. This data word
interrogation cycle is repeated 32 times for each sensor before the data is converted to
binary format and stored in the interface memory. The 32 sample averaging gives an
improvement in the optical link sensitivity of about 13 dB.
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Figure 4-2. Transmitted and Encoded Reflected Signals in Time Division Mul;iplexed'
Optical Transducer '

a2 ANALOG MICROBEND SENSOR INTERFACE

Figure 4-3 is a block diagram of the electronic interface for an analog microbend sensor
system. The main elements of this interface are:

System controller, data processor and interface

Transmit timing controller

o T I B I e

One transmitter per sensor
Receiver

Sample and hold timer

Two sample and hold circuits
Analog data selector

N o n s LN

The block diagram shows that the essential difference from the digital sysiem is the signal
processing/data recovery section. Although the details are not shown here, the interface to
the host system is identical to the interface for the digital sensor system including the dual
data bus if required. Refer to the timing diagram in Figure 3-5 for this discussion of the
operation of this system. A sensor channel is selected and a single transmit pulse is
generated upon initiation of the interrogation process by command from the host system.
The return signals consist of a reference signal and a measurement signal. The amplitude

I T B e
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of each of these signals is sampled and converted to digital format by the A/D converter
and then read into the data processor. Since this transmit/receive cycle takes less than 500
ns, this cycle is repeated 32 times and the amplitude data is averaged in the data processor
to provide additional SNR margin. At the end of the interrogation of one sensor channel

the. next sensor is selected and the interrogation process is repeated for that sensor until all
sensors have been interrogated.

TRANSMITTER
TO NO. 1 ouTPUT
TRANSOUCER DATA
X 1
- ' -

, , TRANSMIT 4

; ' TIMING (

' ! CONTROLLER [\

) SYSTEM

' CONTROLLER,
T0 ) DATA PROCESSOR
;gA:SDUCEH TRANSMITTER CONTROL & INTERPACE

' NO. N ‘
SLANK | s TimEn y
v START DONE
SELECT
l= s |t *
ouT ] 0 NP
PHOTODETECTOR/ CONVERTER |
RECEIVER
SAMPLE/ .
- HOLD s

Figure 4-3. Block Diagram of Electronic Interface for Analog Microbend Sensors
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SECTION §
TIME DIVISION MULTIPLEXING SCHEMES

There are three semsor system multiplexing architectures that are considered for
evaluation: The previous electro-optical interface descriptions are based on one of these
three concepts but the operation of the interface is easily adapted to the other two methods
by altering the method of selecting the individual sensors. '

| 5.1 SYSTEM CONCEPT A

{ Figure 5-1 is a block diagram of a sensor system using the multiplexing concept with one
common receiver for a group of sensors and a separate transmitter for each sensor. As
described previously, the selection of the individual sensors is done by selecting the
appropriate transmitter. The main advantage of this system is that it provides the most
efficient use the available optical power. This will be discussed further in the section on

—

[ - the SNR budgets.
L
i TRANSMITTER I . TRANSDUCER -
i NO. 1 I NO. 1
——l > —7 CH—O—

[ N CHANNEL | ! I ,

‘ DIGITAL | ] |

| CHANNEL | | ' !
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INTERFACE
{ TRANSMITTER TRANSDUCER
NO.N NO.N

[- CONNECTORS
) < DIGITAL DATA
i RECEIVER
l ELECTRO-OPTICAL INTERFACE |
i Figure 5-1. TDM Sensor System Using One Receiver with Multiple Transmitters
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2 SYSTEM CONCEPT B

Fgure 5-2 is a block diagram of a sensor system using one common transmitter and
separate receivers for each sensor. The individual sensors are selected by selecting the
sppropeiate receiver. The main advantage of this system is that only one optical
tmnsmiteer is required for a group of sensors. Optical sources in the past have been
exprensive and major limiting factors in the system reliability. The reliability issues have
been addiressed and predicted lifetimes of >300 years for cw operation at 25 degrees C and
17 wears at 80 degrees C have been reported®). Costs are still high but as production
velmmes iincrease these should come down to a level of <$100 for a fiber pigtailed device.
The major disadvantage of this configuration is that the optical source power must be split
i several paths which reduces the system SNR budget by the number of sensors
muiltiplened from a single source. This is examined further in the discussion on the SNR

busdiger.
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EECTRO:OPTICAL INTERFACE l CONNECTORS

Fgmre 5-2. TDM Sensor System Using One Transmitter with Multiple Receivers
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53 SYSTEM CONCEPT C

Figure 5-3 is a block diagram of a sensor multiplexing system using a single transmitter and
a single receiver with an optical 1:N switching network. This system provides the minimum
possible complexity but at this time cannot be considered practical since a high speed,
multimode optical switch is not available. The single mode waveguide switches that are
presently available suffer high losses when coupled to multimode fibers because of core
area mismatch. Current techniques for multimode switches such as liquid crystals, piezos,
or mechanical fiber displacement are too slow to be practical for these applications.

A technology that shows promise for a 1:N optical switch network is the use of Multiple
Quantum Well (MQW) electro-optic absorption switches coupled to laser cavities for
optical amplification that compensates the losses. This has been described in recent
literature®™) and it appears that both the switches and the amplifiers way be fabricated on a
common substrate. Since this is a relatively new concept additional study is required to
determine its ultimate feasibility, particularly with regard to the receive mode sensitivity
and a substantial development lead time should be anticipated. Figure 5-4 shows a block
diagram of a switch network using this concept. :

CONTROLLER, l .
- DATA | |
PROCESSOR &

TRANSDUCER

TRANSMITTER I

NO. 1

TRANSDUCER

K A

1N |
OPTICAL

RECEIVER SWITCH
NETWORK

INTERFACE

NO.N

SWITCH CONTROL CONNECTORS

ELECTRO-OPTICAL INTERFACE

Figure 5-3. TDM Sensor System Using One Transmitter, One Receiver and a 1:N Optical
Switch Network
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The receiver sensitivities used are taken from manufacturers data on monolithic
GaAs receiver amplifiers coupled to 1300 nm detectors. The actual value may
vary depending on factors such as the detector area required for a particular
multiplexing configuration. The receiver semsitivity for the digital sensor is
based on a bandwidth of 50 MHz and for the analog system 10 MHz. The SNR
margin required to achieve the stated system performance for both sensor types
assumes averaging over 32 samples.

5.5 NUMBER OF SENSORS PER INTERFACE CARD

The number of sensors that may be multiplexed per single interface card depends, in
general, on the interface card size requirements, the type of TDM scheme used and
reliability. The more the number sensors the more the electronic components, ie. larger
the interface card. The reliability of the system card is quite complex, but one can safely
state that it reduces with increasing number of components. There are, however, three
common factors in the three proposed TDM schemes, such as the optical connector density
(number of connectors per unit area), sampling rate/processing time and complexity of
controller/data processing/Interface electronics that can influence the card size and these
" are discussed first. Following this, the three proposed multiplexing systems are discussed to
understand the factors specific to that configuration.

55.1 Common Factors

55.1.1 Qntical Connector Density

All the sensor types included in this report use reflective sensing mechanisms which allow
the use of a single interconnect cable with a single optical connector on the interface
electronics assembly. As fiber-optic connector technology progresses the required optical
connector density will become less of a limiting factor than the complexity of the related
electronics. Card edge connectors with mixed electrical/optical contacts are currently
available with optical contact spacings of 0.156 inches. However, this spacing may be
reduced by using the silicon v-groove alignment blocks that provide an order of magnitude
closer spacing. A number of issues including alignment and temperature stability need to
be addressed prior to commercialization of connector system for the aircraft market.

5512 Sample Rate/Processing Time

This factor can influence the number of sensors to be multiplexed in situations where the
sampling rate is approximately equal to the required update rate. Parallel processing may
provide the required update rate, but the major advantage of multiplexing is reduced. The
processing time used to interrogate each sensor is directly related to the accuracy required
MISSING
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and SNR available for each fiber-optic sensor link. This implies that if the system is
deficient in one of these parameters the other two may be altered to overcome the
deficiency. In the ADOCS ‘case, however, this factor was not a problem.

The ADOCS fiber-optic sensor system uses a sample time of 16 microseconds with a
processing time of about 10 microseconds for each sensor. The overlapping of the
sampling and data processing operations with parallel processing circuitry allows the total
interrogation time to be reduced to essentially 16 microseconds. The total interrogation .
time for the analog sensor types has been estimated to be approximately the same. As an
example if a 5 ms data update period is required for each sensor then 312 sensors may be
interrogated in each update period. This is clearly not the case because the complexity of
the electronics is an overriding factor limiting the number of sensors multiplexed into a
single card.

§.3.1.3 Complexity of Controller/Data Processing/Interface Electronics

The ADOCS system interface electronics excluding the optical transmitters/ modulators
occupies 40 cubic inches of space using standard components and PC board construction.
With the use of ASIC and hybrid technology it is possible to reduce this volume to less than
10 cubic inches for this portion of the electronics. This implies a savings of appronmately _
30 cubic inches of space common to the three proposed schemes. B

5§52 Multiplexing Scheme Dependent Factors

552.1 Scheme A - Separate Transmitters/Common Recejver

This is the TDM scheme used in the ADOCS program and has proven quite effective.
Using this scheme the total volume to multiplex 24 sensors is approximately 242 cubic
inches of which 63 cubic inches is allocated to the power supplies, 44 cubic inches to 2
circuit boards, 30 cubic inches to optical transmitters and modulators, 30 cubic inches for
the receiver, and the rest for interconnect boards, fiber-optic connectors and harnesses. It
is clear that with the use of ASIC and hybrid technology, substantial volume savings may be
achieved. The factors that are particularly of interest for this multiplexing are:

e  Complexity of transmitter electronics/packaging density

e Maximum practical detector area

Laser diodes are currently available in 0.15 cubic inch packages with fiber pigtails. There
appears to be room in these packages for the hybrid packaged drive electronics necessary
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to create a narrow pulse and provide an automatic level control input. If this is achievable,
a volume savings of approximately 25 cubic inches may be realized.

“The factor of maximum practical detector area that may be accommodated by a receiver
'preamplifier is dependent on several amplifiers and system design factors. These factors
iinclude the system bandwidth and sensitivity requirements and the forward gain and
fleedback capacitance of the amplifier. Simulations have been done using an electronic
«ircuit analysis program to determine the sensitivity of a typical amplifier designed for a 90
'MHz bandwidth to the detector capacitance. Figure 5-4 shows the circuit with the values
wsed for this analysis and the resulting frequency response plots for five values of detector
«apacitance. The following table shows typical values of capacitance v/s detector size for a
square detector made from GalnAs material:

D Size. mi Canaci f

75 3
150 12
300 4.8
500 133

1500 .120.0

Figure 5-5 shows that a bandwidth of 50 MHz is achievable with a detector capacitance of
10 pf. From the table above we can see that the capacitance/ area quotient is 533 X 105
;.pf/micronz. A 10 pf capacitance is found in a square detector element with a side
-dimension of 433 microns. With a fiber clad diameter of 110 microns, 16 fibers (or sensors)
rcould be butt coupled to the detector without optimizing the packing of the fibers. If a
‘lower receiver sensitivity could be tolerated then a larger detector could be used and more
:sensors may be multiplexed.

5522 System B - Separate Receivers/Common Transmitter
'The factors that determine the maximum number of channels that may be multiplexed into
a single interface card for this multiplexing system are:

e  System loss budget margin

e  Receiver circuit complexity/packaging density

‘The primary limitation of this multiplexing technique is that the power from a single optical
source is divided among the channels that are multiplexed into the interface card. For the
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SNR budget shown in Table 5-1, 24 channels give a SNR penalty of 15 dB. This system
requires an optical source level that is not easily achievable today. In addition, the higher
powen levels reduce the life of the optical source.

Althowgh the complexity of the entire receiver is significantly greater than the complexity
of the ‘transmitter circuit, the actual circuitry that needs to be duplicated for each channel is
just the détector and preamplifier. These are currently available in 0.075 cubic inch
packmges with fiber pigtails. There is some added complexity to the remainder of the
receiwer to accommodate the switching and baseline stabilization required for this system

configuration.
5523

The primary factor that determines the maximum number of channels that may be
mubtigplexed into a single interface card for this multiplexing system is:

»  Gain/noise performance of optical switch/amplifier network

Kingston(5) has shown that the noise bandwidth of a system with a laser cavity used as an
optical amplifier coupled to an incoherent detector is equal to the optical bandwidth of the
systesn. This imposes a severe limitation on the application of optical amplifiers unless a
very marrowband optical filter is used. This would limit the optical system bandwidth to
sometihing close to the optical switch/amplifier network shown in Figure 5-3 modified to
incladie T/R couplers at the transducer ports with the receive legs coupled together into a
single receiver port. With this approach the optical amplifiers would be used in the
transmnit direction only. Much work remains to be done to determine the tradeoffs of
systenn performance, complexity, reliability and cost for these various configurations.

ORIGINAL PAGE s
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SECTION 6 |
RESPONSE TO QUESTIONS

1.  Type of Sensors
All of the. sensors listed in the table have been incorporated into the system design.
2.  Signal Compensation or Calibration

The sensing mechanism for the position sensors is digital and for all of the others it is
analog. The sensor calibration methods are listed in the table below.

Sensor Type Calibration Method

Digital Internally generated reference signal time
multiplexed. _

Analog Internally generated reference signal time
multiplexed.

Turbine Blade Temperature Two wavelength ratio.

Light Off Detector Reference generated in the interface and
transmitted through the sensor.

Vibration Reference generated in the interface and

transmitted through the sensor.
Rotary Speed Sensors Time base in interface for frequency measurement.

3. Number of Channels

Each sensor has its own optical source. The digital and analog sensors share a common
receiver within their respective groups. All other sensors have separate receivers.

4. Number of Optical Sources

One source is required for each sensor except for the turbine blade sensor which is a
. passive system. Forty-two sources are required for the complete system.
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S.  Number of Detectors

Approximately 10 detectors are required for the complete interface. The considerations
for this number are discussed in the section on multiplexing.

6. Number of Fibers

Each u@r requires one interconnect fiber.

7. 1/0O Pincount

One optical connector is required for each interconnect fiber.
8.  Optical Power Margin

The optical power budgets for the digital and analog sensors are discussed in Section 5.4.
More study needs to be performed to determine the power margins for the other types of
Sensors.

9. Signal Processing Time and Receiver Bandwidth

S T P ing Ti Receiver Bandwidt!
Digital 16 microseconds 50 MHz
Analog 16 microseconds 10 MHz
Turbine Blade Temperature <3 microseconds <2 kHz
Light Off Detector 16 microseconds 10 MHz
Vibration 16 microseconds 10 MHz
Rotary Speed Sensors 5 microseconds <50 kHz
- 10.  Complexity

Further study is required to evaluate this factor.
11. Electrical Power Consumption

It is ann'cipéted that the power requirements should not exceed 25 watts. Additional
study is required to determine this more accurately.



'P"".

12. 1/0 Circuit Area

~ Further design work is required to evaluate this factor.

13. Weight
This cannot be evaluated at this time.
14. Reliability

It is anticipated that the reliability requirements for flight critical aircraft systems can be
met with this sensor system. More design work is required to give an accurate MTBF

figure.
15. Redundancy

The redundancy requirements must be considered from the top level system performance
requirements. Redundancy can be provided internally in each sensor housing or by
incorporating duplicate identical sensor systems.

16. Maintainability

Fault isolation can be provided for each of the semsors to locate the fault to the
replaceable assembly. In the sensors that use time division multiplexing for calibration,
an analysis of the return signals will provide most of the information necessary for
isolating the faults. Studies have been done of fault isolation methods to identify one that
gives complete isolation of all possible faults for the digital sensor types. It may be
necessary, depending on the system requirements, to add a source at a second wavelength
to provide complete fault detection and isolation. \

17. Availability or Development Schedule

Developmental models of the position sensors have been extensively flight tested on the
ADOCS program. Additional work is required to make them into production items. All
of the concepts used in the other sensors have been demonstrated but additional work is

' required to develop production units.
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EXECUTIVE SUMMARY

This study presents comparative information on several different
electrically active and passive fiber optic sensors and sensing
system architectures for future advanced aircraft applications.

The characteristics presented for architectures based on ,
electrically active sensors with fiber optic.signal communication
are derived from ELDEC development of EL-OPTIC'™ sensors, which
have been undergoing in-flight evaluation since January of 1987.

The characteristics presented for architectures based on passive
fiber optic sensors are derived from development of various
intensity modulated multimode sensors incorporating our patented
TDIN (time domain intensity normalization) technigque.

Tradeoffs are summarized in an Architecture Characteristics
Matrix that references specific portions of the text for further
elaboration. Finally, significant sensor and systenm development
issues relevant to practical implementation of sensing system
architectures in advance aircraft are discussed.



— P P e Y

——— u——
N

TABLE OF CONTENTS
PAGE
EXECUTIVE SUMMARY ii
IABLE OF CONTENTS . iii
LIST OF TABLES AND FIGURES iv
1.0 ORGANIZATION OF THIS REPORT 1
2.0 CANDIDATE FIBER OPTIC SENSOR SYSTEMS 1
2.1 EL~OPTIC general description 5
2.1.1 LSIU architecture 9
2.1.2 Multiplex architecture : 12
2.1.3 PBF architecture ' 13
2.2 TDIN general description 15
2.2.1 Baseline TDIN system - 24
2.2.2 Spatial multiplex architecture 25
2.2.3 Time multiplex architecture 27
2.2.4 Wavelength multiplex architecture 30
3.0 SENSOR AND SYSTEM DEVEIOPMENT ISSUES 32
3.1 EL-OPTIC , ' 32
3.1.1 Development Risk 32
3.1.2 Position Sensing 36
3.1.3 Pressure Sensors 37
3.1.4 Temperature 37
3.1.5 Fuel Flow Sensors 37
3.1.6 Other Sensors 37
3.2 TDIN . 38
3.2.1 Optical Power Margin 38
3.2.2 Connector Reflections 39
3.2.3 Couplers 39
3.2.4 Electronics 40
3.2.5 Interconnect Reliability 40
3.2.6 TDIN Summary 40
3.2.7 Position Sensors 41
3.2.8 Temperature Sensors (except Turbine blade) 41
3.2.9 Pressure Sensors 41
3.2.10 Other Sensors 42
3.3 Needed technology improvements - general 42
3.3.1 Interconnection Development and Testing 42
3.3.2 Interconnection Tool Kit 43
3.3.3 On-Aircraft Repair Methods 43

-iii-



Table 1la
Table 1b

Figure 2.1-1
2.1=2
2.1-3
2.2-1

2.2-2

LIST OF TABLES AND FIGURES

EL~OPTIC Sensor System Characteristics
TDIN Sensor System Characteristics

EL-OPTIC Block Diagram

LSIU Block Diagram

Multiple Sensor Configurations

TDIN Block Diagram

Fiber Optic Sensor System Block Diagram
SDM Sensor Multiplexer

TDM Sensor Multiplexer

WDM Sensor Multiplexer

-five-

10
12
16

- 26

28

31



et

ORGANICATION OF THIS REPORT

Inforration on designs for candidate fiber optic sensor
systems, as requested by ATTACHMENT "A" of the letter
subcontract, (P.O. no. 153664), are presented in the
beginning of section 2 of this report. This information has
been assembled in matrix format to assist in identifying an
characterizing the system options. i

In addition, ELDEC is pleased to present more detailed
information in the balance of section 2 and section 3
relating to our preferred sensor concepts and their
implementations.

CANDIDATE FIBER OPTIC SENSOR SYSTEMS

A matrix of the characteristics of the ELDEC EL-OPTIC™ and
TDIN'® sensor concepts is presented in Tables la and 1b
respectively which include references to sections of this
report in which more detailed discussions are presented.

ELDEC hus investigated many sensing concepts and considers
two of them most likely to satisfy the overall industry
needs, particularly those related to interface commonality
combined with practicality. We believe that these concepts
are more likely than other alternatives to result in cost-
effective devices for near term deployment. An ongoing IR&D
program is developing these two techniques into families of
fiber optic based sensors suitable for the aerospace
environment. The first of these to reach flight test status
is the ELDEC EL-OPTIC sensor concept. One unit has been
flying since February of 1987 as an operational device in
scheduled commercial service and a second since January of
1988. This concept employs a battery powered electrical
transducer element.with an optical fiber signal line.

The second concept, now being prepared for delivery, is the
ELDEC TDIN sensor concept. It employs an analog optical
intensity modulation transducer with ratiometric
normalization and is an electrically passive opto-mechanical
device. Each of these schemes provides the advantages of
versatility and interface circuit commonality; that is, a
single interface module design will operate with various
transducers designed to detect many different physical
phenomena.

The initial development has been concluded for each program



and we are now in position to proceed with -‘extending these
concepts to other sensed parameters. Both concepts support
the multiplexing of sensor signals.
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EL-OPTIC™ description

The EL-OPTIC concept involves micro-powered, electrical
sensing elements (ie. transducers) with fiber optic signal
lines but without any other attachments; no electrical power
lines or electrical bonding. This concept facilitates the
development of sensors incorporating the benefits of fiber
optics that will provide state-of-the-art performance for
many present electrically sensed measurands, including those
listed in the FADEC sensor set. This concept facilitates
use of a common architecture for all sensed parameters. The
following functional blocks, shown in figure 2.1-1, comprise
a single channel of this sensor concept: electrical power
storage, system period generation, the transducer and its
driver/interface circuit with data formatting, and output
signal generation. The sensor output employs a lightly
stressed LED.

Most transducers, whether optical or otherwise, measure what
are basically analog phenomena. The few exceptions include
on-off parameters such as RPM indication. The EL-OPTIC
concept provides for suitable compensation and referencing -
within the sensor circuits, then formats this analog data in
a standardized digitally coded optical format for transmis-
sion to a standardized receiver interface module. This
concept provides a robust optical power margin.

In our EL-OPTIC Local Sensor Interface Unit (LSIU)
architecture, presented in paragraph 2.1.2, each sensor
output function has a single optical fiber with one-way
signal transmission. This uses one connector terminus at
the FADEC box feeding to a dedicated optical interface
module. This electrically-multiplexed approach provides a
reduction of single-point failure opportunities. The
reasons that we favor this scheme for the EL-OPTIC concept
are presented in later paragraphs of section 2 and elsewhere
in this report. The EL-OPTIC concept is, however,
compatible with optical sensor multiplexing and command-
response addressing.

The EL-OPTIC concept will accommodate multiple fiber optic
output lines if such an architecture is required for
redundancy. It can be implemented by the addition of
another LED and connector. These outputs may then connect
to multiple FADEC units. Redundant batteries are also
possible.
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The fiber optic interface module, also shown in Figure

2.1-1, is comprised of an integrated detector preamplifier

(IDP) of modest capability, an AGC amplifier section and

digital detector-decoder with storage buffer. No optical

source is required at the interface module.

The EL~OPTIC concept combines proven electrical sensing
technology with fiber optic signalling to provide the

environmental immunity expected from fiber optic technology.

It features total EMI isolation, and the signal is
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unaffected by lightning strike, and EMP. Our implementation
is designed for operation in harsh environments. A
proximity device is hermetically sealed to provide water
immersion protection and enhanced survivability to fire. It
has low weight as well as reduced system complexity and cost
relative to many competing passive fiber optic sensing
technologies and is far more forgiving of optical cabling
losses and variations in loss. , .

This sensor format has substantial advantage in the near
tern (ie. 5 year time frame). Within this period, passive
fiber optic technology is not likely to be competitive with
respect to either non-recurring or recurring costs. El-
Optic sensors are based upon known, familiar sensing
technology with modest fiber optic content. Consequently,
development schedules and costs, as well as production
costs, may be lower and more accurately projected at program
inception.

DeveloPment risk to produce proof-of-concept sensors rated
to 130°C is low. Such development would meet many early
test vehicle needs and would basically be an application of
known technology. Research required to extend the EL~OPTIC
concept to 175°C operation is expected to be modest. There
is potential to further extend this concept to 300°C
operation (see section 3).

The EL~OPTIC concept is compatible with most phenomena for
which electrical sensors presently exist. It has been
applied to non-contact proximity sensing, position sensing,
and mass flow (conceptually) at this time, with pressure and
temperature slated for future development. It complements
micro-machined electronic sensor technology. It facilitates
commonality of the sensor optical interface module
independent of the nature of the sensed parameter and
therefore should satisfy the desire for commonality.

The sensor output pulse train occupies a time span of less
than 100 microseconds. The sensed parameter value is stored
in digital form by the end of this period. This data is
updated as required by the particular sensor function; for
example, once every 5 milliseconds. The update rate is tied
to sensor pover requirements which are described in
paragraph 2.1.1.1.

The interface module will be implemented in Application
Specific Integrated Circuit (ASIC) form, initially as a
hybrid device having 3 IC chips. The circuits are all



sizmple, 1low cost designs with very low stréess levels and
modest parformance requirements. Presently, the IDP

detectoxr is an MFOD 2404. The output latched buffer can be .
a lovw spmed device equivalent to a CMOS 54C374. The present
discrete implementation of this scheme uses commercially '

available optical hardware of modest performance, draws 25
mA at 12 volts, and occupies 6 square inches of board area.
The ultimate interface module, to be implemented in high .
density ASIC form, will draw less than 6 mA and occupy less !
than a 1 square inch area. The interface resceiver module s
veight will depend upon the technology to be used, but

should be no more _than 10 grams.

The semsor environment is likely to include extremely high
temperatmres. However, the LED and other circuit elements
will be operated in forward bias only at very low duty-cycle
for which they can show good reliability in spite of this
high temperature. It is reasonable to extend sensor
operatianal capability to 175°C based on work done by Eldec
Technology and Central Operations Division (TCO) on high
temperatmre electronic circuits and packaging, and the
latest imformation on the battery and LED capabilities.
Future developments should allow extension to 300°C service
temperature with reliability and service lifetime. !

The EL~O¥TIC concept involves micro-powered electrical
circuits and sensing elements, the need for which is
dictated by the realities of power availability via optical
fiber, or from small batteries when a minimum 20 year
contimnuaoras service life is required dependent upon update
rate.

The mimimum power needs are set by electrical requirements
of the sensing circuit, its peripherals, and the LED signal
enitter. In virtually all practical schemes, available
pover will be severely restricted. In order to make such
schemes wiable, strategies must be developed that minimize
the necemsary power level within the sensor. There is a
tradeoff between power consumption and sensor repetition
rate (data update rate) in that the average available power
will be met by fixed system parameters. Several schemes are
available to conserve this power. Discussion of these is
beyond thhe scope of this report.

ELDEC has evolved a format for the digital output signal.
Accuracy is not dependent upon precise time stability at the
sensor or receiver and does not invoke a wide receiver
bandwidtih requirement. A major advantage of this EL-OPTIC
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concept over passive sensing schemes is that it can provide
a robust optical power margin. “ .

There are three basic ways of providing electrical power to
the sensor circuits; battery, power-by-fiber, and local
power lines. The key to achieving the full benefits of the
EL-OPTIC concept in the near future at competitive cost and
performance is the use of the local battery power source
discussed in section 3. Power-by-fiber (PBF) is discussed
in paragraph 2.1.4.1. The consequences of povering a sensor
by aircraft electrical power lines are:

a. EMI filter capacitors must be provided;

b. these are physically large and expensive;

c. they have relatively low electrical breakdown
voltage characteristics;

d. it is difficult to obtain sufficient filtering
action:

e. some EMI in the region between 40 and 100 MHz will
get through, and

£. the Hi-Pot problem has not been adequately .
handled, consequently the sensor is not
adequately protected against lightning strike.

.1 LSIU Architecture

The ELDEC EL-OPTIC sensor concept is well suited for engine
use. It facilitates the collection of signals from all of
the sensors in a local region, regardless of the parameter
being measured, through use of a small standardized sensor
receiver (or interface) module, Use of the Local Sensor
Interface Unit (LSIU) concept ', 2, shown in Pigure 2.1-2
can decrease overall system complexity, cut weight, improve
maintainability, and control cost. The standardized
interface module is a feature greatly desired by the
airframe industry.

Swewnmy e

. “"A New Approach to Sensors for shipboard Use", W. Little,
Eldec SSD, paper presented at the SPiE symposium on FIBER
OPTIC SYSTEMS FOR MOBILE PLATFORMS, 20-21 Aug. 1987, San
Diego, Calif.

2, "AN OVERVIEW OF HYBRID ELECTRICAL-OPTICAL GENERAL PURPOSE
SENSING", W.R. Little, Eldec Corp., paper presented at
the SAE ASD meeting Nov. 1-4, 1987 at Dallas.



The LSIU formats and stores sensor data together with a
sensor location identification code, fault status code and
parity bit for transmission on a data bus. Continuous
availability of the simple operational status code is a
feature of significance to improve mission reliability. EL-
OPTIC sensor operability can be flagged without need for an

interactive Built-in-Test (BIT) scheme that brings inherent
complexity and non-reliability.
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2.1.1.1 Optical Power Budget

At the sensor, the present design uses a low emitter drive
level to give 50 to 75 microwatts optical output at the end
of the 100 micron core fiber optic pigtail. Future sensor
versions may have a connector. The receiver threshold, to
yield a stable digital output pulse train, is between 25 and
50 nanowatts measured at the box connector. These
characteristics provide a full 30 4B design signal budget.
These numbers also should be exceeded in well engineered
production hardware using present technology. Therefore,
this power margin allows normal system opcrftion with over

-20 dB of one-way cable and connector losses .

2.1.1.2 Reliability

A meaningful estimate of the sensor MTBF can not be
performed at this time because of a lack of reliability data
for batteries, and for the LED under the projected usage.

An estimate of battery MTBF is presented in section 3. MIL-
HDBK-217E projects LED numbers to 115°C, but the projection
to 300°C is suspect, especially at the low duty cycle of
this application. Details of packaging will play a major
part in component reliability at these high temperatures.

Reliability calculations have been made for a structurally
similar ELDEC product, the 8-551 proximity switch, at uses
a hybrid electronic circuit. This projection is 10" hours
MTBF for the fighter aircraft uninhabited (AUF) environment
with MIL-STD-883 screening. Actual commercial airline
service of our two piece proximity switch line shows 150,000
hours MTBUR (unscheduled removal does NOT necessarily imply
a sensor failure). Projecting to a mature GaAs circuit
teghnology with careful packaging it is reascnable to expect
10° hours MTBF for most EL-OPTIC sensors. These
calculations show the transducer element to contribute only
slightly to this MTBF number:; the electronic circuits are
the major factor.

An estimate for the interface module is again greatly
dependent upon the packaging details, but a rough-order-of-
magnitude is 10° hours MTBF based on available data for
similar ASIC devices.
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.2 Multiplex Architecture

The EL-OPTIC concept can implement multiplexing with
modestly greater complexity at the sensor. Multiplex
control circuits must be added to the system and an emitter
added to the interface module. It sends a coded interroga-
tion signal that elicits a response from only one of the
various (addressable) sensors on that line. S8uch
multiplexing is not feasible with the present non-
multiplexed, continuously transmitting, non-synchronized
version of the EL~OPTIC sensor because of data collisions.
Optical power losses are now greater by the amount lost to
splitters and added connections. This arrangement also
results in the need for a higher powered interface emitter
and a greater electrical power drain than for non-
multiplexed EL-OPTIC. This concept has the further dis-
advantage that each of the (addressable) sensors becomes

unique wvhen assigned an address at installation which causes
a logistics penalty.
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Arguments of maintainability and cost support the LSIU
architecture of figure 2.1-2 involving the-local collection
of sensor signals at an interface "concentrator” unit
jocated at a bus node. These factors favor keeping the
fiber links between transducer and interface unit short with -
minimal additional connections. ‘

2.1.3 Power-by-Fiber architecture

Power-by-fiber (PBF), or Power-by-light. (PBL), technology is
one version of the ELDEC EL-OPTIC concept. to facilitate the
combining of electrical transducer advantages with those of
fiber optic signal transmission. In PBL, the necessary
sensor power is provided optically down the fiber, but must
then be converted to suitable electrical values. The main
concern ls in supplying an adegquate input-power level to
accommodate cable losses and the opto-electric conversion
efficiency. The return signal path is not technically
difficult. ELDEC has an on-going program to develop this
technology’.

At the interface module the power source emitter is to be

_run, as a minimum, at 50% duty-cycle and must be pushed to

its power limits at ambient temperatures within the module
housing of 125°C for engine mounted FADEC application. It
will be the most heavily stressed system component; its
reliability may be a significant limiting factor to the
overall system reliability.

There is a strong desire for simplicity, both within the
electrical components and the cabling, in order to achieve
full benefits as compared with existing electrical semsing
hardware. 1In reference 3, five major cable architectures
were identified for PBF use. From this, ELDEC has
developed means to optimize the PBF function that uses only
one connecting fiber line. This scheme avoids use of fiber
splitter/comtiner elements yet shows good overall
conversion efficiency and results in lower complexity and
cost than other schemes. The trick is to balance all
aspects of the system for best advantage and to achieve the
minimum possible electrical load.

. Eldec doc. 011-0871-001 "Optical Fiber Transmission of
Power for Electric Circuits (Power-by-Fiber), prepared
by Diane Stong, Oct. 27, 1987.
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At the sensor, additional circuits are needed for opto-
electric power conversion. Although these are not complex,
they will increase cost.

Although the EL-OPTIC concept is compatible with Power-by-
Light as an alternative power source, it does not yield the
same advantages as battery power. Specifically, PBL is
linited by power conversion inefficiencies, cable/connector
losses, and a tight optical power budget. Most such work to
date has depended upon laser diodes to provide an adequate
pover budget but these are presently poorly suited for use
at high ambient temperatures. Compared with the battery
povered EL-OPTIC version, the PBL concept needs more
components, and will necessarily have lower predicted
reliability. Overall system development time and costs may
be larger and sales price higher. However, there may still
be applications for which it is an appropriate solution.

2.1.4.1 Optical Power Budget

The largest concern for PBL, the level of electrical power
available to the sensor, is greatly influenced by the fiber
optic cable losses. In this case, these losses are for a
one way path and result mainly from the connectors.
Assuning average quality 1.0 dB loss connector hardware,
degraded by time, temperature and other effects, it is
conservative to budget an average 2 dB loss per connection.
To this must be added component service-lifetime degrada-

. tion, plus system operational margin. Unfortunately, past
industry experience has shown that there are likely to be
excessive cabling losses, perhaps a result of cable routing,
cable-ties and the like, and that in-service conditions can
result in significant maintenance problems when optical
pover budget margins are figured too closely. The truth is
that the industry does not, at this time, know what excess
pover budget allowance will result in a satisfactory field-
maintenance experience.

Because of the power budget issue and architectural
considerations, the PBL scheme will be much more difficult
to configure than the battery powered version of the EL-
OPTIC concept.

-14-
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Candidate TDIN Sensor Syltems/hrchitecturcﬂ'(Pallivc)

ELDEC has developed and patented (U.S. patent #4,681,395) a
fiber optic sensor referencing scheme titled Time Domain
Intensity Normalization (TDIN), which is capable of serving
as the key ingredient or building block to numerous system
architectures. -

Basic TDIN Description
All seﬁcors operating within the TDIN concept analyze the
intensity of light returned from the sensor to determine the

measurand; that is, all are forms of intensity modulated
sensors. :

ELDEC has chosen to focus its passive fiber optic sensor
development efforts on analog intensity sensors for a
variety of reasons. The most important is the potential for
simplicity with attendant low cost, high reliability, easy
maintenance, small size and low weight. Second, intensity
gsensors work well with low cost, broadband LED sources and -
large core, step index multimode fibers. Expensive, lower
reliability laser diodes are not required in most cases.

The use of multimode fibers in turn provides for better
source-fiber coupling and simpler, more reliable connector
designs. In contrast to interferometric/singlemode
technology, intensity modulated/multimode technology is more
mature. Third, it has been demonstrated by a multitude of
investigators that essentially any conceivable parameter can
be made to cause an intensity change in a multimode fiber.
Through careful design, any of these mechanisms can become
useful sensors. This broad applicability of intensity
modulation for sensing various measurands brings forth the
possibility that a single (or small set) of standard
electrical interfaces can serve a large family of fiber
optic sensors. Finally, unlike their digital counterparts,
analog intensity sensors degrade gracefully in the presence
of adverse conditions, allowing continued use.

The central significance of TDIN is that it isolates the
sensor response from variations in the source power,
connector losses, fiber attenuation, and receiver
sensitivity. A block diagram of a fundamental single
channel TDIN analog sensor is shown in Figure 2.2-1.

-15-
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TDIN BLOCK DIAGRAM
FIGURE 2.2-1

Notice the simplicity of the concept, especially the small
number of optical components. 1In operation, a pulse is
transmitted along a fiber to the sensor, where a coupler is
used to separate the pulse into two legs: a sensor leg and a
reference leg. A single delay line is used to generate a
delay in one of the legs. When the pulses are reflected and
recombined by the coupler, two pulses propagate back to the
electronics where they are separated for processing. Since
both pulses are emitted from the same source, travel the
same fibers and connectors out and back, and are received by
the same photoreceiver, signal strength variations caused by
these items are common to both pulses and are compensated
when the signals are separated and divided. The ratio of
the pulse amplitudes contains the sensor information.

N\
7

Not only does TDIN compensate for the unwanted variations,
it is an excellent solution as a common interface technique
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for all analog intensity sensors. With it, a single
electronics design/module can be used for numerous
parameters. Integrated circuit techniques can reduce the
circuitry down to one to three chips, making the circuits
very simple and low cost, especially in mass production.
Commonality allows greatly simplified logistics support for
the sensor electronics. Also, since much of the optics is
common, it too can made into a standard module. Sensor
design would then be reduced to design of the sensing
mechanism and packaging.

Furthermore, due to the ever-present reference pulse, TDIN
has a natural built-in-test capability.

ELDEC has reduced TDIN to practice and obtained excellent
performance. The delay line, coupler, and mirrors have been
proven in both performance and producibility. Stability in
the pulse height ratio against temperature and varjiations in
the modal content of the multimode fiber waveguides has been
designed into the system and demonstrated. Testing has
shown that disconnecting and remating connectors results in
a change of less than 0.1% in the output. Also, the ‘
response has been shown to vary less than 0.25% full scale’
range (FSR) over an optical power range greater than 12 dB,
indicating good power margin and excellent link loss
compensation. Because of these results, ELDEC believes that
the TDIN system approach is an excellent candidate for
engine control applications.

In addition to its many features, TDIN is adaptable to
multiplexing. TDIN performs a sampling function of the
measurements, and sampling brings the potential for (pulse-
amplitude-modulation) time-division-multiplexing (PAM-TDM).
Also, TDIN can be configured in combination with wavelength
division multiplexing (WDM) and/or spatial division
multiplexing (SDM). With appropriate attention to
redundancy and reliability, multiplexing potentially offers
notable benefits in weight, cost, and complexity in the
FADEC box and the interconnect.

Several sensor system architectures are presented below that
build upon the fundamental TDIN concept.

Overall TDIN Svstem Architecture Description

The system configurations below are built with TDIN as the
basic ingredient or building block. Seemingly, an infinite
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number of system configurations are envisioned when one

considers all the combinations of Spatial, Wavelength, and

Time division multiplexing that are possible in transmissive

or reflective "star"™ or "linear" configurations plus all the -
various modulation schemes. Many of these can be dropped

due to over-complexity, poor power budget performance

(loss), or other reasons of impracticality. ELDEC has

attempted to filter the numerous concepts, and we believe

that the following are representative.

ELDEC prefers three concepts all based on a generic "sensor
multiplexer" (sensor mux) configuration. These are shown in
a summary fashion‘'by Figure 2.2-2. An electronic interface
module couples the interrogation signals out to the sensor
mux which directs the signals to the appropriate sensors.
Each sensor is a basic TDIN-referenced sensor. The
parameter-modulated signals are then returned to the sensor
mux where they are combined onto a single path for return to
the electronics receiver. : .

SENSOR .
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These approaches use stand-alone TDIN sensors that are
individually celibrated at fabrication and provide their own
reference signal.‘ Note that the sensor mux unit can be
anywhere along the fiber path - from within the PFADEC, all
the way to within a cluster of tightly grouped sensors such
as a four-axis sidearm controller, or at any point in
between.

Figure 2.2-2 is labeled to show that each fiber path to the
sensors is actually two fibers - one for interrogation and
the second for response. For this effort, ELDEC is
describing two-fiber systems due to the problems caused by
connector reflections. As connector reflections are
eliminated with technology developments, then single fiber
configurations are possible, with a slight penalty in
optical flux budget.

As a baseline for comparison, a non-multiplexed
configuration is also included in this discussion. 1In this
case, the sensor mux is simply a fiber breakout box which
only collects and distributes the signals; there is no
multiplexing of any sort, and the performance as a systenm is
that of numerous but individual sensors.

The three multiplexed configurations described in sections
2.2.2 - 2.2.4 are based on spatial (SDM), wavelength (WDM),
and time (TDM) division multiplexing, in which the sensor
mux takes on more interesting characteristics as described
below. (Note: the terms SDM, WDM, and TDM are used somevhat
loosely here. As will be seen, all use a serial format to
share portions of the same electronics - hence, all use TDM.
Likewise, all approaches use spatial separation of the
sensors, and hence, involve SDM principles. The names have
been abbreviated to designate the configuration within the
sensor mux: SDM uses separate interrogation paths (separate
fibers within a common cable) from the FADEC to the sensors;
WDM shares the same fiber path but determines direction to
the sensors based on color; TDM also shares the same input
fiber path, but separates the signals in time with unique

‘1t is also possible to combine multiple sensors with a single
reference signal using TDM. Implementation would involve an
(N+1) x 2 coupler and a unique delay for each sensor. This
approach would be used only with a tightly related, closely
situated group of sensors, such a side-arm controller where a
single package is reasonable.



time delays built into the individual paths to the sensors.)

The maximum number of sensors that can be combined into
multiplexed TDIN systems is typically limited by the optical
flux budget. All system discussions and characteristics
below assume that "n" sensors are connected into the system,
with "n" being determined by power budget calculations.

Laser diodes can be used with TDIN, provided the required
signal to noise ratio (SNR) is not over a few hundred to
one. Certainly the power budget over normal receiver noise
will be increased and more channels can be multiplexed.
However, due to modal noise with multi-mode fibers, the SNR
will be limited on the other end to a few hundred. This
will be the case with any analog sensor using laser diodes.
For purposes of this report, specific analyses with laser
diodes are not included. LEDs for which modal noise is
negligible are assumed for all sources.

Overall TDIN Svstem Architecture Characteristics

A summary of the characteristics requested in the statement
of work is presented in the Architecture Characteristics
Matrix table in section 2.0.

Some of the 17 characteristics can be addressed globally for
all the concepts. A set of assumptions (for a single TDIN
channel) for the late 1990's for all calculations is:

© LED coupled pover = +6 dBm (peak) into 100/140
micron, 0.27 NA step-index fiber, at 298 °K

RCVR equiv. noise resistance = 50K ohm, 50 MHz BW
Resolution = 100 (SNR)

Bandwidth = 200 Hz (noise bandwidth)

Connector loss = 1 dB each x 6 connectors
Two-fiber paths, 100/140 step-index to/from sensors
Customized electronics design/packaging

0000O0OO

= TDIN is applicable to all sensors for
vhich a "DC" or absolute response is required. From the
list in Attachment A, these include all position,
temperature, and pressure sensors. The one exception is the
turbine blade temperature, which may be better sensed with
an approach other than intensity due to the extreme
temperature. Other parameters may be possible with aspects
of the TDIN interface, but would require different post-
processing electronics (see section 3.2) Present status of
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Eldec's sensors, in terms of meeting the requiremenmts of
Attachment A, are also presented in section 3.2.

- As described in section 2.2, all
sensors use the TDIN scheme for referencing against unknown
intensity variations. .

- All three multiplexed approaches uss only
one detector per "n" sensors due to the serial :
sensor/sensor-data format. The non-multiplexed baseline
approach, of course, would require one detector for each
sensor.

Power Margin - Optical powver margin is a function of the
number of channels combined, the response times required,
plus the basic coupied power, losses, and receiver
sensitivity considerations. To manage the number of
variables, all falculationl are based on a target power
margin of 11 4B’ at 125°C (worst case), with the result
being the maximum number of sensors or channels that are
possible.

- Asg suggested in the SOW, an
effective time constant ot tau=(1/3)*S5msec is used as a
typical value for all calculations. Using the approximation
of bandwidth = 1/(2pi*tau), the resulting effective signal
bandwidth is near 100 Hz. (The time required for A/D
conversion is typically around only 40 microseconds, and is
neglected.) 1In all calculations, we have assumed an
effective noise bandwidth of 200 Hz.

It should be noted that the various mux approaches perform
processing in different manners, the specific signal and
noise bandwidths allotted to a specific channel may be
changed. However, from a system viewpoint, the effective
output signal bandwidth in all cases will be 100 Hz.

With dynamic signals (changing measurands), errors will
occur from multiple causes. Their effects are additive.

Simple analog filters will cause a dynamic error.
Assuming a parameter ramp input of rate twice full
scale range per second, a 100 Hz BW results in a
dynamic ramp or slew error of 0.33%.

511 dB = 3 dB repair splices + 2 dB added connectors + 3 dB

connector aging + 3 dB source aging.
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In the WDM and SDM cases, where each parameter is
sampled once in every 5 msec. frame, the individual
response times must be sped up to compensate for the
increased number of channels that share the frame.
Within such a frame, the parameter may have changed up
to 1.0% (using the same rate example as above) between
interrogations, wvorst case, in highly multiplexed
systens. Here, the processing BW imposes a dynamic
step error. For example, a time constant of 1/3 of the
allotted dwell time causes a step error of 5% (exp(-3))
of the 1% step (this assumes that the previous value is
retained as a starting point for the next value), or
0.05%.

Such step error is the dominant error in highly
multiplexed systems; in lowv-level multiplexing, ramp
error dominates.

This error is worsened if a sensor is the first one
(vorst case) interrogated in a serial group, and it has
to hold its value until the whole group is .
interrogated, causing further lag. This lag could be
as much as 1% peak for this example.

A final error is the error resulting from the time lags
from the host sampling; this too could be up to 2% peak
for this example. This latter error term can be
reduced by more rapid sampling. This term is not
-considered in any response time discussion below, since
it is beyond the control or the effects of the mux
design.

In TDM, step error is minimized, since a new sample is taken
every 1/6 MHz (6 MHz is the present repetition rate), and
thus ramp error dominates.

= 2 watts. Due to the time-sequenced
(serial) format of the sensor interrogation and the use of a
single receiver (for the multiplexed systens), the power
consumption is essentially constant regardless of the mux
system configuration or the # of sensors. 1In the TDM case,
as the transmitted pulse train is spread out to allow more
sensors, the peak power will be increased in an attempt to
maintain a constant average drive level. With the narrow
pulses in the TDIN approach, the heating from individual
pulses is negligible, and thus the LEDs can be average power
limited without a sacrifice in reliability. This is not the
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15.

16.

17.

case for wide, pulse baseband schemes, for -which reliability
will be limited more by peak power.

For the non-multiplexed configuration, the consumption is
1.5 watts per each sensor.

- This a major issue for critical flight systess,
and can be handled in a number of ways. The probadble best
approach is to simply duplicate (triplicate, etc.) the
system configurations as shown, including the FADEC, fiber
paths and sensor mux, and the sensors.

- ‘TDIN, as the fundamental ingredient of a
system, has excellent system maintainability features:

1. TDIN provides a constant amplitude reference signal for
each sensor that can be used for failure monitoring.
Its amplitude can provide a reading of the general
state of the losses through the system, and therefore,
system health. Secondly, the normal intensity range of
the sensing mechanism would not go to zero, allowing
detection of a failure in either of the TDIN legs.
Failure and/or "out of range" are easily monitored.

2. Since each sensor.is individually calibrated at the
factory, sensor replacement is accomplished with a
simple swap (a mechanical rigging adjustment may be
required).

3. The FADEC electronics is a standard interface that
works identically for all "DC" intensity sensors. A
set of offset and/or slope and # of sensors adjustments
may be needed depending on the variety of sensors that
are attached to it, although ideally, all sensors would
have common characteristics. The benefit is simplified
logistics support.

4. The sensor mux is configured with connectors such that
it can be a replaceable unit although the elimination
of these connections would improve the power margin.

Availabilitv of components - The status of the ELDEC TDIN
concept and intensity sensors is described in more detail in
section 3.2. In summary, improvements are needed in source
pover, receiver sensitivity, connector losses and
reflections, electronics bandwidths, fiber NA, and coupler
performance to fully take advantage of the strengths of
TDIN. Not surprisingly, the status of TDIN components is
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heavily dependent on the status of the technology of the
parts that we have available to use in our designs, which in
many cases, is the same for all sensors approaches.

The status of the components needed for configuration in the
three suggested systems is much the same as for a single
sensor. The additional components required are the couplers
in the sensor mux units (broadband in two cases and
spectrally selective in the WDM case). Also, in the WDM
configuration, wavelength stable LED-type sources are
required that are suitable for the aerospace environment.

It is important that these components exhibit low loss and
high power, and are built to withstand the environment.

The characteristics given/used represent the late 1990's
time frame. At this writing, the basic TDIN and additional
system components (sensors and sensor mux units) could be
available within a year or two, although the number of
sensors that could be multiplexed would be slightly reduced
from the 1990's estimations due to power margin
considerations. Errors achieved would also be increased
slightly due to coupler drift and connector reflections.
ELDEC plans to develop a custom IC chip-set for the
electronics by the early 1990's.

The specific system configurations are described in the
following sections. The 17 characteristics questions that
were not addressed globally above are addressed in the
specific sections below.

2.2.1 Baseline Configuration

Pesacription

The baseline configuration, as mentioned previously, is
envisioned as the sensor mux box being a "breakout box"
wvhich serves only to pass the fiber paths directly to the
individual sensors. Each sensor communicates with its
unique FADEC interface and has its own fiber path. This
configuration is included in this report only for comparison
purposes; no figure is shown. In actuality, the “breakout
box" may not exist; the paths could route directly to
sensors. (For analysis, the "breakout box" is assumed to
have no connectors.)
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2.2.2

Refer to Figure 2.2-1 for a single optical channel of such a
system. 1007140, 0.27 NA fiber is assumed  for the
interconnect. :

Characteristics
4_of Channels - 1 sensor per electronic interface.
4 of Sources - 1 per sensor
4 of Fibers - 2 per sensor
1 of I/0 pins - z.per sensor

Optical power margin (8125 °C) - 29.4 4B PIN, 36.5 dB APD

Complexity - per sensor: 1 transistor (LFD driver), 1 LED, 2
custom IC's, plus misc. R's and C's

Elec. pover consump, = 1.5 watts per sensor
I1/0 area - 4 8q. in. per sensur

Weight - Electronics: 4 ounces per sensor. Cable weight is
to be based on (duplex) 1i00/140 fiber for oacq sensor.

Reliability - approx. 53,000 hrs. MTBF <-- per sensor,
including the LED. This value will be reduced for this
approach and all those below if an APD is used due to the
high voltage stresses.

Spatial Multiplexing (SDM)
PRescription
The spatial multiplexed configuration is depicted in
Figure 2.2-3. Separate fibers aie coupled to the sensor
mux, one for each sensor. Within, they are coupled straight
through to the individual sensors. The parameter-modilated
signals are returned from the sensors to the sensor mux

where they are passively recombined in a broadband coupler
and sent back to the electronics receiver.

=25=
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SDM SENSOR MULTIPLEXER
EIGURE 2.2-3

Within the frame of the system update rate, each sensor's
source transmits TDIN pulses for approximately the system
rate divided by the number of sensors that are combined.
Each sensor is sequentially scanned in this manner. Note
that a single transmitter clock, detector and receiver
_front-end are multiplexed through all sensors within the
system. In the electronics, the controller that switches
the sources also switches the A/D and respective receiver
output drivers or latches. The electronics can be switched
quickly and the TDIN receiver can lock onto a new sensor
pulse train in approximately 10 microseconds. Thus, very
little percentage of SNR is lost due to overhead. The
receiver dwells on (filters) the pulse train for each
sensor's time interval, converts, and then places the data
into the respective sensors's output latch.

The response time of the receiver for the individual
channels is a function of the number of channels that are
processed. For example, if "n" sensors are sequenced within
a 5 msec. frame, then the response time of the electronics
must be no greater than (1/3)*(5msec/n) for the signals to
settle before performing a conversion. However, considering
the sensors as a group, the overall effective response time
remains unchanged.
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2.2.3

Note that an option to the seguencing of sensors within a
system frame is the interposition of pulses within a TDIN
sample frame (presently approx. 6 MHz / ¢ of channels).

This is what is being done necessarily in the TDM approach
below. Synchronization of the transmitter LEDs must
consider the path delays within the installation, which is a
compromise with logistical flexibility. The analysis
results below assume this method is not used.

This approach assumes the use of 100/140 fibers to the mux
unit and to/from the sensors. The fiber returning from the

pux unit to the receiver is assumed to be 200/230, 0.37 NA
fiber. The mux unit uses an asymmetric coupler. )

Characteristics

4 of channels - (€ power margins below) with PIN: 18
with APD: 49

4 of Sources - 1 per sensor
4 of Fibers - at FADEC: # of sensors + 1

. $ of I/0 pins - # of sensors + 1

Optical power margin (8125 °C) - 11.1 4B PIN, 11.0 dB APD

complexity - (# of sensors)*(1 transistor + 1 LED) + (3
custom IC's + misc.)

I/0 area - (# of sensors)*(0.5 sq. in.) + 4 sqg. in.

¥Weight - Electronics: (# of sensors)*0.5 ounce + 4 ounces;
Cable weight: to be based on duplex 100/140 cable.

- MTBF estimation based on parts count increase:
53,000 hrs. - (# of sensors) * 1000 hrs. (See section
2.2.1)

Time Division Multiplexing (TDM)

Description
The time division multiplexed configuration is shown in

-27-



Figure 2.2-4. It is different from the spatial case in that
here there is only one source that powers all the sensors.
Its pulsed power is sent to the splitter in the sensor mux,
where the power is split into the individual sensor's
interrogation path. Each path has a delay built into it
that delays the respective pulses into time-spaced time
slots. These delayed pulses are finally modulated by the
sensors and returned to the sensor mux, combined in a
broadband passive coupler, and sent to the receiver for
processing.

- CONNECTOR

COLPLER\
- +— SENSOR 1

] = SENsOR 2

FADEC — [
— SENSOR 3

] = SENSOR N

/

DELAY LINE

TRANSMISS I VE CONF | GURAT I ON

TDM SENSOR MULTIPLEXER
FIGURE 2.2-4

Of the three concepts, this system approach is the most
similar to a basic TDIN scheme. The transmitter is
identical, the only change being that the duty cycle is
reduced to allow the interposition of multiple time slots
for the increased number of sensors. The receiver is also
similar, except that more wavefora sampling gates are
needed, two for each sensor in the system.
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The pulses are a serial train of the varioys sensor'e
reference and measurand aignals. Data synchronization is
based on the same principle for multiple sensors as for a
single sensor. Following the input amplifiers, the clock is
recovered and used to demultiplex the signals into their
respective time slots for processing.

The response time required fur this approach is a little
different than the SDM approach above. S8ince all the
channels are interposed within the TDIN repetition rate
(presently 6 MHz / # of channels), there is no significant
intra-frame dynamic step error problem from sampling: the
primary limitation will be dynamic ramp error.

To assure the pulses fall into the correct time slots, the
length of the delay lines must consider the delays of the
existing fiber paths within the installation; the sensor mux

is therefore installation dependent. This is a potential
disadvantage of the TDM approach. :

This approach assumes the use of 200/230, 0.37 NA fibers

to/from the mux unit, and 100/140 fibers to/from the
sensors. The mux unit uses asymmetric couplers.

Characteristics

4 of Channels - (@ power margins below) with PIN: 7
with APD: 15

1 of Sources -

$ of Fibers - at FADEC: 2

4 of I/0 pins = 2

optical power margin (€125 °C) - 11.0 4B PIN, 11.2 dB APD
complexity - (1 transistor + 1 LED + 3 custom IC's + misc.)
1/0 area - 4.5 sq. in.

Weight - Electronics: 4.5 ounces; Cable weight: to be based
on 200/240 duplex cable.

Reliability - MTBF approx. 53,000 hrs, including the LED.
(See section 2.2.1)



2.2.4

Wavelength Multiplexing (WDM)

Dascription

Referring to Figure 2.2-5, an approach is shown for the
combination of sensors using wvavelength division
multiplexing in the path to the sensor mux. Within the
sensor mux, this approach appears to be similar to the time
domain approach with the passive couplers replaced with
wavelength-tuned devices and the delay lines removed. 1In
terms of FADEC operation, however, this approach is-actually
more similar to the spatial approach. Within a frame,
multiple LED sources at different wavelengths are activated
in sequence at approximately the system rate divided by the
number of sensors. During each transmitter's interval, that
transmitter emits a train of TDIN-type pulses that are
coupled out through a combiner in the electronics to the
sensor mux. There, the respective color is directed to the
appropriate sensor, parameter modulated, and returned to the
sensor mux for combination to the return fiber and sent to
the electronics receiver. The receiver operation is
identical to that of the spatial approach, including the
response times required.

This approach assumes the use of 100/140 fibers to/from the
mux unit and to/from the sensors.
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Characteristics

3. 4 of Channels - (€ power margins below) with PIN: 4
with APD: 10

4. § of Sources - 1 per sensor

6. ¥ of Fibers - at FADEC: 2

7. § of I/0 pins - 2

8. mezs_:q_— 12.5 dB PIN, 11.3 dB APD

10. Complexity - Optical WDM + (# of sensors)*(l1 transistor + 1
LED) + (3 custom IC's + misc.)

12. J/0 area - (# of sensors)*(0.5 sq. in.) + 4.5 sq. in.

13. Weight - Electronics: (# of sensors)*0.5 ounce + 4.5 ounces;
Cable: to be based on 100/140 duplex cable.



14.

3.1.1

= MTBF estimation based on parts count increase:
53,000 hrs. - (# of sensors) * 1000 hrs. (See section
2.2.1)

SENSOR AND SYSTEM DEVELOPMENT ISSUES
EL-OPTIC B '

The present flight service implementation of the EL-OPTIC
concept is a non-contacting limit switch function called a
"proximity" switch. This device weighs 67 grams plus 12
grams of mounting hardware. Present cable per Boeing

specification BMS™13-59 weighs 3 grams per meter.

Development Risk

Each of the sensors for position, Pressure, temperature, and
fuel flow has been developed through proof-of-concept
demonstration. Also a sensor for detecting lubricant debris
(chip detector) has been demonstrated. These sensors will
be modest extensions of familiar technology, mainly a
repackaging effort, and therefore the risks of successful
development to meet all specification requirements are quite
low.

To take these sensors to flight-quality brassboard form for
operation up to 130°C will realistically require about a two
Year effort, given suitable funding. At this temperature
level, all necessary components are available today in
flight quality. Development of each product with little
further research is required. We would probably choose to
design the circuits in ASIC form.

The EL-OPTIC sensors are expected to have development and
Production costs modestly greater than equivalent present
day electrical sensors. 1In addition, the sensor interface
module should be modestly more expensive than similar
present hardware. 1In both cases, additional components
compared with traditional sensing are the LED and IDP, but
the usual electrical line driver/receiver protection devices
have been eliminated.

3.1.1.1 Battery issues

A suitable battery is critical to the EL~OPTIC concept. A
survey of the technology has highlighted the lithium
thionyl-chloride cell as the most promising candidate for
immediate applications to 130°. Advanced solid-state cells
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are also becoming available that are useful to 200°C.

ELDEC Sensing Systeas Division has an ongoing test program
designed to evaluate and apply this lithium cell technology
to advanced sensor concepts. A 5500 hour continuous
exposure test at +130°C under service load has been
completed on a limited sample size. An 80°C continuous
exposure test has logged 11,000 hours. .Other tests are
planned. Data from these tests provide information required
for detailed specification of these cells and define the
operational envelope for the advanced sensors. Cell quality
assurance provisions and source inspection requirements are

.alsd being determined during this progran.

Test results support the prediction that these lithium cells
will operate in this type of application for over 20 years
without maintenance °.

The lithium primary (non-rechargeable) battery cell has
gained acceptance with commercial aviation and military
customers where it is used for computer-memory backup power
and as primary power for diverse applications such as field
communication sets and missiles. The lithium cell contains
no strategic materials and uses only a small amount of
lithium, which is both inexpensive and abundant. This
technology, new in the last twenty years, is being
aggressively developed by a dozen manufacturers. There are
many types of lithium cells distinguished by internal
chemistry, size and construction. The type proposed for
sensor use is a small cell with the lithium thionyl-chloride
couple. This cell supplies a constant 3.5 to 3.7 volts
throughout its life and over the ~55 to +130°C temperature
range. Among its important features are a high capacity and
high performance, very low rate of self discharge leading to
very long storage life, hermetically sealed package with no
leaking or venting, and safety when damaged, crushed,
shorted or heated.

This cell design has been extensively tested by the
manufacturers, the Military and Underwriters Laboratory,
Inc. and proven to be safe and reliable. ELDEC has also
developed a method of prolonging useful life in low power
applications beyond industry expectations.

¢,  ELDEC Doc. No. 011-2870-308, "Application of the Lithium

Battery to Sélf-Powered Sensors", Jan 1987



An analysis of military aircrart, missile, shipboard and
other similar potential applications shows these
environments to be less severe in some ways than commercial
aviation where total flight hours are much greater. The new
generation of solid-state battery designs will extend the
useful temperature limits as the technology matures and can
be expected to keep pace with the capabilities of electronic
circuits. .

Battery MTBF calculations per MIL HDBK-217E can not be made
because batteries are not listed in that document. Such
calculations would require extensive performance history
.from the specific type of battery and environment
anticipated by the subject application; such data are not
avajlable. However, to provide some indication of MTBF, a
rough model of the lithium electrochemical system was
developed based on the hermetically sealed solid tantalum
capacitor per MIL-C-39003, style CSR. The result, reported
in reference s ‘prouontcd without comment on its validity),
showed 4.6 x 10° hours MTBF for the fighter aircrart
environment (AUF).

3.1.1.2 High Temperature Circuit and Transducer Development

Several sources detail the need for development of
electronic circuits and of various sensors which are
operable at ﬁPfh hﬁg@or temperatures than are presently
achiovable,’, v ,"’, ’ L Operation over the range -60°C to

7 L.J3. Palkuti, et al.," Integrated Circuit Characteristics
at 260°C for Aircraft Engine-Control Applications," IEEE
Trans. on Comp. Hyb. and Manuf. Tech., Vol CHMT-2, No.4,
Dec '79, pp 405.

8, w.c. Nieberding, et al.," High Temperature Electronics
Requirements in Aeropropulsion Systems,” IEEE Trans. on
Industrial Electronics, Vol IE-29 No. 2, May '82 pp 103.

’. M.p. Marvin," High Temperature Electronics Technology,
Phase II - Final Report," GE Aircraft Engine Business Group,
R8IAEB637. Contract No. N00173-79-C-0010, May '84, pp 1-4.

{
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+300°C is needed within 10 years, with some specialized
sensor-hezds Q erating to much higher temperatures. Several
ELDEC studies”, have centered on high temperature
electronic and packaging technologies.

It is reasonable to extend the present EL-OPTIC sensor
temperature limit to 175°C based on work done at ELDEC TCO
on high temperature electronic circuits and packaging, and
the latest information on battery and LED capabilities.
Future developments are expected to facilitate extension to
300°C service temperature without great compromise of
reliability or service lifetime. Research required to
develop circuits suitable for use at higher temperatures
would include the following areas of concern:
- Electronic circuits: dielectrically isolated silicon
circuits can be developed for up to 200°C use. Gallium

Y, Kreitinger, et al., "Full Authority Digital Electronic

Control, Phase II - Final Report," R82AEB435, Contract No.
N00019-76-C-0423, Oct '83.

M. G.L. Poppcl et al., "Fiber Optic Control System Integration

- Final Report," NASA CR-179568, R87AEBl111, Contract No. NAS3-
24624, Feb '87.

2 problem Statement: "Fiber Optic Sensor Development With

Standard Sensor Interface," 737 Fiber Optic Design Build Team,
BCAC, Feb 4, 1987.

¥, Eldec Memoranda; GAK85-23, "High Temperature
Electronics Study Report," June 23, 1985.

GAK85-33, "Iligh Temperature Electronics Study Report
Part II," Sept 25, 1985.

TDR85-10, "Additional 1Information on High Temperature
Electronics," Oct 1, 1985.

ICW87-4, "High Temperature Gallium Arsenide Packaging," Feb
6, 1987.

ICW87-7, "High Temperature Hybrid Circuit," Mar 20, 1987.



3.1.2

arsenide, needed for reduced leakage current at higher
temperatures, is suitable to at least 350°C and has
been proposed for ELDEF use to 300°C. Silicon carbide
shows promise to 650C™, but is a long way from
practical reality. .

- Hermetic enclosure: a concept suitable for a
connectorized sensor enclosure foimat is being
developed. This concept is compatible with development
for high temperature applications. _

- LED: extrapolation of published data shows satisfactory
operation (for the EL~OPTIC application) to 200°C. Use
at temperatures to 300°C is promising but must await
further packaging development and testing.

- Magnetic materials: Curie temperature limits apply.
Most projected designs avoid the use of any magnetic
mat:rials, or employ only those having capability above
300°C.

- Wire: the HML nickel coated copper magnet wire is rated

to 220°C continuous and has been tested to as high as
300°C. For use with the EL-OPTIC concept (no self
heating), 300°C seems acceptable.

Position Sensing

Recent proprietary advances in our present proximity switch
technology will assist ELDEC in development of the desired
higher temperature transducers for limit switch and
proportional position sensing. With these advances,
temperature effects become of second order importance, thus
extending the useful temperature operating range. This
concept accommodates rotary position as well as linear
position sensing over both short and long ranges and can be
applied to many actuator and valve position sensing applica-
tions. It is a viable replacement for the LVDT position
transducer.

“. SCIENCE NEWS, vol. 132, page 390, article discussing

high temp semiconductor limitations of 200°C for silicon
circx;its, 250°C for silicon sensors, and 650°C for silicon
carbide.
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An EL-OPTIC 6 inch stroke linear pnsition sensor will weigh

about 200 grams. The target and associated rod weigh 20
grams.

3.1.3 Pressure 3ensors

An ELDEC subsidiary, Transducers Inc., is presently
manufacturing pressure transducer elements in the ra

from 700kPa up to 8000kPa which operate to above 150°C. .
Since these devices are exposed to 500°C during their
fabrication, there is not thought to be any fundamental
technical reason that they can not be further developed to
meet the top temperatures required by tha subject applica-

.tions. This technology fits well with the EL-OPTIC concept;
no technical obstacles are foreseen.

.1.4 Temperature Sensors

The standard RTE temperature elements per MIL-T-24388B are

compatible with the EL-OPTIC concept for use over the range
-54°C to +500°C.

The turbine blade temperature measurement is best done with

. a pyrometry t2chnique. This can be accomplished by means of

a suitable optical fiber probe connected to an EL-OPTIC
sensing element having a bandpass optical filter.

The light off detector requires an optical fiber probe

(sapphire) feeding the ultraviolet light to a special
filtered detector.

3.1.5 Fuel flow Sensors

Eldec Corp. builds a full complement of true Mass Fuel Flow
systems. The advanced, motorless versions are compatible
with our EL-OPTIC.concept, with improved EMI performance. A
proof-of-concept model of suitable sensor electronic

circuits has been built and no technical problems were
found.

.1.6 Other Sensors

Our lubricant debris "chip detector" is a proportional

- readout device capable of responding to and grading the

presence of permeable chips (and chromium flakes) down to 10
milligrams in size. It has 100% coverage of the flow

through a 1/2 inch tube, and operates in a high temperature
environment. This device does not remove or trap the chips,
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but performs only the sense function.

Eldec Corp. has not yet investigated EL-OPTIC versions of
rotary speed, vibration, or fluid level sensors.

TDIN

This section discusses the status of TDIN and presents

technology improvements required by the 1990's time frame to
achieve its full capability as a building block for enhanced

' system configurations.

In the late 1980';, TDIN is showing promising results as a

"high accuracy reference scheme for analog intensity sensors.

Testing has shown that accuracies of better than 1% are
possible over greater than 10 dB of optical signal range. A
sensor temperature range of -55°C to +200°C (for a short
interval) has been demonstrated with small temperature
coefficients. The electronics is operational from -55°C to
125°C with approx. 15 sq. inches of board area using
standard components. However, improvement is still
envisioned, and it is the technology as a whole (its
components, standards, etc.) that must be given attention.

Fiber optics technology is maturing nicely for the
telecommunication sector, but is not yet mature for the
asrospace sector. Many performance needs are related to
harsh envirommental issues. To meet all the objectives of

- the late 1990°'s, technology developments are needed to

address a few fundamental issues:

3.2.1 Optical Power Margin

Higher power LED-type sources are needed to provide more
pover margin for increased versatility in system
configurations. Sources with broad spectral width (>10 nm)
are necessary to minimize modal noise to better than (the
equivalent of) 12 bits.

Receiver configurations and sensitivities need to improve.
The aerospace industry needs an integrated PIN
detector/preamp that has a wide thermal range and also has
high sensitivity on the order of 50K ohms or better NEP in a
100 MHz or greater bandwidth.

COrr;lpondinqu, connector losses must be reduced.
Aerospace installstions are (so far) connector-intensive and



connector losses have bcen the dominant source of loss. In
every case, power budget is a critical issue, and
interactively limits resolution, response time,
configuration versatility, temperature range, power
consunption, etc.

Multimode fibers need to have higher NA's to allow higher
source coupling and better resistance to bending losses. As
a closely related issue, TDIN uses a dalay coil, and to
design smaller sensors, a smaller diameter is preferred.
However, bending losses are temperature-dependent, and a
tighter coil will have a higher temperature coefficient
unless a corresponding higher NA is used.

3.2.2 Connector Reflections

Low-reflection connectors are required to attain full
accuracy over any possible variation of interconnects. TDIN
has a slight sensitivity to connector reflections in that
the resulting small spurious signals act as error or noise
sources. A pair of normal-reflection connectors can
contribute as much as 0.5% of steady-state error.

If connector reflections are reduced sufficiently, single
fiber architectures are conveniently possible, reducing
interconnect complexity by 50%.

3.2.3 Couplers

TDIN presently uses a coupler to establish a separate path
for the generation of the reference signal. In the future,
such a reference could come from an in-line partial
reflection, but much development is necessary for this
technique to approach the performance of the coupler method.

TDIN performance at this time appears to be limited by the
fused coupler's splitting ratio sensitivity to temperature
and modal ingut variations. To maintain 1% accuracy, the
coupler's contribution must be a fraction of this =-- but
some types have shown splitting ratio drift of close to 5%.
Modal conditioning can solve the modal sensitivity, but this
is invariably achieved at the cost of optical powver loss.
Both modal and temperature response can potentially be
improved with more "geometrically" based coupler designs.

The present size of fused couplers is also a problem. Their

packaged length of 1 to 1.5 inches is restrictive in the
design of small seénsors.
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The long term temperature range of couplers (approx. -55°C
to 125°C) is the limiting factor in the capability of the
TDIN optics. (The fibers and other optics are capable of
operation near 400C). With fused couplers, the limitation
is a result of the epoxies used.. To attain 200°C or higher
operation, packaging must be improved.,

For system configurations, a wider range of couplers is
required. These should include symmetric and asymmetric
couplers with ranges of 1x2 up to NxN.' Presently, the best
couplers are fused 2x2, although new approaches are
appearing. .

3.2.4 Electronics

A custom chip-set is needed for TDIN to reduce the
electronics area. It is important that these chips be
designed to operate at the +125°C temperature found on
engines. A vision of two custom IC's shows one analog chip
for the receiver front-end and one for the transmitter and
other digital/switching functions. A third chip may be
appropriate as a controller for multiplexing functions. The
present TDIN electronics is capable of 125°C operation, but
uses discrete IC's and occupies approximately 15 square
inches (one sided).

The source/detector/preanmp issues were mentioned above. 1In
addition, TDIN performance will be improved with higher
bandwidth circuits. Higher bandwidth results in better
immunity in all aspects of timing error including delay line
length mismatch. Also, as frequency capabilities improve,
shorter delay lines are possible, resulting in better sensor
thermal stability and smaller size.

3.2.5 Interconnect _Reliability

A serious limitation to any fiber optic installation aboard
aircraft will be the reliability/maintainability of the
connectors and the cable. See section 3.3.

3.2.6 TDIN Summary

In response to the specific requirements listed in
Attachment A of the 50W, 1% or better accuracy over
temperature is presently a challengs, but we are optimistic
that it can be improved with time. The primary present
cause of this difficulty is coupler stability over
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temperature. +/-2% is achievable now with careful selection
of components. ’

.7 Position Sensors

To date, ELDEC has concentrated its TDIN efforts on position
sensors, and two approaches have been used with different
advantages. The first, Macrobending, is an intrinsic
concept which cannot be contaminated by dirt and moisture in
the optical path. 1Its limitations are ripple in the
response (on the order of +/-1%), and some sensitivity to
modal variations. The other concept uses a unique "neutral
density" variable transmittance analog code plate, which is
.an extrinsic approach that have axcellent linearity and
virtual independence of modal variations.

As of this writing, both of these approaches have
demonstrated good results, but optimization is still
required. The main concern is sealing against environmental
effects. Some improvement in linearity and power loss is
still desirable.

3.2.8 Temperature Sensors (except Turbine blade)

TDIN is well suited to the measurement of temperature.
ELDEC has not yet developed temperature sensors, and
specific mechanisms are not chosen. Some possible concepts
include using the differential change in core and clad
refractive indexes to provide a NA change within a
macrobending coil biased in a sensitive region, a variable
gap approach with a bimetallic mirror, a temperature-
dependent refractive index cladding, microbending, or fixed

end gap with a variable-index gap-£ill to modulate the
optical distance.

The temperature ranges in Attachment A are of concern
(+350C), but once solved, there is nothing inherent in the
use of intensity concepts that prevents TDIN from being
used. The challenge will be temperature probe design.

3.2.9 Pressure Sensors

TDIN is also directly applicable to the measurement of
pressure. ELDEC has not yet developed pressure sensors, and
again, specific mechanisms are not chosen. Presently
envisioned concepts are the use of bellows
expansion/comprestion against a macrobending coil, and



Anicrobonding or end-gap modulation with a diaphragnm.

As with temperature sensors, the temperature ranges in
Attachment A are of concern (+350C), but once achieved,
there is nothing inherent in the use of intensity concepts
that prevents TDIN from being used. It is a matter of
pressure probe design challenges.

3.2.10 Other Sensors

3.3

TDIN is most useful with parameters that are "DC"™ in nature.
Considering Attachment A, these are the sensors that are

-discussed directly above.

The other sensors on the list of Attachment A can also be
configured with the TDIN approach (TDIN would provide a
sanpling function of the parameters), but since they are
"AC" in nature or measure relative event timing or event
rate, other interface approaches are more suitable, at least
as far as single channel sensors are concerned. However,
when considering system issues, it may make sense to
modularize the interface to allow aspects such as the
transmitter and the receiver detector and amplifiers to be
common and shared by any and all similar and non-similar
sensors but have different post-processing units. This
approach would allow the use of multiplexed fiber paths as
wvell as the electronic front-end sections for any variety of
sensor types. The post-processing units would be serially
switched in conjunction with the type of multiplexing used.

This issue must be resolved by evaluation of the logistics
and reliabilities involved. If non-similar sensor types are
combined in this way, then the total numbers of electronic
front-ends, connectors pins, and fiber paths are reduced; if
separate interfaces are used, the advantage will be
generally simpler (although more of them) individual
interfaces.

Needed technology developments - general

3.3.1 Interconnection Development and Testing

A considerable developmental effort is necessary to arrive
at better concepts for aircratt fiber optic wiring
practices, cspocially for engine application. These
concepts will need to be given a thorough shake-down by the



engine and airframe manufacturers culminating with in-
service flight testing.

.2 Interconnection Tool Kit

A simple tool kit is needed for handling all fiber optic

interconnection tasks. This should require only low cost
uncomplicated, hand held devices requiring minimal .
calibration so that functional tools can and will be made
available at remote locations or can be carried on the
aircraft.

3.3.3 On-aircraft Repair Methods

Effective means are needed to determine the location and the
nature of fiber optic cable/harness/connector defects.
Present OTDR devices have been designed for
telecomnunications use and are unsuited, as well as being
much too expensive, for aircraft use.
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1.0 INTRODUCTION .

This report covers information pertaining to the design of fiber optic
sensors that are based upon wavelength division multiplexing (WDM) techniques.
Information is provided for rotary and linear position sensing, rotary speed
sensing, and pressure and temperature sensing. iotary position..lin.ar
position and rotary speed sensing design information is outlined in detail.
The design of the devices for measuring temperature and pressure is not shown
for proprietary reasons. However, adequate detail such as pover budget,
required spectral bandwidth, sensitivity, and certain electronic interface
detail is given.

The relationship between sensor and electronic interface design isA
discussed. Several concepts for sensor multiplexing architectures are also
presanted. |

The list of 17 questions presented as a part of the data requirements has

been addressed.



2.0 SERSOR CONCEPTS

Rotary and linesar position, rotary speed, pressure and temperature sensors

will be cemsidered here. Fluid level sensing does not seem tractable using the v

proposed system, and although it may be possible to attack the pfobln of
light-off detection and fluid flow, implementation using an interfacs of the

type discumsed here seeaas nontrivial.

2.1 Rotaxy & Linear Position Sensor Design

One wmy of accommodating variations in optical power level due to source
degradatien, fiber loss variation, connector variations, and so forth, is to
use a digital system which allows fluctuations in signal level so long as the
lavels cemwesponding to "on" and "off" states straddle the line representing
the comparstor threshold. Litton proposes use of such technology for rotary

and linear position and rotary speed.

2.1.1 Baflective Approach

Ia Littton reflective position sensor systems, ones optical fiber serves as
both imfecttion and pickup for the optical system. The injected light is
collimated by the GRIN lens and dispersed by the grating. A chromatically
disparsed stripe of light is then focused onto the code tracks by the same
lens. Where there is a reflective track, the light is reflected back into the
lens. It tthen propagates back through the optical system to be itfocund into
the fiber. The returning light contains wavelength band digital information
concernimg the relative position of the lens and code plats.

Piguxwe 2-1 shovs the elements of a reflective position sensor systea.
This systam consists of a broadband source, a power splitter, an optical

demultiplsxer, and the detection and decoding circuits. The interface is

<
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SOURCE SPECTRUM S0/80 COUPLER
SCHEMATIC_ILLUSTRATION OF BROAD BAND ENERGY BEING
TRANSMITTED THROUGH A WDM SYSTEM

FIGURE 2-1




generally located some distance from the sansor. In thnzconfiguration shown,
the power splitter is located with the interface electronics and a single fiber
connects the sensor. In soms cases, it may be desirable to use two fibers to
connect the sensor to minimigze connector back-reflections, in which case the
pover splitter wouuld be packaged with the sensor. .

Figure 2-1 also illustrates in a stepvise fashion the manner in which
broadband energy is transmitted through the system. One method of producing a
broadband (700 nm to 900 nm) source is to combine the output of multiple LEDs.
A vhite light source is another means of providing energy in the 700 to 1000 nm
region. However, serious consideration may not be given to this type of
source for applications that require the sensor interface to be mounted in a
high vibration and high temperature snvironment.

It can be seen from the diagram that the source spectral width must be
adjusted to accommodate the number of reflective tracks and guard bands on the
code plate. HMore than one LED may be required to illuminate a ten bit code
plate with guard bands. When considering the design of a code plats, & minimum
track width must be maintained to insure that a detectabls power level is
reflected to the demultiplexer. Guard bands must be scaled to minimize
crosstalk between channels while holding excess loss to a minimum.

Photodiode arrays or discrete photodiode receivers with the appropriate
pre-amplifier and post-amplifier circuits are used to detect signals coming
from ths optical demultiplexer. Trade-offs between detection techniques are
made in terms of size, sensitivity, stability with tesperature, dynamic range,
and circuit complexity. Standard decoding circuitry is used to translate the
Gray code pattern into a binary output.

Pigures 2-2 and 2-3 show current Litton linear and rotary sensor designs.
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2.1.2 Transmissive Approach

A disadvantage of the single fiber position sensor concept is the
sensitivity of the syst;m to light reflected back through the fiber by
connectors and the internal optical surfaces ok_;hn sensor. This problem may
be overcome by using a transmissive code plate and»a two fiber system, as shown
in Figure 2-4. Rather than reflecting the light, the code plate allows the
light of interest to be transmitted into another lens-prism-grating assembly,
vhich refocuses it into a second fiber. This approach will increase the on-off

ratio from 10 4B to over 20.

2.2 Rotary Speed

Rotary speed is sensed using a simple concept (ses Figure 2-5). Light is
transmitted from an optical fiber through a lens and onto a rotating surface.
As the surface rotates, reflective areas pass through the focused spot causing
intermittent reflection. The frequency of the returning waveform is
proportional to the speed of the wheel.

A two fiber rotary speed sensor is constructed using two lenses and a
transmissive wheel with intermittent opacity which causes the light path to be
interrupted at a rate proportional to the rotation of the wheel. This output

signal may be interpreted by an interface identical to that used for the

]
reflective approach.

2.3 Pressure, Temperature (Analog Sensing)

The greatest difficulty encountered in multimode analog sensing is how to
deal with source and system degradation without suffering loss of accuracy.
Once a calibration curve is established, any change that occurs in connector

and fiber loss, any change in LED output powver, or a change in detector Figures

7
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FIGURE 2-§5
Rotary Speed Sensor

Striped

wheel

\

optical fiber

When the light focused onto the wheel encounters a reflective area, it is retnmed
to the fiber and propagates through it.



sengitiwity, is interpreted as a change in the measurand.’ However, it is
possible to deal with this problem by using an appropriate reference scheme.

Most of these problems result in a nuliiplicativc effect on the signal - a
signal twice as great suffers twice as great I change in power level. This
problem may be remedied by using sensors which output two optical levels to
compensste for system changes.

The information provided in Figure 2-6 was collected from a WDM based
device that addresses th. problem of component drift. This device is based on
a techmique that compensates for LED drift in output power, changes in detector
sensitiwity, and changes in system optical attenuation. A translation of about
one half core diameter yielded a change in output of approximately 40 dB. By |
modifying the device slightly, this output range can be made to corru.pond to a
movemsat ©of one core diameter, or about .002" for 50 micron fiber. This is
roughly tthe linear range of the device, and pressure and temperature changes
must be ttangfomd into linear motion of this magnitude.

In one-fiber systems, problems associated with connector backreflection

lt.t to e pinimized.

2.3.1 Pressure

The sensor concept described above may be used to sense prc;luro. if a
diaphragm is used to actuate ths device, as shown in Figure 2-7. The mass of
the liskmge used to connect the diaphragm to the sensor device should be
ninimdend.

2.3.2 TEemperature
Tha fiber optic temperaturs msasurement techniquas discussed here take

three foxrms: optical .pyro-try. sansing thermal expansion of some material,

/0
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FIGURE 2-7

Pressure Sensor Concept
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and temperature dependent optical properties of thin films. BEach of theie
techniques is best suited to its own temperature range. .

Optical pyrometry is shown in Figure 2-8. The relative intensities at
different temperatures is given by Planck's bl;qkbody radjation lavs, modified
by the specific nature of the materials involved. ‘ '

Pigures 2-9 and 2-10 show temperature sansors vhich operate using thermal
expansion of some material. The setup pictured in Figure 2-9 uses the
expansion of a rigid rod. The amount of movement which results is dependent on
the length of the region subjected to the temperature and the thermal expansion
coefficients of the materials involved.

The system pictured in Figure 2-10 uses an hydraulic system to provide the
 actuation. "hese hydraulic systems can be designed to provide movement of up

to .050" or so over a couple of hundred degree range. The device required in

this sensor system needs to have a-travel of only .002" to .004".

2.4 Meeting UTRC Requirements
2.4.1 Linear Position

All of the linear position sensing requirements specified by UTRC have +
1% accuracy. This translates into a total accuracy range of 2I. Code tracks
are added for each binary bit of accuracy required. The 2X range requirement
falls between 5 bits (2.125%) and 6 bits (1.5625%). Therefore each linear
transducer can be accommodated using a 6 track code plate. It should be noted
that the code platn has a better resolution than required by the application.
This difference can be used to add stability to the interface circuit. The
difference between the code plate accuracy (1.5625% and the accuracy required
by the application (2.0Z), or 0.4375Z, can be used to set a differential

electrical threshold between a state coming on and a state going off. Rather

/3
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FIGURE 2-9
Thermal Expansion of Rod

Sensor

fiber optic output

reference + signal

high thermal
expansion ~
rod

>

temperature sensing area

Interface

-~ low thermal
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material

A movement of .002" can be expected to result from a sensor bar length of 1", given
. 8 200C range. The resulting output can be analyzed in the interface by ratio of power

at \q tothl!ltkz.

/5




 Typue Ty syy3uaganem yuasayyp om) 38 samod 34} Jo opux 3y Jup(e) £q avj1a)uy 3} U PIsuas 3q ued Ys
Pauapaasa Jupnsas aqy saqy ndjno agy 0y pagasyje sy gaqm ‘uojsid ® Jo JuawaAOW SISNED Py ® Jo uwojsusdxa [emuaq)

$3aniduojsyd I au0z amjesadway _

\ | _

S 10SUas _ b _
A — .—VO?—UUP- _

_ Py |

J0sudg amjesadwmay adAg-morrasay pmpg
01-¢ N2

/G



puuny  eew

- ey
V

than having a single threshold which makes the least significant bit
indeterminant for sensor positions right on the threshold, a differential
threshold creates a range which must be traversed in order to change states.
As long as this traversed range is less than 0.4375Z the accurnéy required by
the application (27) is not degraded.

The minimum length of a reflective code track in ‘the position sensor is
1.5 core diameters. Shorter tracks result in poor optical modulation,
compromising the function of the device. Without the use of a multiplier
technique (see Section 3.2), this minimum track length is the same as the
minimum state length.

The tightest accuracy specification indicated in the FADEC sensor table
(Appendix 1) is + .05 cm, or 500 microns. Full accuracy is therefore 1 mm.
This pbses no problem with either 100 micron or 50 micron core fiber.

Six tracks require a source spectral width of 80 nm using S0 micron core

fiber, and 155 nm using 100 micron core fiber.

2.4.2 Rotary Position

The accuracy required of this sensor is + 0.15Z. This can be accommodated
by & 9 bit device. Such a 9-bit device may be obtained in two ways.

The first way is to use 9 code tracks. Assuming S0 micron core fiber,
this requires a code plate radius >0.666 inches. The optical bandwidth
requirement is 110 nm.

The second way involves the use of a multiplier techniqua. By making two
duplicates of the finest track and reproducing sach out of phase with the
original, the resolution can be increased by a factor of 8. This increases the

number of tracks required to 10, but allows the reduction of the code plate

/1 .



radius to 0.333". The optical bandwidth required with this technique is 115

nm, assuming 50 micron core fiber.

2.4.3 Pressure ,

A stainless stesl diaphraga can easily give the required 2-4 mil. movement
over the given ranges, as shown in Figure 2-7. A 40-50 4B range of output must
correspond to ths full pressure range. This is no problem, given the
sensitivity of the wavelength modulation device and the pressure ranges
specified in the table. The accuracy specified (best = %+ 0.42) requires
recognition of a .15 dB change in ratio.

The time constants indicated by the table (some as fast as 3 ms) do not
appear to be a problem. Manipulating the diameter and thickness of the
diaphragm to obtain fast response time must be combined with damping to

minimize ringing.

2.4.4 Temperature

Both of the thermal expansion based sensors discussed here have the
disadvantage of high thermal mass. Time constants on the order of a second are
to be expected from such devices, and it is not obvious how to decrease this
valus to the 7 to 40 ms required hers.

Optical pyrometry is suitable for the turbine blade temperature sensor
(500-1500°C) requirement. Accuracy may or may not be a problem - further
testing is required to determine this.

Another possible method of sensing temperature involves the use of thin
films whose optical proparties vary over the temperaturs range of interest.
These films would be amanable to the same analog techniqus to clintnat;

dspendence on connector loss and/or source degradation. Such sensors would

/Y



require the development of special materials having optical properties tailored
to the specific sensing application. If such technology were used, the sensor
could be remoted from the high thermal inertia optical systems, and much faster

time constants could be expected.

2.4.5 Rotary Speed

If 10 reflective zones per revolution are used, a device capable of
registering éSO to 19000 + 7 rpm with an update time of 10 ms is no problem.
Discrete detectors are required, however, as the CCD circuitry is unsuitable

for applications involving frequency counting.

/9



3.0 INTERFPACE
The interface system consists of an optical system and an electronic

system. The two will be considered separately below.

3.1 Optical System

The optical system consists of a light source subsystem and a detection-
diamultiplexing subsystem.
3.1.1 Light Source

LED's, either alone or in banks, ars believed to be the most promising
Light source to be used with thess sensor designs.

Optical powsr budgets (see Section 4) are the major determining factor in
“he selection of fiber diameter for use in these devices. Fiber diameter, in
turn, determines the required spectral width of the sources to be used in these
systeas.

Six bit digital sensors using 100 micron core fiber require about 155 nm of
‘aptical cpcctnl width per device to function. At least two LED's must be
combined to give such a width.

If fifty micron core fiber can be used in these sensors, hovever, only
sibout 80 nm is required. This can be supplied by a single LED.

Analog sensors require only about 30 nanometers each if thay are 100 micron

©ore devices, and 15 if they use 50 micron fiber. A single LED can pover two

o five of these devices.

© 3.1.2 Optical Detection
The optical detection system may be one of three different configurations,

two of which involve iho use of a CCD array and the other of which uses a WDM

20
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with discrete detectors. The simplest CCD system uses a single fiber, lens-
prism-grating assembly, achromatic lens assembly (1:1 proj;ction system), and a
linear CCD array (see Figure 3-1). A sort of optical spectrum analyzer is
formed when a chromatic stripe created by the fiber-lens-grating assembly is
projected onto the CCD array.

The following power budgets depend heavily on the performance of CCD
detector devices. Experiments at Litton Poly-Scientific have yielded figures
for Thompson CSF model TH78062 linear CCD array. This array consists of 256 13
X 13 micron pixels in a linear arrangement. More ressarch on other devices
needs to be done to find an optimum device for these applications.

The responsivity of the CCD array has been determined to be linear with ..
the integration time over the range 2.5 ms to 27 ms. With the integration til;
set at 27 ms, a responsivity of 70 V/nW/pixel was measursd. This givos'the

folloving responsivities given the UTRC update time requirements:

Update Time Responsivity
(ms) (V/nW/pixel)

5 13

10 26

20 52

40 104

120 312

It is believed that a minimum signal of 0.5V is rsquired for reliable

detection. This corresponds to:

2/
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Update Time Min. Signal Req'd
(ms) —(pW/pixel)

5 38

10 19

20 10

40 5

120 2

Although the linear dispersion remains constant regardless of the diamater
of the fiber used to inject light into the optical system, the width of the
chromatic stripe projected onto the CCD array is proportional to the fiber
diameter. Since the pixels on the CCD device used in these tests are smaller
than the diameter of any of the fibers used, the power intercepted by each
pixel is roughly inversely proportional to the fiber diameter.

Calculating the resultant sensitivity in terms of pover/wavelength, we get

the following:

Sensitivity of CCD Arra W/nm

5 10 20 40 120 Update
time(ms)
50 94 47 25 12 4

100 187 94 47 24 8
fiber 200 374 187 94 48 16
diameter
(microns)

~ NOTE: Use of a CCD with greater pixel width (dimension

perpendicular to the direction of the chromatic stripe)
will certainly result in better performance and reduced
sensitivity to increase in fiber diameter. Exact (or even
reasonable) estimates of these effects are difficult
without testing such devices.
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A more complex system is pictured in Figure 3-2. Several fibers may have
the same spectral content and still be dispersed by the same optical system.
If a linear CCD with elongate pixels is used, only one fiber may transmit light
at one time, complicating the light source scheme and making it more difficult
to empover more than one leg with a given light source. However, if a CCD area
array vere used, all fibers might be on simultaneously without compromising the .
devics. '

On the other hand, if a reliable electro-optic or other switch could be
found, it might be possible to use the same LED source for a multiplicity of
sensors, making simultaneous reading of sensors unnecessary. Further research
in this area is planned for the future.

Figure 3-3 shows an interface concept which uses a fiber optic WDM and

" discrete detectors. Although six or seven of these detectors would be requirad
to decode only one digital position sensor, only two are necessary for an
analog sensor of the type discussed in 2.3.1.

Litton has built a prototyps rotary/linear position sensor system using a
WDM and discrete detectors. The rsceiver sensitivity was about -70 dBm, but
some problems with stability were noticed. At present, it seems necessary to
reduce the amplifier gain in this type of receiver to combat these
instabilities, so a sensitivity of -55 dBm is anticipated for this type of
raceiver.

Fiber optic WDM's made with different fiber sizes have similar insertion

_ lossas at peak wavelengths, but their channel spectral widths differ. These
valuas are approximste (using standard Litfon components).

I
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FIGURE 3-3
Discrete Detector Interface

input fiber
h

WDM

| ,'\24/... N

discrete detectors

Although i iis not recommended to attempt to multiplex multiple digital sensors using this
concept, wp to N/2 analog sensors may be multiplexed in this way.
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Fiber Siz~» Chsnnel Width'
200 micron 18 nm .
100 micron 9 nm
50 micron 4.5 nm

The sensitivity of systems using discrete optical detectors and differing

fiber diameters is given below.

Fiber Diameter Sensitivity
(microns) (pW/nm)
30 700
100 350
200 175

The spectral range of all three of these optical systems is approximately
300 nm, limited by the use of a 5 mm GRIN lens with a 1200 groove/sm grating.
Other optical systems might be used if this range is found wanting, or if

Jreater resolution is desired.

3.2 Digital Sensor Interface Circuits

A digital interface circuit is used with rotary and linear position
sensors as well as rotary speed sensors. As previously discussed, the code
plate has tracks which have reflective and non-reflective regions. The two
optical properties correspond to the two binary states, on and off. These
tracks are aligned such that at any given position the state of each track can
be detected and compiled to resemble some sort of code, whether it be Gray code
or binary code. There are several electronic configurations that can be used

for digital systems. They are discussed in the following sections.

27



3.2.1 Single Sensor Digital Interfaces Using a CCD Array -

The circuitry required for a single sensor digital interface using a
linear CCD array is shown in Figure 3-4. A breadboard version of this circuit
is scheduled for completion in September 1988. The code plate has tracks, sach
corresponding to a Gray cods channel. Rach track has reflective and mon-
reflective surfaces which correspond to "1's" and "0's". A broadband light
source is chromatically dispersed and then focused onto the code plate. Rach
Gray code channel roflecti & uniqus wavelength band of light back to a single
fiber. A lens-prism-grating assembly then separates the light on that fiber
back into individual channels of 1light which are projected upon a CCD afray as
shown in Figure 3-1.

A CCD array can be thought of as a row of detectors, each of vhich_has a
small active area (13 by 13 um in the present device). The CCD array presently
under consideration has 256 detectors (pixels). Since it would require a very
large package to have a connection to each pixel, the information from each
Pixel is read serially. Within the CCD, this is done by putting sach detector
in series with a capacitor. At the beginning of an integration cycle, the CCD
circuit charges all the capacitors to a certain voltage. During the
integration cycle, each d.tcctot'dischatgcs its respective capacitor at a rate
determined by the amount of light hitting the detector. At the end of the
integration cycle, the voltage on each capacitor is stored so that a sequantial
read of these voltages can take place. A shift register then sequantially
shifts out thase levels.

Each channel reflected from the codeplate takes up ssveral pixels of the
CCD array. In this design, we have chosen to look at only the pixel which
falls in the center of each channal. Thus, if we had 15 Gray code channels,
only 15 of the 256 CCD.pixnll would be used. Since the responsivity of the CCD

g
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array changes across the broad light spectrum, and the light spectrum itself is
not "flat" with respect to power, the reference/threshold circuit employs a
reference scheme vhich assures that each channel's state (1 or 0) can be
determined. A shift register converts ths serial Gray code output of the
reference/threshold circuit to a parallel output for the Gray to binary code
converter. The CPU interface and data latch circuits permit the user's CPU to
read data asynchronously. The controller functions as a timing and command
generator for tha interface.

A potential problea with this configuration could be that fixed reference
levels are used in deciding whether a pixel is on or off. If the CCD has
significant dark current increase over temperature, or the LED spectrum gshifts
over temperature, the reference level may no longer reside betwsen the on and
the off state. A large optical on-off ratio at the CCD array may allow for
substantial shift in on-off levels without violating the reference requirement.

Signal processing time may be another area of concern. The output signal
amplitude of a CCD array is directly proportional to the integration time.
Therefore, if greater signal amplitude is required, a long integration time
will be necessary, resulting in slow processing times.

Since this circuit has already been designed and a breadboard is being
built, an accurate parts count and area calculation was possible. The
following parts are necessary for this design: |

(9) Integrated Circuits
(2) Transistors
(2) LED's
(4) Diodes
(53) Resistors
(18) Capacitors
(1) Linear CCD Array
With present technology, the calculated power consumption of the

electronic interface is 6.6 wvatts. Three IC's in the circuit consume the
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greatest percentage of this power. At present, thase particular IC's are not
available in CMOS with extended temperature range. One ofithem will be
available in CMOS by December 1988. This will reduce the pover requirement by
1.5 watts. If the other IC's were to go to CMOS, a reduction of another watt
could be realiged. ,

With standard size parts (DIP packages and leaded components) and a tvo
sided circuit board, the estimated board area required by the circuit is 23.8
square 1nches; With surface mount technology (leadless chip éarriars. chip
resistors, etc.), and multilayer copper-invar-copper boards, the required area
would only be about 12 square inches.

Using the prozedures outlined in MIL-HDBK-217E, the mean-time-between-

failure of this circuit was calculated to be 2.2 years. If the CCD array were

~ left out, the MTBF would be 93.2 years. Since thare was no estsblished

procedure for calculating the reliability for a CCD array, it was assumed that
the CCD array was made of 13 individual PIN diodes, since only 13 pixels are

used in a ;2 bit system.

3.2.2 Single Sensor Digital Interfaces with Discrete Detectors

The circuitry required for a single sensor digital interface using
discrete detectors is shown in Figure 3-5. Litton Poly-Scientific has built a
prototype of this system excluding the CPU interface and data latch circuitry.

A broadband light spectrum is projected upon a code plate as previously
described. The returning light from the codeplate is demultiplexed by a WDM
such that the WDM has a separate output fiber for each channel. BRach output
fiber is routed to a separate receiver. The receiver outputs are then sent to
comparators with fixed reference voltages. A TTL level is seen at the output

of each comparator, corresponding to the state of a Gray code channel.
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The comparator outputs are routed to a Gray-to-binary code converter, and
then on to a data latch. The CPU interface makes sure that no data is read
during the sample period and that the latch is not updated during a read.

An advantage of this configuration is that its data refresh rate is faster
than that of a CCD configuration because a serial-to-parallel conversion is not
necessary. A dravback of this configuration is the size. Currently, the
slectronic circuitry and optics fit into a 8.5" x 10" x 3.5" box. Also, as
before, the reference voltages are fixed, perhaps making temperature stability
difficult to achieve. Multiplexing the detectors and reference voltages could
help reduce the size. At first glance, this would appear to be much like the
CCD configuration. However, in this case the detector circuitry is accessible
for temperature compensation, whereas in the CCD circuitry the pixel
multiplexing circuitry is in the chip, making it inaccessible.

Some development work is necessary in order to put an array of detectors
on a substrate with multiplexing and temperature compensation capabilities. It
is likely that the power consumption on the present prototype would drop from
10 watts to about 5 watts using such an array. The size requirement weuld be

similar to that of the CCD system.

5.2.3 Rotary Speed Sensor Interfaces

An interface circuit for a rotary spesd sensor could be configured as
shown in Figure 3-6. It is assumed that this interface would have an update
time of 10 ms, & maximum speed of 19000 rpm, a minimum speed of 650 rpm, and a
maximum error of 7 rpm. The 10 ms update time and minimum speed requirement
iandate that the code plate have one track with 10 on/off states around the
circumference as shown in Figure 2-5. As shown in Figure 3-6, the reflected

signal from the code plate would be detected with a pin diode detector,
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amplified, and differentiated. The differentiated signal would shov up as
spikes. The comparator would determine a valid leading cdie in the waveform.

N The digital output of the comparator would be sent to a 12 bit counter
vhich would count the number of pulses detected due to the movemant of the code
plate. There will be 10 pulses counted for every rotation of the code plate.
If an update time of 1 ms is used, a 12 bit counter is necessary to count the
number of pulses at the highest rotational spesd, 19000 rpm. Ths controller
resets this counter every 1 ms.

A maximum error requirement of 7 rpm at 19000 rpm mandates that the
maximum error of the timer must be less than +/- 1 us.

The lookup table converts the counted pulses to RPM in a format determined
by the user. The CPU interface controls the data latch according to the read
instructions from the CPU and the data ready instructions from the timing
circuit.

The circuit area required by this interface would be approximately 12
square inches with surface mount technology. Power consumption is predicted to

be about 3 watts.

3.3 Analog Sensor Interface Circuits

| Analog sensor systems perform analog operations on one or more light
channels. The analog systems discussed in this paper generally proﬁcas two
analog signals per sensor. This analog information is converted to a digital

word for input to a CPU. The following sections outline two slectronic means

for processing this analog information.
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3.3.1 Single Sensor Analog Interfaces using CCD Array;f

A block diagram showing the circuitry required for a single analog sensor
using a CCD array is shown in Figure 3-7. The signals that are to be processed
are projected onto a linear CCD array. A controller gensrates the integration
and readout timing signals for the CCD array. Since the two signals are
serially shifted out of the CCD, a sample and hold circuit is necessary for
both channels to be processed simultaneously.

The analog signal is converted to a digital word which is used to select a
valus from a lookup table. The lookup table is used to customize the interface
for a specific application.

The physical size of this circuit is estimated to be 9 square inches using

surface mount technology. Power consumption is predicted to be 3.5 watts.

3.3.2 Single Analog Sensor Interfaces Using Discrate Detectors

The circuitry required for a single analog sensor using discrete dctogtorl
is shown in Figure 3-8. Discrete detsctors simplify the circuit requirements.

In this system, the two signals are separated and directed via individual

fibers to individual detectors and amplifiers as shown in FPigure 3-8. Since
the two signals are read simultaneously, no sample and hold circuit is
necessary. Instead, the two signals are continuously processed by the analog
processor. The controller insures that the A/D conversion ti-n'rostratntl are
not violated. The lookup table and CPU interface functions were described in
the previous section.

This design shows more promise than the CCD version since it allows accaess
ﬁo the detectors for possible dark current compensation. Also, the update
speed could increase, since there would be no sensitivity vs. intagration time

tradeoff.
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The board area requirement for this design is predicted to be 7 squirc

inches with a power requirement of 2.5 watts.
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4.0 MULTIPLEXING
There are many possible topologies for multiplexing these sensors onto one

interface. The basic configurations are pictured in Pigure 4-1.

4.1 Optical Systea
4.1.1 Loss Valuas for the Various Optical Components

Optical losses encountered in the use of some optical components are

listed below.

Component Loss
Linear, rotary digital position 11 dB
sensor
50:50 Coupler 4 dB each pass.
WDM 4 dB

Analog Sensor
Moving mirror type 11 dB

Moving fiber type 5 dB
(2-fiber design)

NOTE: Moving fiber type analog sensors and transmissive (2 fiber)
linear and rotary transducers do not require a 50:50 coupler.

4.1.2 Loss Budgets for the Topologies Pictured in Figure 4-1

Por each of the figures, a specific set of fiber sizes was chosen and the
loss budget calculated for each of 3 applications - position sensors, rotary
spead sensors, and analog sensors (pressure or temparsturs). These figures are
to be used with spectral power densities corresponding to light source strength
and receiver sensitivity, as no filter factors are included to account for

channel spectral width.
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FIGURE 4-1

Schematic Diagram of System Composed of Severa! Sensors
Sharing a Common Interface
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FIGURE 4-1 (Cont.)

Schematic Diagram of System Composed of Several Sensors
Sharing a Commop Interface
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4.1.2.1 Transmissive (2 Fiber) Systems

Figure 4-1(a) Multiplexing: mul%ifibers onto 1 CCD
no «tfect on receiver sensitivity

Loss Budget '
Digital Position Rotary Speed éggigg
1 sensor 11 dB 4 4B 548
TOTAL 11 dB 4 aB , 5 dB
dynamic range* 0 0 0
NOTE: Any fiber diameter may be used in a system of this linplicity. as

loss is small and no couplers are present.

* Dynamic range is *he maximum signal from the brightest sensor minus the
maximum signal from the dimmest.

Figure b-le!

An array of couplers is used to split light from a single LED or bank of
LEDs into N sensors, each of which uses its own return fiber.

LOSS BUDGET
Digital Position Rotary Speed Analog
Power Split -101og(1/N)+24B -10log(1/N)+24B -101og(1/N)+2dB
(rough)
1 sensor 11 4B 4 4B 5dB
TOTAL 13-1010g(1/N) 6-101o0g(1/N) 7-1010g(1/N)
Dynamic Range 0 4B 0 4B 0 4B

NOTES: As asymmetric couplers are not required in this topology, no fiber
. diameter restriction exists other than those which may be dictated by
lower launch considerations. As a tapered bus can be used, equal
pover can be delivered to each sensor.

Y3



Rigure 4-1(c)

N sensors, each with its own LED, coupled onto a single return fiber.

LOSS BUDGET

Digital Position
1 sensor 11 dB

Asymmatric 348
«<oupler tap-on

LKoss due to use 6 dB
wf 200 micron fiber
with CCD array

TOTAL 20 dB
(closest node)
Dynamic range (N-1) (0.35 dB)*

®:Asymmetric coupler transit loss.

Figure 4-1(d)

Rotary Speed
4 4B

3a

6 dB

13 4B

(N-1) (0.35 dB)

N sensors sharing a common LED and return fiber.

LOSS BUDGET

Digital Position

Power split -10log(1/N)+248
A sensor 11 4B
MAsymmetric coupler 3 dB
€ tap-on)
Ross dus to use of 6 4B
200 micron fiber
with CCD

TOTAL 22-1010g(1/N)
Dynamic range (N-1) (0.35 dB)

Rotary Speed
-10log(1/N)+24B

4 4B
3 dB

6 dB

15-1010g(1/N)
(N-1) (0.35 dB)

¢

6 4B

14 a8

(N-1) (0.35 dB)

Analog
=10log(1/N)+2 4B

S dB
Jd

6 dB

16-1010g(1/N)
(N-1) (0.35 d4B)



Figure h-1(e)

N sensors, each with its own LED and return fiber.

LOSS BUDGET
Digital Position Rotary S Anslog
2X 50:50 coupler 8 dB 8 dB 8 dB
1 sensor 11 4B 4 dB 8 4B
TOTAL }9 dB 12 4B 19 4B
Dynamic range 0 dB 0 4B 0 4B

FPigure 4-1(f

N sensors, shaving a common LED but each with its own return fiber.

LOSS BUDGET
Digital Position Rotary Speed Analog
Power split -10log(1/N)+2dB -10log(1/N+2dB -10log(1/N)+2dB
2X 50:50 coupler 8 dB 8 48 8 dB
1 sensor 11 4B 4 4B 11 4B
TOTAL 21-10log (1/N) 14-101log (1/N) 21-101o0g(1/N)
Dynamic range 0 4B 0 dB 0 dB

¢5



Figue 4-1(g)

N sensors, each with its own LED, but sharing a common return fiber.

LOSS BUDGET . _
Digital Position  Rotary Speed |
2X 50:50 coupler 8 dB 8 dB
1 sensor 11 4B 4 dB
Asymmetric tap-on 3 a8 3d8
Loss dus to 200 6 dB 6 4B
micron with CCD
TOTAL 28 4B 21 dB
Dynamic range (N-1)(0.35 dB) (N-1)(0.35 4B)

Pigure 4-1(h

N sensors sharing a common LED and return fiber.

LOSS BUDGET
Digital Position Rotary Speed

Power split -10log(1/N)+2dB =10log(1/N)+2
2X 50:50 coupler 8 aB 8 aB
1 sensor 11 a8 4 4B
Asymmetric tap-on 34 34
Loss dus to use 6 dB 6 dB
of 200 micron
fiber with CCD

TOTAL 30-101og(1/N) 23-1010g(1-N)
Dynamic range (N-1)(0.35 dB) (N-1)(0.35 dB)

“

Analog
8 dB

11 a8
3d
6 dB

28 dB
(N-1)(0.35 dB)

Analog
-10log(1/N)+2dB
8 a8
11 4B
3 d
6 dB

30-1010g(1/N)
(N-1)(0.35 dB)
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4.1.3 Sample Calculations Involving Digital Code Plate Systems
Single fiber linear, rotary sensors

Topology: Figure 4-1(e)

2 X 50:50 coupler 8 dB
1 sensor 11 dB
19 4B
100 micron S50 micron
Min. launch density 0.78 uW/nm .125 uW/nm
(Texas Optoelectronics
TOX 0001)
Min. peak density into 10 nW/nm 1.6 nW/nm
interface
Sensitivity of 187 pW/nm 94 pW/am
" interface (integration
time = 5 ms)
Margin (dB) 13 12

Transmissive code plates (2 fiber systems) give 8 dB better performance
(see Pigure 4-1(a)).

According to the above, ten 100 micron core encoders can be powered by one
1ight source (see Figure 4-1 (£f)). These calculations need to be verified by
direct testing. Such tests are planned for the near future.
| If one were to use two fiber (transmissive) digital encoders, the
reduction of the loss by 8 dB would increase the devices's multiplexibility.
In the topology pictured in FPigure 4-1(b), 15, 100 micron or -50 micron core
encoders can be powered with a single light source. Figures h-lic). (4), (g),
and (h) shov multiple encoders multiplexed onto a single return fiber. It was
ciat.d in Section 3.1.1 that the required spectral width for a 6 bit digital
encoder is 155 nm for 100 micron core devices and 80 nm for 50 micron core.

This prohibits the multiplexing of more than one of the former or two of the

+7



latter onto one return fiber. However, in order to have sufficient pover

margin in this configuration, the update time must be increased.

4.1.4 Sample Calculations Involving Analog Systems

Topology: PYigure 4-1(e)

2 X 50:50 coupler 8 dB
1 sensor 11 dB
19 dB

100 micron
min. launch density 0.78 uW/nm
min. peak density into

interface (excluding
additional system loss,

such as from multiplexing) 9.8 nW
sensitivity of interface 187 pW/nm
margin 17 dB

Current Litton asymmetric couplers have the following characteristics:

50 micron fiber to 200 micron fiber loss
transit loss (including splice)

200 micron fiber to SO micron fiber loss

21

S0 micron

0.125

1.5 n¥W
94 pW/nm
12 dB

348
0.35 dB
16 dB

L



Moving fiber type: Figure 4-1(a)

1 sensor S5 dB
total 5 dB
100 micron 50 gjcron
Launch density .78 uW/nm <125 uW/nm
Min. peak density into 250 nW/nm 40 nW/nm
interface (excluding
additional system loss, .

such as from multiplexing)
Sensitivity of interface 187 pW/nm 94 pW/nm

Margin (dB) 31 26

Analog sensors of the type described above use 30 nm (100 micron core

~ devices) and 15 um (50 micron) each. This permits multiplexing 7 of the former

and 15 of the latter onto one return fiber (Figures 4-1(c), (4), (g), and {(h)).

4.1.5 Rotary Speed (see Figure 2-5)

The rotary speed sensor may have an insertion loss as low as 2-3 dB.
Hovever, multiplexing a number of these onto one return fiber requires a
wavelength bandpass filter, which increases the insertion loss by another 2-3

dB. If the bandpass filter were approx. 10 nm wide, approx. 20 of these can be

multiplexed onto one return fiber.

4.1.6 Multiplexing Onto One Return Fiber

When one incraases the size of the return fiber in a system using this CCD

detection device, a price is paid in sensitivity of the interface. Because a

1:1 imaging condition is required to match the numerical aperture of the fiber
with a lens system, and because the CCD pixels are smaller than the chromatic

stripe width, an increase from 50 to 200 microns causes a decrease in

¥



sensitivity of 6 dB, as well as a decrease in resolving ability, necessitating

an increase in spectral width required for each sensor to 60 nm for analog

sansors and ~270 nm for digital 6 bit dovicci, and ~400 nm for the rotary
position encoder, given the present optical ay;tn-. An optical ;ystnn using

200 micron fiber but giving resolution similar to that obtainable with the

present design using S0 micron fiber is possible, but would take up 16 times as

much board area.

NOTE: CCD devices with larger pixal siges should result in a greater usable
signal, as switching noise, a large part of the noise level in the
device, does not increass with pixel size. In this case, an increase
in fiber diameter should have an effect on the sensitivity of the
device which is only related to the dark current of the pixels, which
is generally less significant than switching noise. The only effect
should be a decrease in resolving ability.

On the other hand, using 50:50 or other couplers to combine returning
signals onto one smaller fiber is painful as well. Four dB loss per coupler is
to be expscted in this schems. If more than two sensors are multiplexed in
this way, it makes more sense to take one's lumps with the larger fiber in an

asymmetric coupler-based data bus format.

4.2 Interface Circuits for Multiplexing Sensors
There are a varisty of ways to electrically interface to multiplexed optic

sensors. Several configurations are outlined in the following sections.
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4.2.1 Multiple Sensor Digital Interfaces Using CCD Arrays

The circuitry for a multiple sensor digital interface using CCD array
technology is similar to that of the single sensor version shown in Figure 3-4
with a few exceptinns.

Since there would be up to 15 pixels per fibar and many fibers in the
system, a large number of reference voltages are required. The controller
would be more complex because it would require additional circuitry for
generating reference voltages.

The communications between the controller and CPU interface have to be
bi-directional in this configuration. This is necessary so that the CPU can
request vhich sensor it would like to look at. The controller would make sure
that the information from the desired sensor would shift into the register.
Upon conversion, the controller would tell the CPU interface that data is
ready.

The CCD array could be an area or linear array. If an area array were
used, one dimension could divide the channels while the other dimension could
divide the light spectrum within sach channel ai shown in Figure 3-2. lIf the
same integration time was used as that used in a single sensor interface, the
readout time on each pixel of the CCD array would decrsase because of the
increased number of pixels. This requires faster circuitry at the output of
the CCD array. A linear array could also multiplex the channels if it had
elongated pixels that formed a one-dimensional array with the same area as an
area array. In this case, there would have to be a separate LED bank for each
sensor and the controller would have to switch on one bank at a time so that
only one sensor would use the CCD array at any given time. As previously
discussed, the number of LED's in a bank could range from one to several,

depending on the power budget. The circuit board area requirement for a linear

57



CCD approach would depend on the number of multiplexed sensors. This is
because the LED bank count equals thas sensor count. For each additional
sensor, add approximately 1.5 square inches for LED bank space. The current
consumption is estimated as 7 watts since only one LED bank is on at a time.

If a twvo-dimensional CCD array were used, ths estimated circuit area is 15
square inches. The power requirement would be slightly more than the single

sensor version, probably 7 watts total.

4.2.2 Multiple Sensor Analog Interfaces Using CCD Arrays

The circuitry required for multiple analog sensors is similar to that
required for single sensors as shown in Figure 3-7. Linear or area arrays
could be used as described in the previous section. The CPU intotfacc‘vould
communicate to the controller to let it know which analog data to pass through
the sample and hold and A/D circuits. This configuration assumes that the PROM
lookup table would be the same for all the sensors, hance, all the sensors
would be the same type. Power consumption and size would be the same as that
for a single sensor interface. The only exception would be that if a linear
CCD array vwith elongated pixels were used, 1.5 square inches would be required

for each LED bank, necessary for operation for each additional sensor.

4.2.3 Multiple Sensor Interfaces Using Dircrete Datectors

Multiple sensor interfaces using discrete detectors would only be
practical for analog schemes. Digital schames require separate receiver
circuitry for each bit in each sensor. This would maks the size prohibitively
large.

As stated previously, the analog scheme requires only two detectors per

sensor. The multiple sensor interface architecture is shown in Figure 4-2. It
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would require a two channel analog multiplexer whereby tﬂu controller
determines which detector pair outputs will be connected to the analog
processor.

The board space required for this 1ntorfi§c'vou14 depend on the number of
multiplexed channels. JYor a four sensor system, the estimated board area is 16

square inchas with a power requirement of 4 watts.

5y



- ey g

== ™

S H'

3.0 UTRC Quastions -
1, Iypes of sensors: Which of the sensors listed in Tabio 1l can be

3.

4.

accommodated in the design? Which cannot? What optical sensing mechanism
is employed for each quantity?

Refer to Sectiom 2.0.

Signal compensation or calibration: Is the scnain; mechanism digital or
analog? If analog, then what compensation or referencing method is
employed?

Refer to Section 2.0.

Number of channels: How many sensors can share a single optical source or
receiver?

Refer to Section 4.0. (All sections)

Number of distinct sources: How many optical sources, light emitting
diodes or laser diodes, are required to service all of the sensors shown-
in Table 17

See Section 4.0 Digital encoders 2/LED, Analog sensors 10/LED

- All position sensors € 1 LED/1 sensor 20 LED's

- Assume 1 LED/10 analog sensors + 2 rotary speed sensors 2 LED's
(pressure, temperature)

22 LED's
Number of detectors: How many opticcl detsctors are required to service
all of the sensors shown in Table 1?7
See Sections 3.1.1, 4.2

- 1 CCD/20 position encoders 1
(20 fibers x encoders/fiber)

- 1 CCD/100 analog sensors A
(20 fibers x 5 sensor/fiber)
2

Number of fibers: How many parallel optical fibers are required to
service all of the sensors shown in Table 1?

See Section 4
2/position encoders .3/analog sensor
x 20 x 14
40 + 4.2 = 45

S8



10.

11.

12.

13.

14.

15.

I1/0 pincount: How wmany optical connector contacts are required to connsct

the FADEC to the optic sensors?
Ses Section 6

Optical pover margin: What is the optical power level of each source in

the design? What is the receiver noise level? What are the sensor and
link losses:

Sea Section 4.0.

Signal process time: How much time is required for the electronic
interface to compute the sensor valus? What is the bandwidth of the
analog portion of the receiver?

Ses Sections 3.1.2 & 3.1.3

°_°'_P_1L1§!‘ Bow many circuit elements (transistors, amplifiers, logic
elements) are in ths eslectronic interface?

Ses Sections 3.1.2 & 13.1.3

Electrical power censumption: How many watts of electrical power are
required for the imterface circuitry?

Ses Sections 3.1.2 & 3.1.3

1/0 circuit ayes: Estimate the circuit board area required for the
electro-optic interface. Specify where electro-optic hybrids or custom
monolithic integrated circuits could be used to minimize the size of the
interfaces.

See Sections 3.1.2 & 3.1.3

Weight: Estimate the weight of the electro-optic interface and the fiber
optic cable in the system.

Cable: 10g/mster Interface: 50 g mot including box

Reliability: Estimate the mean time to failure of ths electro-optic
interface based om the number of electronic circuit elements and electro-
optic components.

Ses Secticss 3.1.2 & 3.1.3

Redundancy: How would redundancy be implemented for the sensor network?
Combining 2-3 1ED"s via a couplsr to obtain a single source bank would

give a certain redumdancy for sams of the sensors (rotary speed, analog
sensors).

5¢



16.

17.

Maintainability: When the system fails, how are fau]:ts isolated? What
components would be repaired or replaced?

TRD

Availability or development schedule: Are all of the components in the
system availecble today in flight quality? What components are lacking?
What nev dvelopments are needed for this design?

Information pertaining to the dsvelopmsnt status of each component appears
in various sections of this report.
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Table 1.

APPENDIX 1

FADEC Sensor Sat

vith uniforn temperature specifications

Linear position
Linear position
Linear position
Linear position
Linear position
Linear position

~ Rotary position

Cas temperature
Cas tesperature
Fuel temperature
Turbine blade
temperature

Light off detector

Fuel flov
Fuel flov

. Gas pressure |
_Gas pressure

Cas pressure
Rydravlic pressure
Fuel pressure

Rotary speed

_Rotary speed

Vibration

Fluid level

Update
Tine Accuracy Range Anbient
S ms e/=-0.36ca O to 36 em =54 to 200
10 =s ¢/-0.26ca O to 26 cn =54 to 200
Sms ¢/-0.13¢ea O tolB cm «54 to 200
10 ms @/-0.09ea Oto9 ca =54 to 200
S ms e/-0.05ca OtoScm =54 to 200
10 =8 ¢/-0.0Sca Otodem -S54 to 200
10 =s «/= 0.2 deg O to 130 deg -54 to 200
120 ms «/-2C -S4 t0 260 C -S4 te 200
20 ns ¢/-11 C 0 to 1500 C 0Oto3S0C
120 =s /-3 C =54 to 180 C -54 to 200 C
20 =s «/=10 C SO0 to 1500 C =54 t0 350 C
20 as +-5% < 290 nn -54 to 350 C
. (optical vavelength)
10 ms,+/-100 kg/hr,200 to 6000 kg/hr, -S4 to 200 C
40 ms,+/-100kg/hr,5000 to 16000 kg/hr,-54 to 200 C
: (1 inch diameter)
10 ms  4/-4.0kPa 7 to B30 kPa =54 to 350 C
120 ms +/=1.0 kPa 7 to 280 kPa -S54 to 200 C
10 =s +/-40 kPa 35 to S000 kPa =54 to 350 C
40 ms «/-40 kPa SO0 to 8000 kPa -34 to 200 C
* 120 ms «/-40 kPa 0 to 6950 kPa =54 to 200 C
10 as  +/- 7 zpm 650 to 16000 rpm =54 to 200 C
10 =s +/- 7 tpa 1600 to 19000 rpm =34 to 200 C
120 ms  +/- 2.5¢ 0to50g =54 t0350C
(10 Bz to 1 kBsz) . .
120 =s +/-2X O0tolSem =54 to 200C

.
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1.0 Introduction
This report deals with possible avenues to pursue in' improving the state of
the art of WDM sensor technology as it applies to aircraft. The basic

techniques of WDM based sensors have been detailed in another report.

2.0 Overall Systes Considerations

In WDM based sensors a critical relationship exists between source launch
power spectral d.nsigy, system loss, sensor performance, demux dispersion and
receiver sensitivity. Improvement in any of thase conponcnﬁc not only enhances
overall system performance, but can also relieve requirements on other
components. '

Improvements are possible in each of the system elemants. It is not clear
in advance, however, how much improvement can be realized in any individual
system component. Therefore, in each of the following sections, elements will

be considered independently from one another.

3.0 System Configuration - Single Fiber versus Dual Fiber

Most of the sensors currently under consideration may be configured either

as transmissive or reflective devices. System diagrams corresponding to these

sensor types are compared in Figure A-3.1. '
Systems involving reflective (single fibar) sensors have couplers in them
which are not present in those involving transmissive sensors. This causes

about 8 dB of additional system loss which may be eliminated by the use of a two

fiber gransnissivc system.



Backreflection can also be a problem in reflective systems. Bidirectional
connexstions (those appearing in the single fiber portion of the link) can be a
source of back reflections which decrease the optical signal-to-noise ratio in
these systesms.

Transaissive systems, on the other hand, may have up to twice as much fiber
as eguiivalent reflective systems, and twice as many connectors. In addition,
the txansnissive sensors themselves are generally optically somewhat more
complex, requiring more optical elements. However, transmissive systems
elimfmate the coupler and the sensitivity to connector back tcflcctic_ml;

Rurther trade studies for specific applications should be performed to }

detezmiine vhere single or dual fiber configurations are most apbrop:iato.

4.8 Light Source

Since WDM based sensor devices operate over a large spectral band, light
‘seurcass having a large spectral width and high output power are required to
prouvidie adequate optical power in each channel over the spectral range of the
systam. In addition to being broad, the light source spectrum must be
ressamably smooth, having only gradual changes in spectral density over the
opexastting range. This provides for a more relaxed dynamic range requirement at
ths zsceiver. Lasers and SLEDs are devices with PWHM's of lcil than twenty
namommiters, and are therefore probably not suitable for these applications.

Tvo emitter types have sufficiently large spectral widths: LEDs and light
bulbs. LEDs with FWHN's of up to SO nm are availsble. Light bulbs have FWHM's
in excass of 1000 nm, but suffer in other areas, notably the low spectral power

density which can be coupled into a fiber and low reliability.
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LEDs have far better reliability (approximately three orders of magnitude
better), and can launch spectral power densities one to two orders of magnitude
greater than those possible with light bulbs. Although greater LED spectral
widths are needed, LEDs are the best existing broadband lightAsource available
for this application. '

Texas Optoelectronics T0X0001 LEDs launch 125 uW into 100 um core fiber and
20 uW into SO um fiber at 100 mA. This is a toiativnly low launch power, but is
compensated for by these LED's large (40 nm) FWEM. This gives a minimum launch
spectral power density of about 1.5 uW/nm into 100 um fiber and 0.4 uW/mm into
50 micron fiber, if the spectrum is used inside the 40 nm window.

Research into the possibilities of creating broadband LED devices 1is
currently being carried out. The use of dopants to create a multiplicity of
adj;cent bandgaps is being considered. This technique may result in some

decrease in output power, but should also result in a significant increases in

spectral width.

5.0 Sensor

In a spectrally dispersive optical system, such as the one used in Litton
sensors, the diffracted light forms a band in which a given photon's position
within the band is determined by its wavelength. Since this relation is linear,
the term "linear dispersion" has come to mean the constant given by di /dx, A
being wavelength, x distance.

Figure A-5.1a shows a transverse section through three code tracks, two of
vwhich are in the "on" state while one is in the “off" state. The haight of the
graph indicates the ratio of reflected power to power incident on the code

plate. Note that the code tracks are one core diameter wide.



Figure A-5.1b shows the smoothing effect of tpa.ﬁqnznro fiber size on the
spectral content of the output light.

Figure A-5.1c shows ﬁho output of the optical system (that incident on the
CCD array). Notice that the illuminated width has increased from one core
diameter (width of code track) to three core diameters. In order to avoid
crosstalk (in this approximation), the detector size must be smsller than the
length of the dark area shown in Pigure A-5.1c (here 1/2 core diameter).

The current performance limitations of the optical assembly revolve around
the spectral width requirements of the sensor. Currently, a 6 bit, 50 micron
system requires a significant power density over a 110 nm range, when LED
spectral shift over temperature is considered. Increasing the number of bits to
12 causes this value to change to 165 nm. Some possible remedies for this
problem are considered below.

Some decreases in spectral range requirements might be realized by partial
temperature control of the LED junction. An investigation into the trade-offs
between minimizing temperature control circuitry and minimizing thermal spectral
shift is indicated.

At present, the optical assembly which forms the basis for the rotary and
linear position sensors (digital code plate devices), the analog sensors, and
the demultiplexer is built around a 5 mm GRIN lens. The focal length of this
lens is a constant, invariable parameter which, when couplcd with the lystcn.
fiber diameter and the grating pitch, determines the spectral width required of
the light source systen.

The fact that this required source spectral width is for the digital
position sensors wider than that which can currently be provided by a single LED
has caused Litton to go through elaborate gyrations involving couplers and

multiple LEDs. Each additional LED has the effect of decrsasing the resultant



output spectral power density, because an increase in Ehe number of legs on a
given coupler increases the loss of that coupler. The tradeoff is shown in
Figure A-5.2.

If one were to decrease the spectral width of each bit to the extent that
one LED would have enough spectral width for”thé whole sensor, a 4 dB increase
in source power density would be realized. This increase should offset the
decrease in power used per bit which is due to the decreased spectral bit width.

One can also reduce the spectral width required by decreasing the grating
pitch. Cuirently, a practical minimum of 1/1800 mm exists, as more closely
spaced grooves generally are more difficult to configure with the correct blaze
angle, resulting in decreased grating efficiency. However, with hoiograph;c and
electron beam techniques combined with ion milling, it is possible that high-
efficiency pratings with much finer rulings may be obtained in tﬁe future.

Another alternative is to decrease the fiber diameter. Although this
results in the freedom to use tracks which are narrower and closer together,
requiring a smaller spectral width, there are disadvantages as well. Less
launch power can be coupled into smaller diameter fibers. Connector losses also
tend to increase. And finally, the use of nonstandard fiber may make the system
more difficult to repair, should the need arise.

The third option is changing the effective focal length of the focusing
element. There are many possible dispersive optical system designs which could
accomplish this, enabling a single LED to be used as a light source for a

digital position sensor using any fiber diameter, even allowing for wavelength

shift of 30 nm or so. -



A method of increasing the maximum operating tcn;nratuu of the optical
system to 200°C is currently being tested. If the jacket assembly problems (see
Sectien 7.0) can be overcome, the entire optical system will bo capable of 200°C
opexation. |

Another possible improvement of the systea is related to the code plate
itse2f. Gold has a reflectivity about 1 dB better than aluminum in the 850 nm
reglom, so code plate systems having gold code tracks would increase in on-off
ratie by that amount.

The reflectivity of the non-reflective areas of the code plate is currently
betwasn one and two percent. A decrease of this value by 3 dB or so can be
achiewsd by the use of state-of-the-art multilayer dielectric coatings, again

resulting in increased on-off ratio.

6.8 Destection

Fresently, there are two schemes for detecting the light returning from the

senser: discrete photodiodes in concert with a fiber optic wavelength division
'd-:lbiplixer, and a CCD array onto which is projected the returning spectrum,
whichk has been dispersed by a diffraction grating.

As light propagates through the optical system, its spectral power density
(see Saction 4.0) is decreased, according to the insertion loss of each device
threugh vhich it passes. This quantity, which may be conveniently measured in
p¥/mm, may be multiplied by the spectral width of each channel to give the total
optieml pover per channel. In systems using fiber optic demultiplexers, this
quantity of power strikes the corresponding photodiode and is converted into

electirical energy.
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In systems ﬁsing CCD arrays and optical projection, however, only part of
the light contained in each channel is actually utilized by the system. Since
each pixel intercepts a frantion of the light (the pixels being, in general,
somewhat smaller than a fiber diameter), the quantity of light striking each one
is a function of the spectral power density and the pixel sizes.

CCD devices are convenient for use in demultiplexer/detector systems
because they are available in linear arrays with spacing roughly compatible with
the output of the demultiplexer optical system. Howaever, they have not beesn
optimized to this application, and improvemeants to these devices are indicated.

The experiments performed to date have involved CCD arrays in which pixel
widths (dimension perpendicular to array) have either been very large (3.2 mm
for one device) or very small (13 um for another device). In the case where the
pixel dimensions are large, unused pixel area contributes to the dark current,
compromising the high temperature performance. When the pixel widths are small,
the decrease in signal level causes high temperature amplifier drift to become a
more significant factor. A CCD array with optimum pixel size' (about one core
diameter) would therefore improve the performance of the device.

One type of device has been tested at elsvated temperature with promising
results. A curve of dark current vs temperature was obtained, and indicates
that if the integration time is decreased to 5 ms or so, the device has about a
one volt operating range at 115°C, and with a small further decrease, 125°C
operation can be expected.

The amplifiers on the chip, however, have proven somsvhat less capable of

‘dealing with higher temperatures. Several devices failed during high

' temperature testing. It is believed that these amplifiers are at fault.

CCD arrays which perform over the target temperature range are possible to

develop, but the commercial CCD industry is reluctant to undertake the effort.



A PIN array integrated with individual preamplifiers is also possible.
This device would have the advantage of being readable in parallel, rather than
serially, as in the CCD. ..

Figure A-6.1 shows two possible types ;f'intcgtatod PIN circuitry.
Parallel access to the PIN's is possible by using separate amplifier circuits
for each channel. Alternatively, a single main amplifier may be used in
conjunction with electronic multiplexing to get a serial output.

If higher sonsitiQity is required, the use of APD's should be considered.

7.0 Optical Interconnsct

The optical interconnect is composed of the fibers, jacket ‘assemblies and
connectors used to connect the light source, sensor, and dcnultiplciing/docoding
circultry.

Asymmetric (non-reciprocal) couplers for use in fiber optic data buses have
been extensively developed at Litton, and no major advances in coupler
-_tochnology likely to improve the sensor interconnect performance are foreseen.

Connectors for use in single fiber interconnects, however, may be another
story, Problems involving the use of currently available connectors with
reflective sensors fall into two categories: lack of intermating repeatability
and high backreflection.

The cores of multimode optical fibers, although much larger than those of
singlemods fibers, are still quite small. A single speck of dust or other
offensive material can cause attanuations of several dB. This effect introduces
a practical repesatability problem even with ksysd connectors such as FC or ST
connectors. In addition, the use of thass connectors results in a large
fraction (approx. {OZ) of ths light incident on a connector-to-connector joint

being reflected back through ths fiber.
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This backreflection problem can be dealt with by index matching or physical
contact. By index matching is meant the introduction 6f a liquid or gel
material between the fiber faces so that no backreflection can occur.
Disadvantages of this are the possibility of migration of the material resulting
in a loss of index matching and an increase in backraflection, and contamination
of the material.

Physical contact means that the flat surfaces of the fiber ends are brought
into contact so that there is no intervening gap. The light propagates through
essentially as if there were only one unbroken fiber. A disadvantage of this
approach is the likelihood of destruction of the fiber faces if they chatter
against each other in a high vibration environment.

A possible method of overcoming these difficulties involves the use of
keyed, off-center lensed connectors as shown in Figure A-7.1. This kind of
connector should keep backreflections down to more than 25 dB below the signal
incident on a connector-to-connector joint. In addition, the optical loss of
the joint will be much less sensitive to particulate contamination, thereby
improving repeatability.

The technology required to develop this connector exists, and an effort in
this direction would improve the case for single fiber interconnects
considerably.

Obtaining cable assemblies capable of functioning with minimum loss over
wide temperature ranges has proven to be a nontrivial exercise. Although jacket
materials which do not degrade at temperatures from -55°C to 125°C are
available, two distinct problems have presented themselves.

The first is irreversible shrinkage when subjected to temperatures above
about 70°C. This is due to the speed of extrusion of the cable. Although the

manufacturer of the high temperature jacketing has expressed reluctance to



change the extrusion process, perhaps they could be 1ﬁapcod to do so, given the
proper incentive.

A second, more intractable problem is a result of the high coefficient of
thermal expansion characteristic of the materials involved. Since ths fiber
itself has an extramely low expansion coefficient, it is difficult to match this
with currently available jacket materials. As the temperature risas, tﬁnn, the
fiber is placed under tension, and as the temperature decreases, it is
compressed. These effects lead to microbending of the fiber leading to
increased loss. One possible solution to this problem, the use of service loops
in splice housings and couplers, has been ruled out becauss of size constraints.

An alternative jacket concept using composite rods as strength members is
currently under investigation. It seems promising, and may well eliminate both
of the thermal problems discussed above.

A development effort in this area is necessary for any rugged fiber
optic system to be used in an environment subject to large temperature swings.
The effort must be carried out by fiber jacket manufacturers, who are capable of

extruding jacket materials onto optical fiber.

8.0 Summary

Efforts to develop better temperature performance in fiber jacket
assenblies (necessary_for any fiber optic .sensor type), detector circuitry
capable of handling wide temperature ranges and having high reliability, and
broad spectrum LEDs are currently undervay. These efforts, in addition to work
on alternative optical assemblies for the sensors themselves, will enable WDM to

mature as an aircraft control system technology.
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FIGURE A-3.1 Reflective versus Transmissive Sensor Systems

Unidirectional connectors are those ihrough which light of

interest fiows in only one direction. Bidirectional connectors

have important light flowing in both directions, and are

therefore susceptible to backrefiection problems.
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Increasing the number of LED's to three resuits in an additional
2 dB decrease in output density.
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FIGURE A-6.1 Schemes for accessing a PIN array.

(b) shows how a serial output may be obtained by means
of a multipiexer betwsen amplitier stages.
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FIGURE A-7.1 Off-Center Lensed Connector Concept

in this approach, the light refiected from the lens
surfaces is focused to a spot some distance away
from the fiber. The two lens faces are antirefiection
coated to maximize transmission.
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