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ABSTRACT

Automated assembly of truss structures in space requires visiou-gt, ided servoing for gr_plug a strut when its

position and orientation are uncertain. This paper presents a methodology for efficient and robust vision-guided

robot grasping alignme,_t.. The vision-guided gra.sping prol_lem is related to vision-guided "docking" problems.
It differs from other hand-in-eye visual sm'voing pmlflems such _s tracking in that the distance from the target

is a relevant servo parameter. The methodology described ill this paper is a hierarchy of levels in which the

vision/robot interface is decreasingly "'i,llelligeut.'" and increasingly fast. Speed is achieved primarily by infor-
mation reduction. This reduction exploits 1.he use of regioit-of-iuterest windows in the image plane and feature

motion prediction. These reductions invariably require stringent `assunq)tions about the image. Therefore, at

a higher level, these assmnptions are w.'rified using ._lower. more reliable methods. This hierarchy provides for
robust error recovery in thai. wheu a Iow¢'r-h:w.q routine fails, the next-higher routine will be called and so on. A

working system is descrihed which visl,all.v aligns a robot to grasp a cyliudrical strut. The system uses a single
camera mounted o,i the end efDctm" of a robot and requires only crude calibration parameters. The grasping

procedure is fast and relild)le, with a mull i-hwe[ error recovery system.
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1 INTRODUCTION

Computer (or machine) vision, and th,, prol_lems associated with the fiehl, are familiar topics in robotics. While
solutions and approaches to static prohlems such as recognition, perception, calibration, and metrology have

flourished, there have hee,l relativelv few,.r t,'eatmeuts of dynamic issttes such ,as tracking a moving object and

visual servoing. Only within the past 5 years has computer technology advanced Io the point where the high-speed

requirements of these tasks can be illet.

There are two basic problems in dynamic machiue vision: object tracking and visual servoing. With tracking,

we are concerned with locating and tracking one or tnore, moving targets in one or more images. Applications
are in air traflgc control, military opet'atious, and industrial process control. The camera (or equivalent imaging

device) is usually considered stationary and the ollllmt is a real-time strea,n of target locations.

Closely related to tracking is vist,al se,'voing, where tracking is used to drive some system parameter to zero.
This could mean moving tho imaging device to tbllow a moving target or guiding a robot manipulator to a goal

position and orientation. Iti robotic visual servomg, common tasks include using machine vision as a secondary
position sensor (secondary to the robot joint ,,ucoders) awl visual alignment with au object.

Vision-guided aligmne,_t cau b,, apptivd Io such 1`a-ks a._ "docking" with an object and grasping an object. In



Figure1: Coordinationhierarchyofdecreasingreliability"andincreasing speed.

docking procedures, the robot end effector either is itself a docking mechanism or is holding one. The mechanism

is then visually guided to mate with the docking receptacle. In vision-guided grasping, the robot, manipulator is

visually aligned with an object so that mininaal reaction forces and torques result when the gripper is closed.

Thorough image processing invariably requires intensive co,nputation, which in turn requires time. Visual

servoing, on the other hand, requires a fast iuterl'ace between the vision and the robot. We do not generally have

the luxury of thorough image processing when it comes _o fast, responsive hand-eye coordination. These two
needs: rigorous image processitag and fast vision updates Io the robot are in direct conflict..

To solve this problem. _ mt,lti-layered s vs_e,u is presented This coordination syst.em contains elements of

both slow, thorough image processing and fast., less rugged image processing. The fundamental concept is that of

progressively verifying and taking atlvanta_e of more and more _sumptions.

The coordination architecture has layers of increasing knowledge at higher levels a,ld decreasing reliability at,

lower levels. A diagral,l of the relat.io,lships betweea the layers is shown in Figure l. This structure allows the

necessary assumptiotls to he verified at higher levels while providing a means for "'graceful degradation" from
low-level failures.
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1.1 Motivations

A proposed const.ructiotl of the NASA Space Snttiou Freedom involve.s a large truss structure composed of 2-5
meter struts and reconfigurable nodes. At. the Center for latelligent Robotic Systems for Space Exploration

(CIRSSE), we are interested in automaling 1.he as..sembl.v of these struts and nodes. This problem is studied using
a versatile robotic testbed. The CIRSSE test.bed consists of:

* 2 9-DOF robots (6 DOF PUMA + :_ DOF linear-track Aronson platform)

• 2 robot grippers equipped with force and cross-fire se,,sors

• 2 force-torque sensors for each roho,, wrist

. a pair of cameras mounted on o,_e of the roho,, grippers

o 2 stationary camer:ts

• & ]_ser scanller

The stationary cameras and laser scanner can give rough global pose information of the struts in the assembly

area. These pose esthnates are too rough for such operations as graspiug or i,lserring a strut. The arm cameras

provide a meaus for refiuiag the global pose estimat,.s of struts.
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Figure "2: CIR.SSE experimental robot testbed.
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Figure 2 shows tile CIRSSE experinaeutal robot tes_bed. Note tile camera pair mounted on the left robot.

Although the vision-guided grasping algorithm discussed ill this paper uses only one camera, the two cameras on
the arm allow for future research with stereo vision and vision-guided insertion of a strut into a node connector.

2 COORDINATION

Figure :2 shows a flow diagram of tit,, ¢oo,'ditlation systetn for strut recognition, visually-servoed alignme,_t, and

grasping. Square boxes represent sl.at,'s, roumled boxes represent operations, and arrows represent, conditional

execution flow. All operat.ions start from the Dead state, where little is assumed about tile environment. Two

primary flow paths are seen: Grab and Learn. Grab is t.he "'usual" operation of the system, while Learn is a

calibration phase which will be described later in this section.

Note that the strut gr_ping process only works if there is a single strut in the image. If more than one is
present, the operator must either select, one or ad.b,st the initial pose of the robot such that only one strut is seen.

Once a strut has been found, the program mttst insure that the strut is roughly vertical in the image (within :20*

from vertical). This is a requireme,_t for the pose esti,natiou technique discussed by Nicewarner. 1 Once aligned,

if the image-plane width of the strut is ttnexpected, the radius is estimated using the delta-position technique
discussed later in this section. If the radius is outside of the range for tl_e specific robot gripper, the strut cannot

be grasped and the process fails.

Once we are assured that the cam,_t'a image cotlt.ains a valid strut which is roughly vertical, we are ready to

visually servo to align for grasping. If a circuml','rentia[ fidttcial stripe is visible, the servoing gains are set such
that all 3 translation pose paramete,'s and two of the rota.tion parameters (rotation about the X-axis and Z axis)

= 7
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Figure 3: Coordination system for vision-guided grasping of a cylindrical strut.

are used. If a marker is not visible, the Y-axis lra.slation parameter cannot be used, so the servo gains are set

appropriately.

Once the servo process begins, if a failnrv occurs, the robot returns to a previous position where it saw the
strut last. If the servo fails there, the robot ilJow._s t,o the next previous position, and so on. After .V failures, the

program falls back to searching for a st,'l|t in the image.

The grasp process ends when the gripper succe._sfidly closes on the strut. The operator then must specify
what to do with the strut usiwlg an external l_ath-pi;mller to place the strut in a desired location or simply move

to the robot's "'hoine'" posilion.

The flow-diagram representatio|l of the coordin_ttion system is an accurate representation but is more difficult
to understand when attemptit|g to convey the basic operation of the system. The coordination system operation

can alternatively be thought of _s a series of phases. These phases are: learn, recognition, alignment, and

approach.

i



2.1 Learn Phase

Before vision-guided alignment call begin, tile target pose for the strut ill the camera space needs to be defined.

The target pose is defined by simply placing the strut ill the gripper and noting the pose calculated by the pose

estimator. This procedure is typically done only once ,as a calibration step whenever the operating conditions

of the robot change, such as camera parameters, camera location, lighting, or strut design. Since this is not a
time-sensitive t_k, computation restrictions are not necessary for the image processing.

In a typical learn session, the strut is placed in the gripper and the gripper is closed. An image is then snapped
from the camera and the strut is located in the image using the recognition algorithms described by Nicewarner. t

The pose is then estimated and saved t.o a file which is from then on loaded and used as the target pose for the
strut.
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2.2 Recognition Phase

Upon startup, the coordinator assumos nothitlg about the current image from t.he camera. First, an image is
snapped from the camera and the centroids (or blobs) are extracted. The centroid information not only tells tile
location of blobs, but also the second mon|ents of oach blob. These second moments can be used to obtain a list

of blobs which are "'long and thin."

Once the long aml thin blobs are extracted, collinear blobs are merged t.ogether because the fiducial circumfer-

ential stripes effectively split a strut into a group of co[linear cylinders. The merges are then noted ,as candidate
marker locations, to be later verified.

If no valid struts result fi'om this, t.he program t_ils because there are no struts it can see to be grasped. If

there is more than one strut in the image, the t+rogram fails as well because there is no criterion to choose an

appropriate strut to grasp. The program only colxtinues if there is one valid strut in the image.

Tile information so far can I)e usod tO crudely o'nter and align the strut vertically in the linage. As stated

before, vertical alignment is necessary for th,: pose ,,stintation algorithm. This rough alignment is done simply by

calculating the delta movement in the image piano for the marker and strut axis using the information given by

the strut recognition routine.

Tile next verification made is that I.he radius of the .-.'trut is within all expected range. Tile radius of the strut

can be estimated by observing the change in the image induced by moving the robot a certain distance towards
tile strut. If the radius projocted onto the screen at the first, position is rl and the projected radius at the second

position is r'2, the radius R can be del.ernlinod by similar triangles.

R rt (1)
dt f

-- = -= C2)
d". f

where f is the focal length of the camera and dr, d.. are the distances from the strut to the camera focal point at

tile two positions. Recognizing that ,1., = ,tt + .MI, we can solve these equations for R,

R= -- k r" -rl

Therefore, we call use the calibration of the robot tO move a given distance and calculate an estimate of the

strut's radius. If this strut is outsid_ of ;_tlXexpected range, tile program Jails because the object most likely is a

bogus object.
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Once the strut has been verified, th(- critical processing areas of the image are chosen. These critical areas are

called scan liT)es and are processed with a l-D edge detector for rapid pose estimation. Five scan lines comprise a

scan region (see Figure -I). These scan lines are either vertically or horizontally oriented to provide fast access to

the critical are_ of an image hy a computer. Two scan horizontally along the top and bottom of the screen for

edges. Two more scan vertically across rhe top and bottom edges to detect the end of the strut. The last scan

line vertically crosses the fiducial marker (if present.).

The scan line positions and scan ranges are chosen to minimize tile noise that might be encountered during

the alignment phase. The top and bottom horizontal scan lines are chosen to be ,as far apart ,as possible to ensure
more accurate pose estimations. The top and boll.ore cross scans are used to ensure that the top and bottom

horizontal scans are suMciently far from the end of a strut (if visible).

z_:

2.3 Alignment Phase

Tile alignment phase begins by rapidly processing the scaa lines for edges, or critical points. There are five critical
points: 2 on the fop horizont.al scan line, 2 on the bottom horizontal scan line. and 1 representing the mid-point

of the edges across the fiducial stripe. If some unexpected noise is encountered while scanning for critical points,

the scan ranges and scan line positions can be adjusted. It can be shown I that 5 of the 6 strut pose parameters
can be determined from only .3 critical points. The pose of the strut is computed relative to the camera. The 5

!
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pose parameters are:

1. Re - the tilt angle of the strut axis out of a plane perpendicular to tile optical axis.

2. R: - tile clockwise rotatio,_ of t.he strut about the optical axis, relative to the image plane y-axis.

3. T# - the horizontal displacement of either the strut marker or tile center of the strut from a vertical plane

through the optical axis.

4. T v - the vertical displacement of tile strut marker (if visible) from a horizontal plane through the optical
axis.

8. 7': - the distance ['l.'otlt tile camera lens to the center of the strut along the optical axis.

Note that R,j is ,rot available since t.he strut is rotationally symmetric. Ty is only available if a stripe is visible;
otherwise, o,_ly four parameters are used. Effectively, if no stripe is seen, the strut will be grasped arbitrarily

along the axis.

For the alignment phase, the robot cot|troller se,'voes all the parameters except 7".. to zero. The distance is

servoed to an optimal distance from the .sl.rttt. This distance is determined primarily by tile focal depth and field
of view of the camera.
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2.4 Approach Phase

Ideally, the aligtmlent pha.se coutd Ice cot_t+ituted all the way to t.he target pose. Because the image detail increases

as we get closer, the pose eStiluates becon+e more accurate, so we should expect our best performance when the
strut is grasped. In actuality, although the pose estimate errors do indeed decrease as the distance decreases, the

sensitivity of the critical point extractiot| process i,+creases. As the strut projection becomes larger in the image,
u,lavoidable mi||ttte "jerks" in the robot.'s move|ne,tt.s can cause the feature extraction process to fail.

To solve this problet||, the visual servo process halts when the last pose estimate is the "best." From there,

the robot, moves "'l_lindly'" _o grasp the strut. V',:eighing the relative costs of completely servoing versus the loss
in fault tolerance introduced by blind motion is discussed by Nicewarner. l

m
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3 IMPLEMENTATION

The vision-guided grasping systems discussed it* this paper was successfully implemented with the CIRSSE ex-

perime,ltal testbed shown iu Figure 2. The lavottt for CIRSSE computing resources used in this paper is shown

in Figure 5. There are three pritnary i_latforms: the UNIX host compt, ter, tile visiot_ VME cage,and the motion

control VME cage. The platforms are interconnected via an ethernet network.

A Sun -i comlmter is used as the [;NIX ho_t aud executes the high-level coordination software. The vision

VME cage contains:

• 1 .Motorola MV-I-17 processor

• 1 Motorola M\'-I:I;3 processor

• 8 special-purpose l)a_acube DSP board._
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Figure 5: CIRSSE testbed resource layout.

• interface to laser scaaner

m

Tile motion control VME cage contains:

• :2 .Motorola MV-147 processors

• 4 Motorola MV-135 processors

. interfaces to grippers and force-torque sensors

, interfaces to Unimation controllers

m

Both VME cages are running under the Wind R.ivers VxV','orks real-time operating system.

The necessary high-sl)eed co|nm||nications between the vision and motion control cages was implemented using

BSD UNIX datagram sockets ,as opposed to using standard stream sockets. Stream sockets buffer data packets
and insure reliable transmission. Datagram sockets have no such features and as a result are much faster yet

less reliable. In our huplementation, data packets are lost on occasion, in which cases the trajectory generator

assumes the pose of the strut relative to the camera has not changed. This could potentially lead to untimely
jerks in the robot motion when the transmissions are restored. However, since consecutive pose estimates are

relatively close together, no adverse effects are observed.
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4 RESULTS

Several experiments were performed to evaluate the performance of the vision-guided grasping system presented

in this paper. In one experiment, white cylinders of various diameters (8 ram, 16 ram, 22 ram, and 38 mm) were

used to test the pose estimation process with respect to the robot calibration. The results of this experiment are

discussed by Nicewarner. 1

Another set of experiments performed involved finding and grasping a strut, moving to "home" position, then

placing the strut randomly and repeating the process. This is perhaps the best measure of performance for our
system because it conveys tile reliability and repeatability of the process. With the completed system, around 100

trials were made. All were handled properly, meaning that if the strut was not visible in the starting image, the

program exited and if the strut was visible, is was successfully grasped.

i
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5 CONCLUSIONS

A multi-layered vision-guided graspiug system has been presented which successfully resolves the conflict between

rigorous image processing needs and rapid vision updates t.o the robot. This system coutains elements of both
slow, thorough image processing ;.tilt] l'a.sl, Io_S i'llgged image processing. The fundamental concept is that of

progressively veri_-ing nnd raking atlvanlage of more and more assumptions. The coordination architecture has
layers of increasing knowledge ;_I. hi_h,:r lev,'ls anti dccren.sing reliabilit, y at lower levels. This structure allows

the necessary ,'tsst, mptions Io be verifit,d at higher levels while providing a means for "'graceful degradation" from
low-level failures.

A two-level vision system for vision-guided grasping has been discussed which handles both high-level strut

recognition and low-level rapid strut pose estimation. The recognition is performed based on the moments of
inertia of the strut segment projections. The rapid pose estimatioa method described is unique for cylindrical

objects. It exploits the fact that only-1 edges on paralM scan lines are needed to estimate 4 of the pose parameters.

With the addition of a simple fiducial strip_ _ aromld the strut., we can estimate the 5 pose parameters necessary

for grasping the strut in a I_articular Ioc.at.iou along its axis. Tile pose estimation runs easily at frame-rate and is
reasonably accurate under a wide rauge of ope,'atiug conditions. The method is relatively insensitive to camera

model uncertainties and can be easily calibrah,d in a one-_tep procedure.

The overall design is mod_,lar so that. lower modules can be changed without significantly effecting the oper-

ation. This means that the vision-guided grasping sy._tetn can be ported to a different robot system and operate
in a different environ,neut. In atlditioll, the multi-layered architecture provides robustness and fault-tolerance--

qualities that are demanded of space-worthy systems.
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