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PREFACE

The Workshop on Harmonic Oscillators was held at the College Park
Campus of the University of Maryland on March 25 28, 1992. This
Workshop was mostly supported by the Goddard Space Flight Center of
the National Aeronautics and Space Administration.

The harmonic oscillator formalism has been and still is playing an
important role in many branches of physics. This is the simplest
mathematical device which can connect the basic principle of physics
with what we observe in the real world. The oscillator formalism is,
therefore, a very useful language in establishing communications among

(1) The physicists interested in fundamental principles and those
interested in describing what we observe in laboratories.

(2) Researchers in different branches of physics, such as atomic,
nuclear and particle physics, quantum optics, statistical and
thermal physics, foundations of quantum mechanics and quantum
field theory, and group representations for possible future theories.

The Workshop brought together active researchers in harmonic
oscillators in many different fields, and provided the opportunity for them
to learn new ideas and techniques from their colleagues in the fields of
specialization different from their own.

The Second International Workshop on Harmonic Oscillators will be
held in Mexico in 1993. The Principal Organizer for this important
meeting will be Kurt Bernardo Wolf of the Universidad Nacional
Autonoma de Mexico.
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INTRODUCTION

The harmonic oscillator is the basic scientific language for physics. It was Einstein
who predicted the existence of quantized energy levels using the harmonic oscillator
model for the specific head of solids. The role of harmonic oscillators in the

development of quantum mechanics and quantum field theory is well known. Indeed,
because of its mathematical simplicity, the harmonic oscillator model often precedes
new physical theories. It also acts as an approximation in many of the existing
theories.

Among the most respected physicists of our century, Paul A. M. Dirac and
Richard P. Feynman were quite fond of harmonic oscillators. It was Dirac who started
using harmonic oscillators for representing the Lorentz group. It was Feynman who
said that we should try an oscillator formalism, instead of Feynman diagrams, to
understand relativistic bound-state problems. Feynman's path integral formulation of
quantum mechanics is also based on harmonic oscillators. These two physicists have

left a profound influence on what we are doing now.

In spite of its past role, it is important to realize that we do not study harmonic
oscillators to learn the history of physics. Our major concern is the future of physics. Let
us look at one of the cases of what we are doing today. Since the development of
lasers in the late 1950's and early 1960's, the theory of coherent radiation has become
a major branch of modern physics. It is generally agreed that this new theory is more
or less the physics of harmonic oscillators or the study of the Lorentz group using
harmonic oscillators which Dirac pioneered (J. Math. Phys. Vol. 4, page 901, 1963).
Let us look at another example. The question of thermal excitations and the lack of
coherence is of current interest. Here also the basic theoretical tool is the harmonic

oscillator as Feynman noted in his book on statistical mechanics (Benjamin/Cummings,
1972).

In view of the past and present roles of harmonic oscillators in physics, it is fully
justified to develop new oscillator formalisms for possible new physical theories in the
future, even though their immediate physical applications are not clear. This typically
takes the form of constructing representations of groups using harmonic oscillators.
Developing a mathematical formalism before the birth of a new physical theory is the
most sacred role of mathematical physics. The theory of squeezed states of light is a
case in point. It was possible to construct this theory very quickly because all relevant
mathematical techniques were available when its physical idea was conceived. The
harmonic oscillator indeed occupies a very important place in mathematical physics.

The Workshop on Harmonic Oscillators was the first scientific meeting of its kind.

The Workshop was attended by many of the researchers in harmonic oscillators,
including those in atomic, nuclear, and particle physics, quantum optics, statistical
physics, as well as mathematical physics. It was also attended by many students who
are potential developers of new theories. Many interesting papers were presented.



There were many lively informal discussions. However, the Workshop was by no
means a perfect meeting. Many potential participants did not attend the Workshop
because the purpose of the meeting was not clear enough to them. Yet, those who
came to the Workshop have set the tone for future meetings in the same series. It is the
participants, not the organizers, who decide the success or failure of any given
scientific meeting. Indeed, the participants of the Workshop on Harmonic Oscillators
did very well, and well enough to generate the second meeting in the same series.
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QUONS 

AN INTERPOLATION BETWEEN
BOSE AND FERMI OSCILLATORS

O.W. Greenberg

Center for Theoretical Physics

Department of Physics and Astronomy

University of Maryland

College Park, MD 20742-_111

Abstract

After a brief mention of Bose and Fermi oscillators and of particles which obey other

types of statistics, including intermediate statistics, parastatistics, paronic statistics, anyon
statistics and infinite statistics, I discuss the statistics of "quons" (pronounced to rhyme

with muons), particles whose annihilation and creation operators obey the q-deformed com-

mutation relation (the quon algebra or q-mutator) which interpolates between fermions and

bosons. I emphasize that the operator for interaction with an external source must be an

effective Bose operator in all cases. To accomplish this for parabose, parafermi and quon

operators, I introduce parabose, parafermi and quon Grassmann numbers, respectively. I
also discuss interactions of non-relativistic quons, quantization of quon fields with antiparti-

cles, calculation of vacuum matrix elements of relativistic quon fields, demonstration of the
TCP theorem, cluster decomposition, and Wick's theorem for relativistic quon fields, and

the failure of local commutativity of observables for relativistic quon fields. I conclude with

the bound on the parameter q for electrons due to the Ramberg-Snow experiment.

1 Introduction

I start by reviewing the (Bose) harmonic oscillator. I want to emphasize that the commutation

relation,

[ai, a_]._ _ a,a_ - a_a, = 5,j, (1)

and the vacuum condition which characterizes the Fock representation

a 10) =0 (2)

suffice to calculate all vacuum matrix elements of polynomials in the annihilation and creation

operators. The strategy is to move annihilation operators to the right, picking up terms with a

contraction of an annihilation and a creation operator. When the annihilation operator gets to

the vacuum on the right, it annihilates it. For example,

(Olaflai2...ai,,a_m " t t.. aj2 ajl lO) = 6_,jm (Olai, ai2 ..... a,,__l a__l . uJ2-ta tjl IO)

t a t t t+(Olai, a,_'"ai,.__aj,.a., j__,'"aj2aj_ IO). (:_;)

5
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-Continuing thag Yeduc n, it is clear that this vacuum matrix element vanishes, unless the setrio
{il,i2,...,i,_} is a permutation of the set {jl,j2,'",jm} (this includes n = m). In particular, no

relation is needed between two a's or between two a t 's. As we know, it turns out that

[a;, aj]_ 0 t t= = [ai,aj]-, (4)

but these relations are redundant in the Fock representation. Also, only the totally symmetric

(one-dimensional) representations of the symmetric (i.e., permutation) group S,_ occur.

To construct observables in the free theory we can use the number operator, nk, or the transition
operator, nkt,

nk = nkk = at ak, nk, =atat. (5)

The commutation relation,

[nkt, at] - =6tm at, (6)

follows from Eq.(1). The number operator has integer eigenvalues,

nk(at)_rl0) = A/'(at)arl0). (7)

Using nk and nkl we can construct the Hamiltonian,

Y = _ eknk, (8)
k

and other observables for the free theory. The Hamiltonian obeys

[H,a]]_ = e,a]. (9)

Analogous formulas of higher degree in the a's and at's give interaction terms.

I want to pay special attention to couplings to external sources in the quon theory; in prepa-

ration for that I write the external Hamiltonian in the Bose case,

H_xt = __(j;ak + atjk), (10)
k

where jk is a c-number; i.e.,

[jk, a_]_ = [jk, j[]- = 0, etc. (11)

This satisfies the commutation relation

[H, xt,a_]_ = j;. (12)

Equations (9) and (12) state that H and H¢,t are "effective Bose operators" in the context of a

free theory with an external source. In particular, Eq. (9) and (12) imply

[n, at at,,t_ "" "at]_ = E e,ala], •• •at (13)
i

and

[H,_:t,a tat .aLl_ =Eat a t a t .. t ..at, (14)I_ 12 "" ll 12 l,_a.]l, ali+l "
i



so the energy is additive for a system of free particles. The general definition of an effective Bose

operator is that the Hamiltonian density commutes with the field when the points are separated

by a large spacelike distance,

[7"/(x), ¢(y)]_ ---, 0, Ix - Yl ---' _. (15)

This definition holds for all cases, including quons.

Everything I stated for the Bose harmonic oscillator can be repeated for the Fermi oscillator,

with obvious modifications. The commutation relation Eq. (1) is replaced by the anticommutation

relation;

[ai, a_]+ = aiaJ + a_ai = 6ij (16)

that, together with the vacuum condition which characterizes the Fock representation,

ail0) =0, (17)

again suffices to calculate all vacuum matrix elements of multinomials in the annihilation and

creation operators. For example,

(0lai, a, 2 ai.a_ t t.... •. %%10) = _,o,_(01(01a_,a_...... ai,,_,aJ,,,_, ai_ai,t * 10)

-(0la,% "ai,, ,atmai.at m , t 't..... _ _ , _ a_aj, lO). (18)

Continuing this reduction, it is clear that this vacuum matrix element vanishes, unless the set

{il,i2,...,in} is a permutation of the set {jl,j2,'",jm}. In particular, again no relation is

needed between two a's or between two a t 's. As we know, it turns out that

[ai,aj]+ = 0 = [a_,aJ]+, (19)

but these relations again are redundant in the Fock representation. Also, as we know, only the

totally antisymmetric (one-dimensional) representations of the symmetric group occur.

To construct observables in the free theory we again use the number operator, nk, or the
transition operator, nkt,

_k =nkk= 4a_, _k,= 4a,. (20)

The commutation relation

[n_,,at]_ = 6,m_L (2_)

follows from the commutation relation Eq.(16). The number operator again has integer eigenval-

ues; now, however, the number of particles in a single quantum state can only be zero or one,

since Eq.(19), which holds in the Fock representation, implies a t2i = 0,

n_(a_)_rl0)-- g_,ar(aIFrlO),ar-- o, 1 (22)

Using nk and nkt we again can construct the Hamiltonian,

n = _ eknk (23)
k
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k

where fk is an anticommuting (Grassmann) number,

[fk,ft]+ = [fk, ft*]+ = [fk,a,]+ = [fk, a/]+ = 0.

The external Hamiltonian satisfies the commutation relation,

[H,,,, a[]_ = ft*.

and other observables for the free theory. The Hamiltonian obeys

[H, a]]_ = eraS. (24)

Analogous formulas of higher degree in the a's and at's give interaction terms.

I again pay special attention to couplings to external sources; the external Hamiltonian in the
Fermi case is

(25)

(26)

(27)

The commutation relations Eq.(24) and Eq.(27) state that H and H_t are "effective Bose opera-

tors" in the context of a free theory with an external source. In particular, Eq.(24) and Eq.(27)

imply

[H,a_a t al, ]_ _ tat at (28)12"'" -" 2._ eiall 12"'"
i

and

[Hezt,a_la_2 ...aL]_ = y_ a_a_2a_,_,ft:a_,+, ...aL, (29)
i

so that the energy is additive for a system of free particles.

Notice that Eq.(2,5,6,8,9,13) for the Bose case are identical to Eq.(17,20,21,23,24,28) for the

Fermi case. Eq.(7,10,12,14) for the Bose case are analogous to Eq.(22,25,27,29) for the Fermi

case. Finally, Eq.(1,3,4,11) for the Bose case and Eq.(16,18,19,26) for the Fermi case differ only

by minus signs.

2 Generalizations of Bose and Fermi Statistics

As far as I know, the first attempt to go beyond Bose and Fermi statistics was made by G. Gentile

[1]. He suggested "intermediate statistics," in which up to n particles can occupy a given quantum

state. Clearly Fermi statistics is recovered for n = 1 and Bose statistics is recovered in the limit

n --+ c_. As formulated by Gentile, intermediate statistics is not a proper quantum statistics,

because the condition of having at most n particles in a quantum state is not invariant under

change of basis.

H.S. Green [2] invented a generalization which is invariant under change of basis. I later

dubbed his invention "parastatistics" [3]. Green noticed that the number operator and transition

operator, Eq.(5, 20), have the same form for both bosons and fermions, as do the commutation



relations between the transition operator _nd the creation and annihilation operators, Eq.(6, 21).

Green generalized the transition operator by writing

= (30)

where the upper signs are for the generalization of bosons ("parabosons") and the lower signs are

for the generalization of fermions ("parafermions"). Since Eq.(30) is trilinear, two conditions the

states are necessary to fix the Focklike representation: the usual vacuum condition is

akt0) = 0; (31)

the new condition

aka[[O) = p 5k,,p integer, (32)

contains the parameter p which is the order of the parastatistics. The Hamiltonian for free particles

obeying parastatistics has the same form, in terms of the number operators, as for Bose and Fermi

statistics,

g = _ e_n_, where, as usual [H,a[]_ = e,a[. (33)
k

For interactions with an external source, we must introduce para-Grassmann numbers which make

the interaction Hamiltonian an effective Bose operator. This is in analogy with the cases of external

Bose and Fermi sources discussed above. We want

=c;. (34)

We accomplish this by choosing Hext = Ekl rz,_t withJ_ kl '

Hi? -- (1/2)([c_,a,]+ + [a_,c,]+), (35)

where the para-Grassmann numbers ck and c_ obey

[[ck, cl]+,em]_ - O, [[c*k,a,]_,a_]_ = 25track, etc., (36)

and the upper (lower) sign is for parabose-Grassmann (parafermi-Grassmann) numbers. The

"etc." in Eq.(36) means that when some of the c's or ct's is replaced by an a or an a t, the relation

retains its form, except when the a and a t can contract, in which case the contraction appears on

the right-hand-side.

It is worthwhile to make explicit the fact that in theories with parastatistics states belong to

many-dimensional representations of the symmetric group. This contrasts with the cases of Bose

and Fermi statistics in which only the one dimensional representations occur.

I emphasize that parastatistics is a perfectly consistent local quantum field theory. The observ-

ables, such as the current, are local provided the proper symmetrization or antisymmetrization is

used; for example,

ff(x.) = (1/2)[(k(x),7_'f(z)]_ (37)

for the current of a spin-l/2 field. Further, all norms in a parastatistics theory are positive; there

are no negative probabilities. On the other hand, parastatistics of order p > 1 gives a gross



violation of statistics; for example,for a parafermitheoryof orderp > 1 each quantum state can

be occupied p times. A precise experiment is not needed to rule out such a gross violation.

Within the last three years two new approaches to particle statistics (in three or more space

dimensions) have been studied in order to provide theories in which the Pauli exclusion principle

(i.e., Fermi statistics) and/or Bose statistics can be violated by a small amount. One of these

approaches uses deformations [4, 5, 6, 7, 8, 9, 10, 11, 12, 13] of the trilinear commutation relations

of H.S. Green [2] and Volkov. [14]. (Deformations of algebras and groups, in particular, quantum

groups, are a subject of great interest and activity at present. The extensive literature on this

subject can be traced from [15].) The particles, called "parons," which obey this type of statistics

have a quantum field theory which is local, but some states of such theories must have negative

squared norms (i.e., there are negative probabilities in the theory). The negative squared norms

first appear in many-particle states: in the model considered in [5] the first negative norm occurs

in the state with Young tableau (3,1). It does not seem that the negative norm states decouple

from those with positive squared norms (as, in contrast, the corresponding states do decouple in

manifestly covariant quantum electrodynamics). Thus theories with parons seem to have a fatal
flaw.

The other approach uses deformations of the bilinear Bose and Fermi commutation relations

[16, 17, 18, 19, 20, 21, 23]. The particles which obey this type of statistics, called "quons," have

positive-definite squared norms for a range of the deformation parameter, but the observables

of such theories fail to have the desired locality properties. This failure raises questions about

the validity of relativistic quon theories, but, in contrast to the paron theories, does not cause a

problem with non-relativistic quon theories. (As I prove below, the TCP theorem and clustering

hold for free relativistic quon theories, so even relativistic quon theories may be interesting.)

Still other approaches to violations of statistics were given in [24, 25, 26]. An interpolation

between Bose and Fermi statistics using parastatistics of increasing order was studied in [27]; this

also does not give a small violation.

Yet another type of statistics, anyon statistics, has been extensively discussed recently, and

applied to the fractional Hall effect and to high-temperature superconductivity. For anyons, the

transposition of two particles can give any phase,

¢(1,2) = _'%(2, 1). (38)

In the form usually considered, anyons only exist in two space dimensions, and are outside the

framework I am considering. I will not discuss them further here; rather I give two relevant

references [29, 30].

3 The Quon Algebra

3.1 The q = 0 case

In their general classification of possible particle statistics, Doplicher, Haag and Roberts [31]

included bosons, fermions, parabosons, parafermions and one other case, infinite statistics, in

which all representations of the symmetric group could occur, but did not give an algebra which
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led to this last case. Roger Hegstrom, a chemist at Wake Forest University, suggested averaging

the Bose and Fermi commutation relations to get

aka_ -- _k,, ak]0) = 0. (39)

(Unknown to Hegstrom and me, this algebra had been considered earlier by Cuntz [28].) With

Hegstrom's permission, I followed up his idea and showed that this algebra gives an example of

infinite statistics. Consider a general scalar product,

(ark1 atk.lO), d "" "';p-,kmlO)). (4o)• . . p_lkl

This vanishes unless n = m and P is the identity, and then it equals one. From this it follows

that one can choose coefficients c(P) to project into states in each irreducible of S, and that the

norm will be positive,

[[ y_ c(P)atp_,k, a t•.. p_, .lo)ll > o; (41)
P

thus every representation of S,_ occurs. Note that there is no relation between two a's or two a s;

as before, the Fock vacuum condition makes such relations unnecessary.

To construct observables, we want a number operator and a transition operator which obey

[nk,a_]_ = 5_,a_, [nkt, at]_ = 5t,_a t. (42)

Once Eq.(42) holds, the Hamiltonian and other observables can be constructed in the usual way;

for example,

H = _eknk, etc. (43)
k

The obvious thing is to try

nk = atkak. (44)

Then

[nk, a_]_ = atkaka_ -- a_a tak. (45)

The first term in Eq.(45) is 6kta t as desired; however the second term is extra and must be canceled.

This can be done by adding the term Z, a_at_akat to the term in Eq.(44). This cancels the extra

term, but adds a new extra term, which must be canceled by another term. This procedure yields

an infinite series for the number operator and for the transition operator,

nkt a a,+ E ala a,a,+ E , t ,= at2atlakalaqat2 +,..

d tl ,t2

(46)

As in the Bose case, this infinite series for the transition or number operator defines an unbounded

operator whose domain includes states made by polynomials in the creation operators acting on

the vacuum. (As far as I know, this is the first case in which the number operator, Hamiltonian,

etc. for a free field are of infinite degree.)

11



For nonrelativistic theories,the x-space form of the transition operator is

pl(x; y) = ¢'t(x)¢(y) + f d3z_t(z)¢t(x)_(y)¢(z)

if- / d3 zld3Z2C(z2)_bt(zl )g't(x)c(y)¢(zz )_(z2) -t-..., (47)

which obeys the nonrelativistic locality requirement

[p,(x;y),¢t(w)]_ = _(y- w)¢t(x), and p(x;y)]0) = 0. (48)

The apparent nonlocality of this formula associated with the space integrals has no physical

significance. To support this last statement, consider

[Qj_,(x), Qj_(y)]_ = o, x ... y, (49)

where Q = f d'xjO(x). Equation (49) seems to have nonlocality because of the space integral in

the Q factors; however, if

_,(x),j_(y)l_ = O, x .._ y, (50)

then Eq.(49) holds, despite the apparent nonlocality. What is relevant is the commutation rela-

tion, not the representation in terms of a space integral. (The apparent nonlocality of quantum

electrodynamics in the Coulomb gauge is another such example.)

In a similar way,

[p2(x,y; y', x'), ¢t(z)]_ = _(x'- z)_t(x)pl(y, y ') + _(y'- z)¢t(y)pl(x, x'). (51)

Then the Hamiltonian of a nonrelativistic theory with two-body interactions has the form

1
g=(2m)-' f d3xV,'Vx,pl(x,x')Ix=x,+ f d3xd3yV(lx-yl)p2(x,y;bfy, x). (52)

[H, _t(zl)... _bt(z,_)]_ = -(2m) -1 _ Vz2, + _ v(Iz, - zjl)]¢t(z_)... _pt(z.)
j=l i<j

f d3xV([ x- zjl)g,t(z_) • • •Ct(z,_)p_(x, x').+ (53)
j=l

Since the second term on the right-hand-side of Eq.(53) vanishes when the equation is applied

to the vacuum, this equation shows that the usual Schrhdinger equation holds for the n-particle

system. Thus the usual quantum mechanics is valid, with the sole exception that any permutation

symmetry is allowed for the many-particle system. This construction justifies calculating the

energy levels of (anomalous) atoms with electrons in states which violate the exclusion principle

using the normal Hamiltonian, but allowing anomalous permutation symmetry for the electrons

[32].

In general, an arbitrary many-particle state is in a mixture of inequivalent irreducible repre-

sentations of S,,. If (.9 is any observable and k_ is any state, the cross terms between irreducibles

in the matrix element (ffJ]COlffJ) automatically vanish, since observables keep states inside their

irreducible representation of S,=.

12



3.2 The general quon algebra for -1 < q < 1.

The quon algebra,

aka_ - qatar, = 6kt, (54)

which is a deformation of the Bose and Fermi algebras and interpolates between these algebras

as q goes from 1 to -1 on the real axis, shares many qualitative features with the special case of

q = 0 just discussed. In particular, the quon algebra also allows all representations of S,,. This

algebra, supplemented by the vacuum condition

a_lO) = O, (55)

determines a (Fock-like) representation in a linear vector space. For -1 < q < 1, the squared

norms of all vectors made by limits of polynomials of the creation operators, a_, are strictly

positive[19, 20, 21]. Among other things, this means that there are n! linearly independent states

of n particles with distinct quantum numbers, and all representations of the symmetric group

occur. Also, as in the case of q = 0, Eqs.(54,55) allow the calculation of the vacuum to vacuum

matrix element of any polynomial in the a's and at's. As before, no commutation relation between

two a's or between two at's is needed. Further, in this case, no such rule can be imposed on aa or

ata t. The relation,

akal -- qalak = 0, (56)

between two a's which one might guess in analogy with the Bose and Fermi commutation rules

holds only when q2 = 1; and requires that q = +1 in Eq.(54); i.e., Eq.(56) can hold only in the

Bose and Fermi cases. To see this, interchange k and l in Eq.(56) and put the result back in the

initial relation. (Commutation relations between two a's or between two at's are also not needed

for normal ordering, i.e., to expand a product of a's and at's as a sum of terms in which creation

operators always stand to the left of annihilation operators. Wick's theorem for quon operators

is similar to the usual Wick's theorem; the only difference is that the terms acquire powers of q.

I gave the precise algorithm in [33].) As q approaches -1 from above, the more antisymmetric

representations become more heavily weighted and at -1 only the antisymmetric representation

survives. As q approaches 1 from below, the more symmetric representations become more heavily

weighted and at 1 only the symmetric representation survives. Outside the interval [-1, 1], the

squares of some norms become negative.
Now I discuss the construction of observables both without and with an external source.

Without an external source, one again needs a set of number operators nk such that

Like the q = 0 case, the expression for nk or nkl is an infinite series in creation and annihilation

operators; unlike the q = 0 case, the coefficients are complicated. The first two terms are

nkl ata_ + (1 q2)-1 x-",at t= - 2..,( tak - qatka_)( a'at - qata,) +" ". (._s)

13



Here I gave the transition number operator nkt for k _ I since this takes no extra effort. The

general formula for the number operator is given in [22] following a conjecture of Zagier [19]. As

before, the Hamiltonian is

H = __, eknk, with [H,a_]_ = eta 1. (59)
k

For an external source, it is crucial to insure that He:_t is an effective Bose operator. In order to

do this, one must choose the external source to be a quon analog of a Grassmann number, i.e., to

obey

CkC_[-- qc_[ck = 0; cka_ -- qa_ck = 0; akc_ -- qc_ak = 0. (60)

Then He_t must be chosen to obey

[H_,t,a[]_ = c_[ (61)

For example, for q = 0, the first two terms are

U¢_, = Z(c*kak -t- a_ck) + Z Z att(cka k. + alck)a _ + "" (62)
k k t

For the general case, I give the first two terms of -ktr-r_t,subject to

[u_t .tl * (63)-l.tkl , t_mj-- : _lrnCk

and hermiticity, (Hfft) t = Hff',

H_:_' * a_ct (1- q_) -'k, = ckat -t- + _(a_c* k -- qc*ka_)(atat -- qa_al)
t

+ )--_(1 - q2)-l(a_a_ - qa_a_)(ctat- qatc,) +... (64)
k

If, instead, we incorrectly choose He_t = Ek(j_ak + atjk), where j is a c-number, then the energy

of widely separated states is not additive,

t t • atn _n-l_t .t -*H_,tak, ak: '' "atk.lO) = [J_latk_ '''a_,, + qa_,3"_, "'" + ....."U _'k_ J_.]10) (65)

Although this point is transparent for the case of fermions where powers of negative one replace

powers of q in Eq.(65), it seems to be less clear in the quon case. Because this point was not

recognized, the bound on validity of Bose statistics for photons given in [34] is incorrect.

Again one- and two-body observables can be constructed from pl(x, x) and p2(xx, x2; Y2, Y_).

The formula for n can be translated into a formula for pl, and at least the first non-trivial term

is known for P2. With these, a valid nonrelativistic theory of identical particles with (small)

violations of Fermi of Bose statistics can be formulated [35].

The condition that observables must be effective Bose operators leads to conservation of statis-

tics which states that all interactions must involve an even number of fermions or para-fermions

and an even number of para particles (except for cases in which p para fields can occur when the

order of the parastatistics is p)[36]. I expect that conservation of statistics must also hold for

quons and, in particular, that a single quon cannot couple to normal fields [37]. I plan to discuss

the conservation of statistics for quons in detail elsewhere. I have discussed the simple case of a

single oscillator elsewhere[33], so I will not repeat this discussion here.

To summarize, all irreducible representations of Sn have positive (norm) 2 in this interval.

As q ---* +1 the more symmetric (antisymmetric) irreducibles occur with higher weight. At the

endpoints, q = -t-1, only the symmetric (antisymmetric) representation survives.
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4 The quon algebra in the presence of antiparticles

The pattern is established by discussing the spin-zero case. Since

1 dak e_ik. _ .¢(x)- [_(b_ + d_'k'),
(2.-V/_J

(66)

i dak ik • "
Ct(x) - [ _(dke- ' + bte'k'*),

(2_-)_/_ d V ,,Wk
(67)

wk = k ° = x/k2+ rn 2, to preserve charge conjugation symmetry one should supplement the

commutation relation for the b's and bt's by

dkd_ - qd[dk = 6kl, (68)

dkb_ - qb_dk = O, (69)

With this choice, the positivity of the norms is preserved in the presence of antiparticles. If,

instead, one chooses the x-space relation,

¢(x)¢t(y)- qCt(y)¢(x) = F(x- y) = vev(lhs) (70)

then one finds the usual quon commutation relation for the b's, but

dkd[ - q-ld[dk = 6ki (71)

for the d's. Since Eq.(71) gives positive norms only outside Iql < 1, this choice is inconsistent. In

[39, 40] this last choice has been argued to imply breaking of charge conjugation invariance.

It is amusing to note that the TCP theorem and clustering hold, at least for free quon fields,

despite the failure of locality [33].

5 Experiments

In a conference devoted to issues related to harmonic oscillators, it is worthwhile to make some

comments about the experimental relevance of the quon oscillator. The quon oscillator provides

a parametrization of possible small departures from Fermi or Bose statistics. The simplest way

to detect small violations of statistics is to find a state which either Fermi or Bose statistics

would not allow. For Fermi (Bose) statistics, this would be a state in which identical particles are

not totally antisymmetric (symmetric). The path-breaking high-precision experiment of Ramberg

and Snow[41] searches for transitions to a state in which the electrons of the copper atom are

not totally antisymmetric. The failure to detect such transitions (above background) leads to the

following upper bound on violation of the exclusion principle,

I 12 12p_ = (1 -/32)p_ + _j3 p,, _3 _< 1.7 x 10 -28, (72)
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P2 is the two-electron density matrix, P_(s) is the antisymmetric (symmetric) two-electron density

matrix. For two electrons in different states P2 can be expressed in terms of q of the q-mutator as

p_ = _(1 - q)p_ --t- (1 d- q)p,, (73)

so the Ramberg Snow bound is

0 _< (1 + q)/2 <_ 1.7 x 10 -26. (74)

A high-precision experiment to detect or bound violations of the exclusion principle for electrons

in helium is being conducted by D. Kelleher, et a1.[42]

I conclude this 1)rief discussion of experimental bounds on small violations of statistics by

remarking that there are three types of such experiments: (1) to detect an accumulation of

particles in anomalous states, (2) to detect transitions to anomalous states and (3) to detect

deviations from the usual statistical properties of many-particle systems. Here and in [8] type

(2) experiments are discussed, because they allow detection of single transitions to anomalous

states. Type (1) experiments require detection of a small concentration of anomalous states in a

macroscopic system; for that reason they are generally less sensitive than type (2) experiments.

I have not analyzed type (3) experiments; however it seems likely that they will fail to provide

high-precision tests for the same reason that type (1) experiments fail: it will be difficult to detect

the modification of the statistical properties of a macroscopic sample due to a small concentration

of anomalous states.

6 Summary

The quon oscillator serves as an interpolation between Fermi and Bose statistics. This interpo-

lation preserves positivity of norms and the non-relativistic form of locality, but fails to allow

local observables in a relativistic theory. Nonetheless, the TCP theorem and clustering hold in

relativistic quon theories. Terms in the Hamiltonian for both self-interacting systems and systems

interacting with an external source must be effective Bose operators in order for the additivity of

the energy for widely separated subsystems to hold. The quon theory provides a parametrization

of possible deviations from Bose or Fermi statistics.
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Abstract

For a general Hamiltonian appropriate to a single canonical degree of freedom, we char-

acterize and define a universal propagator with the property that it correctly evolves the

coherent-state Hilbert space representatives for an arbitrary fiducial vector. The universal

propagator is explicitly constructed for the harmonic oscillator, with a result that differs

from the conventional propagators for this system.

1 Introduction

Canonical coherent states, and the coherent state propagator they engender, have been around

for over three decades. 1-3 In essence, their construction is simplicity itself. Let P and Q denote

an irreducible pair of self-adjoint neisenberg operators satisfying [Q, P] = i(h = 1), and let

]P, q; rl) = e-lqP elVQ]rl)

denote a family of normalized states defined for a fixed fiducial vector It/), (r/It/) = 1, and for all

(p, q) E R 2. These states are the canonical coherent states and they admit a resolution of unity
in the form

J lP, q; r/)(p, q; rlldpdq/2r I,

for any 17/), when integrated over all phase space? These states lead to a representation of Hilbert

space H by bounded, continuous functions,

_n(P, q) = (P,q;r/l¢),

defined for all 1¢) E H, that evidently depend on the choice of It/), although that dependence is

often left implicit. An inner product in this representation is afforded by

/"(Club) = ¢n(p,q)¢n(p,q)dpdq/2r,

an integral which removes all trace of the fiducial vector 17).
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1.1 _ Pr0pdtgatbr_ _-

The abstract SchrSdinger equation

i0¢ )= 7 10)

involving the self-adjoint Hamiltonian 7"/, is formally solved with the aid of the evolution operator
U(t) = exp(-it_), namely

I¢(t")) =
In a coherent-state representation the evolution is effected by an integral kernel

K,(p", q", t"; p', q', t') - (p", q"; q'; ,7)

in the form

¢,(p", q", t') = ] K,7(p", q", t"; p', q', t')¢,(p', q', t')dp'dq'/2rr .

Clearly, It', depends strongly on the fiducial vector as does _.,,.

Our goal in this paper is to formulate a universal propagator K(p", q', t'; p', q', t'), a single

function independent of any particular fiducial vector, which, nevertheless, has the property that

¢,(p",q",t") = f K(p",q",t";p',q',t')¢,(p',q',t')dp'dq'/2r (1)

holds just as before for any choice of fiducial vector.

The functions K, and K are qualitatively different as is clear from their behavior as t" _ t'.

In particular

lim K,7(p",q",t";p',q',t' ) = (p",q";rllp',q';rl) (2)
ttt....t:

which clearly retains a strong dependence on the fiducial vector. On the other hand, if (1) is to
hold for any r/, we must require that

lim K (p", q", t";t.-.t, p', q', t') = 2r_(p"- p'),5(q" - q') . (3)

Next let us turn our attention to a suitable differential equation satisfied by K, and K. It is

straightforward to see that

(,0)-_qq (P, q; r/Ig") = (p,q;711P[¢),

(q + i_p) (p,q;rll¢) = (p,q;rllQ[¢)

hold quite independently of 17/). Thus if 7/ = 7-/(P, Q) denotes the Hamiltonian it follows that

SchrSdinger's equation takes the form

i_¢,(p,q,t) = (p,q;rllT-l(P,Q)l¢(t))

= 7-{(-i_-_,q + i_--_)¢,(p,q,t)

2O



valid for any mr]).3 The propagators are also solutions of Schrhdinger's equation so it follows that

q,t;p',q',t') = T{(-_-_q,q+i )K#(p,q,t;p',q',t'),
(4)

where K# denotes either K, or K. What distinguishes which function is under consideration is

the initial condition (at t = t') of the solution, namely, either (2) or (3).

When K, is under consideration, the operators -i0_ and q + i_ refer to a single degree of

freedom made irreducible by confining attention to the subspace of L2(R 2, dpdq/2rr) spanned by

¢,(p, q) for a fixed Jr]) and for all ]¢) E H. This restriction is implicit in K, because as t" _ t'

the resultant integral kernel (p", q"; rTIp',q'; rl) is a projection operator onto the subspace of an

irreducible representation.

1.2 The Universal Propagator

In contrast to the former case, when the universal propagator K is under consideration the resul-

tant Schrhdinger equation (4) is interpreted as one appropriate to two degrees of freedom. In this

view yl = q and y2 = P denote two "coordinates", and one is looking at the irreducible Schrhdinger

representation of a special class of two-variable Hamiltonians, ones where the classical Hamiltonian

is restricted to have the form He(p1, ya -p2), rather than the most general form Hc(px,p2,yl, y_).

In the case of K, and based on the interpretation described above, a standard phase-space path

integral solution may be given for the universal propagator. In particular, and for a sufficiently

wide class of Hamiltonians, it follows that

K (p", q", t"; p', q', t') = M f ei f[_:f'+k_i-u(k'q-_)ldt:DpT)q_DkTPx .

Note that "x" and "k" are "momenta" conjugate to the "coordinates" "p" and "q", and also that

the special form of the Hamiltonian has been used. In the standard phase-space path integral there

is always one more (k, x) pair of integrals compared to the (p, q) family, and the (k, x) integrals are

unrestricted. This situation is made explicit in the regularized prescription for the path integral

given, in standard notation, by

K(p",q",t";p',q',t')

L_oo

L L

× H dpedq, I-[ dke+_dxt+_ / (2r) 2'
t= 1 l=0

where PL+X, qL+l = P", q", po, qo = P', q', and where (L + 1)e = (t" - t') is held fixed. Let us first

change the variables xt+ _ _ xt+ _ + (qt+l + qt)/2, followed by a second change zt+ ½ _ -xe+ _.

The resultant regularized path integral reads

K (p", q", t"; p', q', t')
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/ . L 1= l)_m° 27r -.. e'_tffi°h(q_÷'+q_)(P_÷_-Pt)+_÷_(q_+'-_)-_+½(P_÷'-P_)-'_(k_+½'_÷½ )]
L_

L L

x 1"I dptdqt l'I dkt+_dxt+_ / (2r) 2,
t=l t=O

or the formal path integral is given by

K (p", q", t"; p', q', t') = M f e' f [qi_+kq-*i_-n(k'*)]dt:Dp:Dq:Dk :Dx , (5)

which is our final expression for the universal propagator in the present case. From this formula

it is clear that the dependence on p" and p' is always of the form p" - p_, and the dependence on
1 t II

q" and q' is always of the form q" - q' save for the universal phase factor _(q + q')(p" - p'). In

other words,

K(p", q", t"; p', q', t') = F(p" - p', q" - q', t" - t')ei½ (q''+q')(p''-p')

for some function F. Of course, if 7-( depends explicitly on time then F is not simply a function

of the time difference t" - t'.

2 Examples of the Universal Propagator

2.1 Vanishing Hamiltonian

Let us evaluate the universal propagator in three soluble examples. The simplest case is that of a

vanishing Hamiltonian which leads to

K(p",q",t";p',q',t') = M f e i f[qi_+kq-_f_ldtOp:DqT_kDx

= Nfe'fqi'd*,5{O},5{p}Z)pVq

= 2r6(p"- p')8(q"- q'),

where the normalization follows from the initial condition. Evidently this is the correct result.

2.2 Free Particle

The next case is the free particle where 7"l(k, x) = k2/2rn. In this event

K (p ", q", t"; p', q', t') = M f el f (qi_+kq-_f'-k2 /2rn)dt:DpT)q_k Dx

= A/'f eif(qf'+_O2/2ldt_{[_}:Dp_Dq

/ 2rm p,)eim(q,,_q,)2/2(t._t, )
= Vi(t-;;,zi, )6(p'-
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2.3 Harmonic Oscillator

The last case we consider is the harmonic oscillator where _(k, x) = (k s + w2x2)/2. Now

K(p", q", t"; p', q', t')

= M f eif[qP+kq-_rf'-(k2+w_x2)/2]atDpDq79kDx

-- A/" f e i f[qi_+(#2+_2/J)/2latDpDq

1 r I ,,
= (2i)-'csc(wT/2)exp(i{l(q"+q')(p" p,)+_cot(wT/2)[Z(p-p')2+w(q"-q')2]})

(6)

where T -= t" - t'. Observe that this result is rather different from conventional propagators for

harmonic oscillator Hamiltonians. Indeed, (6) is more like the propagator for a two-dimensional

free particle in a uniform magnetic field. 4 This result also applies even when w ---* iw, or with a

suitable limit, even when w _ 0 leading to the free particle solution.

3 Propagation with the Universal Propagator

In order to check our results for the universal propagator let us put them to the test. For ease of

computation we choose as the initial state for our propagation the coherent-state overlap function

<p', q' ; r_lp, q; rl} ,

and additionally we choose the fiducial vector It/) to be the ground state of an oscillator with

frequency fl for which (_IQI_)= 0 = (olPI_). In that case the initial state reads

¢,(p',q',t') -- {p',q';Tllp, q;tl)

= exp (i {l(p, + p)(q,_q)_ l[fF,(p,- p)2+ fl(q,_ q)2]}) .

3.1 Free Particle

For the free particle case we need to compute (T = t" -v t')

x/_ f exp { _mT_l(q,, q,)2 _(p,, + p)(q, q)_[_-l(p,, p)2+gt( q, q)2]} dq, '- + ....

which is readily found to be [_ = (p" + p)/2,_ = (q" + q)/2,p" = p"- p,q" = q"- q]

¢.(p",q",t")

v_

Cm + ifiT/2
i (f_:Tq'2/4 - Tp 2 + 2rnpq*)exp 2 (m 2 + FFT2/4)

p*2 f_(mq* - Tp) 2

4fl 4(m 2 + f12T2/4) f "
(7)
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This result agrees with one obtained elsewhere 5 thereby establishing its validity.

In addition, as fl ---+ c¢ or fl _ 0, Eq. (7), apart from a suitable scale factor, yields the result

in the sharp q or sharp p representation, respectively. 3'5 In particular, consider

1 [-ff "q",t"),¢(q",t") = lira =_I--¢,(P
fl--+oo 2V_ "

= ,/ rn e_(¢'-q)_
V2riT

which is the appropriate Schr5dinger representation solution for the free particle. Likewise, con-

sider

¢(p", t") . 1 ,, ,, t,,)e_,(p,,¢,_pq )
= lirno_¢,7(p,q,

1 i-_-- _p'*-ip'_= lim _e- 2.,-
t_-o 2v'Trfl

ir_d
= 5(p"--p)e- 2_ ,

which is the proper answer in momentum space for the free particle.

3.2 Harmonic Oscillator

Finally, let us consider the time evolution for the harmonic oscillator as given by

(47ri)-lcsc(wT/2) /

X

l cot(wT/2) [l (p" - p') 2exp (i (l(q" +q')(p"-p')+_ +w(q"-q')_]})

exp (i_(p'+ p)(q'-q)- 41---[_/-l(p'- p)2+ f_(q,- q)2]} dp'dq',

which is evaluated as [s - sin(wT/2), c = cos(wT/2)].

_n(p,,,q,,,t,,) = C(T)-½ exp (i_pO w2s2 w2c 2 )f_2c2 + w2s 2 + i-pq*w2c2 + f_2s2

iwsc fl2q.2 ) _ iwf_sc× exp -4(w_ _ _ _2s2 ) (4p 2 - 4(f_2c 2 + w2s2 )

[ f_(cp* + 2ws_) 2 f_w2(cq *- 2w-lsp) _]×exp -4_ ]_- 4(----_c__ .j ,

where

(s)

C(T)= coswT + il (_ + _)sinwT.

As in the free particle case, we can obtain the sharp q propagator by the same kind of limit,

namely

¢(q",t")
I /_ I! II

= a--._lim_V_¢,( p ,q , t")

w {iw [coswT(q,,2+q2)_2q,,q] }= 2ri sin wT exp 2 sin----wT
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which, of course,is the standard result. Likewise, the sharp p propagator is given by

= liml_l q,,,
2 ¢,(p", t,,)e-,(p"q"-pq)

= 1 exP{2ws_nwT[COswT(p,2_kp2)_2p,p] }v/2wiw sin wT

which, again, is the standard result.

We may also observe that the harmonic oscillator evolution simplifies considerably when fl = w.

In that case 1

= " i, ,, ___w(p,, - pT)2 - W¢ ,, qT)2] ,_,(p", q", t") exp [2 (q"p" -- qp) + _[q PT - P" qT) - "_q --

where

qT = qcos(wT) + w_lpsin(wT) ,

PT = pcos(wT) - wqsin(wT) ,

evolution equations that are seen to follow the classical solution.

3.3 Generalization

Although we have only shown that a limited set of fiducial vectors are correctly propagated by the

universal propagator, it should be fairly clear that the stated properties of the universal propagator

hold true. Indeed, the general case may be discussed by considering as initial condition

(_,4;ole-¢'%_¢PIp, q;n) -- e-'a'¢(p ' + _,q' + q;r/[p,q;r/)

= ei(W-4p')+i_(q-q} (p', q'; r/IP -/3, q - q; r/)

for just a single It/), say a Gaussian with f/ = 1. Then a suitable superposition over/5, _ leads

to any fiducial vector of interest, while a second and independent suitable superposition over p, q

leads to any initial state [¢) of interest.

4 Classical Limit

Although the universal propagator has been derived by identifying the relevant SchrSdinger equa-

tion as one for two degrees of freedom, it should nevertheless be true that the classical limit refers

to a single degree of freedom. This is possible, in the present case, because of the limited form of

the quantum or classical Hamiltonian.

Recall, under standard assumptions, that the classical action for a conventional coherent state

path integral reads, in the limit h --, 0, as

I =/[P(1 - Tl(p, q)]dt.
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Extremal variation of this expressionholding the endpoints fixed leadsto the usual Hamiltonian
equationsof motion,

= 07-/(p, q)/Op,

[a = -O_(p, q) / Oq ,

appropriate to a single degree of freedom. Let us denote a generic solution of these equations by

q_(t) and pc(t).

Before proceeding it is important to reexamine the "standard assumptions" that lead to this
result. For finite h the expression that represents the classical Hamiltonian in a coherent state

path integral is traditionally given by

H(p,q) = <p,q;Tl[7"t(P,Q)lp,q;rl)
-- (_[_(P + p, Q + q)[_)•

Normally, one restricts It/) so that (r/[Q[r/) = 0 = (r/[Pit/), and <r/IQ21r/) _ 0 and (r/IP2[r/) --, 0 as

h --_ 0. In this case

lim H(p, q) = 7"l(p, q) .
ti--,0

However, in the present paper we want to deal with more general fiducial vectors It/) such that

are arbitrary real variables. We still insist on vanishing dispersion as _ _ O, namely, that

(r/l(Q- qn)2[r/) _ O,

--*0,

as h _ O. This more general situation leads to the result

lim H(p, q) = "H(p + p,, q + q,)
h---,O

as the representative of the classical Hamiltonian.

In this more general case the classical action appropriate to the ct herent state path integral
becomes

/[(p+ p,7)ll- q,_- 7"((p + P,7,q + q,_)]dt.I=

In this expression p = p(t) and q = q(t), while p, and q, are time-independent constants. The term

f(p,d 1 - q,_)dt = p,(q"- q') - qn(p"- p') is a pure surface term and will not affect the equations

of motion; it could be eliminated simply by a phase change of the coherent states. Extremal

variation leads to the equations of motion

4 = i)7"t(p + P,7, q + qn)/Op

[_ = --(97"t(p + P,7, q + q,_) / i) q ,
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which have as their solutions

q(t) = qc(t) - q,,

p(t) = pc(t) - p,_,

where qc(t) and pc(t) denote a generic solution of Hamilton's equations when q, = p, = 0, as

discussed above.

Finally, we note that although the dispersion of 177) vanishes as h _ 0, the generally nonva-

nishing values of qn and pn are vestiges of the coherent-state representation induced by 17) that

remain even after h --_ O.

4.1 Classical Limit of the Universal Propagator

In the case of the universal propagator the expression that serves as the classical action is identified

as [cf. (5)]

z = f[qi_+ k#- xi_- _(k, _)]dt. (9)

Extremal variation of this expression holding the end points fixed leads to the set of equations

Consequently

/_ ----- ]¢,

b = -o_(k,_)/o_.

k = -oT-t(k,_)lOx,

which show that (k, z) satisfy exactly the same equations of motion as do (pc, qc) in the usual

classical theory. Thus we may identify the solution k(t),x(t) with pc(t),qc(t). In addition, we
h ave

q(t) = qc(t)--cq,

p(t) = pc(t)- cp,

where cq and cp denote two arbitrary integration constants. Among all possible values of cq and

q, are those that coincide with qn and p, for a general It/).

Thus we find that the set of solutions of the universal classical equations of motion appropriate

to the universal propagator includes every possible solution of the classical equations of motion

appropriate to the most general coherent-state propagator (with It/) having vanishing dispersion

as h _ 0). Not only does the quantum dynamics (universal propagator) correctly evolve the state

vectors in a canonical coherent-state representation for a general It/), but the classical dynamics

(universal classical equations of motion) correctly evolves the classical phase space points accord-

ing to the coherent-state induced classical equations imprinted with arbitrary values of the only

remnant of the fiducial vector after h --* 0, namely its average coordinate and momentum values.
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5 Extension to Other Coherent States

We observe that the procedure to introduce a Schr6dinger equation and a path integral solution

for the universM propagator applies for other sets of coherent states, such as the spin coherent

states, the affine [or SU(1,1)] coherent states, etc. 6 In each of these cases it becomes possible to

introduce an appropriate universal propagator just by following the procedure we have given for
the canonical coherent state case.
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Abstract

We use this simple example to show how the formalism of Moyal works when it is applied

to systems of identical particles. The symmetric and antisymmetric Moyal propagators are

evaluated for this case; from them, the correct energy levels of energy are obtained, as well

as the Wigner functions for the symmetric and antisymmetric states of the two identical

particle system. Finally, the solution of the Bloch equation is straightforwardly obtained

from the expressions of the Moyal propagators.

1 Phase-space Q M formalism

The original ideas of this approach to Q M are due to Weyl [1], Wigner [2] and Moyal [a]. States

and observables are no longer operators on a Hilbert space but functions on an adequate phase

space. The Weyl mapping relates both formalisms: given a function f defined over the phase

space R 2_, the corresponding operator _f" is given by

1

f=W(f)- (2_h)n L= f(u)H(u)du;
u = (q,p). (1)

Reciprocally, given an operator ,3i the associated function in the phase space is

=,r =W-' (2)

As we can see, a central role is played by the "Grossman-Royer" operators [4, 5]:

[II(q, p)_](rl)= 2'_ exp [_ p(rl- q)] k_(2q - rl).

1On leave of absence, Departamento de Ffsiea Te6rica, Universidad de Valladolid, Spain.

(3)
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The twisted product of two functions is defined as the non-commutative operation that corre-

sponds to the product of operators:

(f x g)(u) = W-' (W(f)W(g))

- i £, f(v)g(w)exp[7(uJv + vJw + wJu)] dv c/w, (4)

where the matrix J is simply

j=(O I)-I 0 ' (5)

being I the n-dimensional identity matrix.

In the SchrSdlnger representation of quantum mechanics, the information about dynamics

is contained in the evolution operator /_;(t). Its counterpart in this formalism is the "Moyal

propagator", defined as

--(u,O=w-'(O(O). (6)
It verifies SchrSdinger equation:

ih=-_ = H x E. (7)

The Fourier transform of this function with respect to t gives the spectral projections parametrized

by E:
1

r(u, E) = _ £ --(u, t) gE,/_dr. (S)

If the Hamiltonian is time independent, the support on E of P coincides with the spectrum of

// [6]. If E0 belongs to the discrete spectrum of [I, F(u, E0) is, but for a constant factor, the

Wigner function of the orthogonal projector into the proper subspace E0 [6]:

1
_Y_,(q, p) -- W-' ([(-,>(0[)- 1 eiPY/t_*(q + y/2)¢(q - y/2) dy. (9)

2 Phase-space Q M formalism for identical particles

In the standard formalism of quantum mechanics, to deal with a system of N identical particles,

we introduce a superselection rule: the space of physical states is a closed subspace of the initial

Hilbert space. The Hilbert space is splitted [7]

7-/= 7-l+ 0"7-/_ ®_, (10)

where 7-l+ is the Hilbert space of the wave functions symmetric under the exchange of any two

particles and 7-/_ the Hilbert space of the antisymmetric functions. The functions in 7"/_ have no

symmetry of this kind. The orthogonal projectors are given by

1 1

P+ = "_! _ P_' P-= N--! _ (-1)'q°)P_ ' (11)
aEPN aEPN
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where
(P_g,)(Xl,...,x, 0 = g,(x_(,),... ,ZoIN)). (12)

for any o" in the group PN of permutations of N elements; rr(_) is the parity of _.

If B is either an observable or an state in 7/, the corresponding operators for a system of N

fermions or bosons are:

P_Be_ and P+BP+. (13)

If B is invariant under the exchange of particles, we have

P+BP+ = BP+ = P±B. (14)

We use the Weyl transformation to translate these ideas into the language of phase space.

Therefore, the function for an state or observable when we consider N bosons or fermions is

W-'(P±BP±) : W-'(P±) × W-'(B) × W-'(P±). (15)

Due to the fact that the Weyl map is linear, all we need is the function for any permutation

a. As a can be written as the product of cyclic permutations with no common elements [8], it

is enough to compute the function corresponding to such a cycle. If we consider a general cycle

a = (1,2,3,...,M) we get:

2i M }6- = 2 (M-U'_exp _ _ (-1) k+l ukJul , M odd; (16)
k=l;l>k

{ 9i M1)k+t }6" = (2 M-' _'h)nS(u, - u2 + ...- uM)exp ---_- _ (-- ukJu, , ,$I even. (17)
k=l;l>k

As an example, for a two cycle that exchanges the particles i and j we have:

%(u,,..., Uu) = %(u,, uS) = -- uS), (18)

and it can be checked that

(5,j xpx6-0)(...ui,...uj,...)=p(...uj,...u,,...). (19)

The functions corresponding to the orthogonal projectors for a system of two onedimensional

particles are

p+(u,,u2) - l(l+2_rhS(u,-u2)), (20)

p_(u,,u2) = _(1-27rh6(ux-u2)). (21)
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3 Two onedimensional identical particles under an ex-

ternal oscillatory potential

Along the present section, we intend to presenting an example of particular interest in order to

illustrate the preceeding discussion. We shall study the behavior of a two onedimensional particle

system subjected to oscillatory forces of the same frequency. If we do not take into account the

identity of the particles, the Hamiltonian will be simply:

1 2 me°2- 2
H(u,,u2) = H(u,) + H(u2) = _m(p , + p_) + _(ql + q_). (22)

The corresponding Moyal propagator has been already evaluated [6], and is:

-':(.,, u_)= --(ui)--(u_) - cos_v_texp - (H(u,)+H(u2))tan-_- . (23)

Let us now introduce the statistics. As H(ul, u2) is invariant under permutations of the two

particles, the Hamiltonian for our system of two identical particles is:

\2._(q,-q_)_ + 2 (p,-p_) ]/
(24)

We see that, after symmetrization or antisymmetrization, the Hamiltonian on phase space of

our system is not longer (22) but (24). Equation (24) includes (22) plus an extra term. From this

term results an extra potential, due to the introduction of the statistics, which has a quite different

action depending whether the particles are fermions or bosons. In the first case, this potential is

preceeded by a plus sign and, therefore, it is equivalent to a delta barrier preventing that ql = q2

and p_ = p_. This already suggests that both particles cannot remain in the same state and,

hence, that they fulfill the Pauli principle. This idea will be confirmed by our calculations for the

lowest energy levels. On the contrary, if the particles are bosons the extra term has a minus sign

and, consequently, it represents the apparition of a delta well. This delta well would rather favor

the presence of particles in the same quantum state. In a clear opposition to the case of fermions,

no exclusion principle can exist here.

The symmetrized Moyal propagator is obtained in a similar way:

1 1 exp \ _ tan

:t:(_i) exp{t-_iH(u, +u2)tan_ -t} exp{_'-_LH(u j-us)cot_} }_,_ (2,5)
cos ]- sin _,_t •2

Comparing with (23) we see that there is also an extra term due to the statistics.

The spectral projections are obtained from (8) and (25); in this case we obtain

oo

r_(ul,u_, E)= 2_-2("/u,_+"("_)/_ _(-1)_ (E- h_(k + 1))
k=0

× E n Lk-n. + (-1)k-"Ln I - L_-n .(26)

32



From here, the well know energy levels are obtained for the fermionic and bosonic cases. Let us

notice the coefficient of _(E - h,_), that vanishes for fermions but not for bosons.

We can evaluate the Wigner functions corresponding to states of two particles, in states i and

j. Let us write those functions as I'Ve, the corresponding to the antisymmetric state, and I'V_ the

associated to the symmetric state. We then have:

F+(Ul, u2, E)

I'-(Ul, U2, E)

= (2_rh)2[ W_o(q,p)6(E-hw ) + W_l(q,p)6(E- 2hw)

+ (W_',(q, p) + W_2(q, p)) 6 (E - 3hcz) + • • .], (27)

= (2rrh)2[W_(q,p)6(E-2hw)+W_2(q,p)6(E-3hw)+...]. (28)

The coefficients of the 8 are the Wigner functions of the orthogonal projector on the corresponding

eigenspaces.

To finish, let us solve the Bloch equation, that is, let us find the Wigner function corresponding

to the density matrix of the canonical ensemble for the system we are considering. Bloch equation

reads simply:
0_

- H × a = -a × H, 9 = 1/kT, (29)
08

that is, it is SchrSdinger's equation with the change t ---* -ih_.

But, as we already know the form of the Moyal propagator, we can write inmediately the

solution for f_(u,,u2,/3) by making the change t ---, -iht_ in --+(u,, u2, t). We get:

1{ 1 (.-2(H(u_)_+H(u2))tanh)___) (30)f_±(u,,u2,/3) = _ cosh2___ex p
2

exp{_-_H(ul +u2)tanh_-_2 } exp{_-_H(u,-u2)coth-_} } (31)+ cosh _ sinh _ "
2 2

After integration of fl(u], u2,/3) over the phase space, we get

exp(=t=hw/3/2)

Z+(fl) = 8 cosh( h_o_/2 ) sinh2( hw/3 /2 ) .
(32)

From this partition function, we can obtain the thermodynamical quantities, for example the

internal energy, the free energy and the entropy

hw tanh + 2 coth _ --_--,E±(_) =-_--

f±(/3) = _ {log [cosh _-_-fl-] + 2 log [sinh _ -_-]

S±(/3) = k tanh--ff-

(33)

h_o (34)+log8 T --_-,

+ 2coth-_]- ln[cosh-_]- 21n[sinh h_--_-1 -lnS}. (35)

Notice that the entropy is the same in both cases (bosonic and fermionic).
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Abstract

Wave packet motions of a single electron in harmonic potentials or a magnetic field

are obtained analytically. The phase of the wave function which depends on both time

and space is also presented explicitly. The probability density of the electron changes

its width and central position periodically. These results are visualized using computer

animation techniques.

1 Introduction

We investigate a time evolution of the electron wave packet through analytical methods. Tile

time evolutions of restricted initial wave packets were obtained [1]-[3]. Here, we consider a

general initial wave packet and obtain a classical harmonic oscillation of the center of mass of

the probability density and an oscillation of its variance. We have also obtained the analytic

form of the phase of the wave packet.

2 One-dimensional harmonic potential

We consider the SchrSdinger equation for the one-dimensional harmonic potential

The stationary solution is

O h 0 _ k 2ih Y2 - 2rn Oz2 _b + -_x ¢. (1)

_.(x,t) = _(x) exp(-i_(_ + _)t), (2)
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where w = _ and u,,(z) is expressed using the Hermite polynominal H.(x)

= ') (3)

/"-'7".

with a = _/_-_ and the normalization factor N,(z)=

Next, we shall expand an initial wave function by these functions and trace its time evolution.

Hereafter, the unit length o_ = 1 is used. Without loss of generalitl,, we choose the initial wave

packet as

_b(x, O) = exp( 4"-_a:) exp(- 4cr2 (4)

where z is a complex number z = zo + izl. We shall expand this wave packet in terms of the

stationary solutions

¢(x,0) = E G n(x). (5)
n=0

We calculate a expansion coefficient C,, with the help of the generating function of the Hermite

polynominal and obtain the following expression.

4an! exp(- z2 z--k2) E :+20.,, ,i-__¢2,
G - x/_2"(1 -t- 2a 2) 2(1 + 2a 2) 4a 2 rn!(n- 2rn)! (6)

nl=O

Thus we obtain the time evolution of the wave packet by the following infinite series

I x 2 iwt.4or exp(- z2 z_ ) exp(---_-) exp(-¢(x, t)= v/_(i + 2a _) 2(1 + 2a 2) 4a _ --2-)

oo _ 1"1"20.21-2°.2 )mtk l_.._._ _12z"ln--2rnexp(-i_t) ). (
× E 2 2m)!

n=O m----O

(7)

When ors equals ½, this summation is evaluated easily.

z 2 z_ x 2 iwt z __(x,t) = exp( 4 2 2 )exp(---_--)exp(--_-exp(-2i_;t) + zzexp(-iwt)). (8)

The center of mass of the probability density of the wave packet oscillates sinusoidally. On the

other hand, the variance of the probability density is constant during the motion.

When the variance a 2 is not ½, we shall eliminate the time dependent phase factor in eq.(7)

by the following transformations.

1 - 2a 2 1 - 26

1 + 2a 2 exp(-2i_t)= 1 + 2----_' (9)

Z 2 I/d 2

= -- (10)
1 -- 4(__ 1 - 452.
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From eqs.(9) and (10) we obtain

4a 2 + i(1- 4o'4 sin(2wt))

(5 = 50 + i5, = 2((1 + 4a*) + ( 1 - 4a 4) cos(2wt))'

w = Wo + iwl - 2(z0 cos(wt)+ 2z, a2sin(wt))+ 2i(z, cos(wt)- 2z0a 2 sin(wt))
( 1 + 4a') + ( 1 - 4a*) cos(2wi)

Inserting these values into the expression (7), we have

(11)

(12)

4a= 2o ) exp(
Z 2

2(1+2a 2)
z2 x2 exp(----_-);-_i) exp(----_-) iwt.

× H,,(z)_-_ _.(n:_m)f. •
(13)

Comparing this and the expression (7) at t = 0, we see that this is also the expansion formula

of a Gaussian wave packet. After a straight forward but lengthy calculation we obtain

¢(x,t) = exp(i'),), _o exp( (x - w)2)exp(____6_) ' (14)
•v/'_ ] 6 [ 46

where exp(i')') is a phase factor which depends only on time

7 = -(Zo 2 - z_) sin(2wt) + 4ZoZla2(cos(2wt) - 1) _ _1arctan(tan(wt)_ ). (15)
2(cos(2wt)(1 - 4a') + 1 + 4a') 2

The center of mass of the wave packet oscillates sinusoidally between V'4"°'"4 +q and

The variance of the probability density changes periodically in the range between _ and a 2

( 0.2 > ½) or between a 2 and 1 a2( < ½). The period of its change is half of that of the

oscillatory motion of the center of mass[5½. The motion of the probability density function is

presented in FIG. 1.

oS 10 ..... "

0.15 8

_a 6

4

2

. . ,

" _z -2 0 2 4
_"_ X-AXIS

_al {b}

FIG. 1. The motion of the probability density function. Here, we choose the

variance of the probability density of the initial wave packet as ¼. (a) bird's-eye

view. (b) contour line.
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3 Two-dimensional Harmonic Potential

Next, we consider the two dimensional Schr6dinger equation for an isotropic harmonic potential

o h:v: k2(x2+ y:)ih ¢ = 2m ¢ + 2 ¢. (16)

We choose the initial wave packet as

¢(x,y, O) = N exp(-_(x-x0) 2 +ikxo(X-Xo)-ri(y-yo) 2 +ikyo(y-yo)+ )_(X-Xo)(y-yo)), (17)

r/--rlo+irh, A=Ao+iAa, (18)

where _c, r/and _ are complex constants,

= _0+ i_1,

which satisfy the following inequalities

_0>0,

and N is a normalization constant

rio>O, 4_orio-A_ >0, (19)

(20)

Using the same techniques and procedure in the one-dimensional case, we obtain the time

evolution of the wave packet in terms of an infinite series.

O0 oo

_b(x,y,t) = _[un(y) _ Cm,nu,n(x)exp(-iw(m + n + 1)t)],
n----O m=O

(21)

The expansion coefficients Cm,,, are also calculated explicitly.
For an uncorrelated initial condition

_(x,y,0)= ¢ 7¢_°0°exp(-_(_- Xo)_+ __o(x- _o)- ,(y- yo)_+ _kyo(y- yo)), (22)

we can evaluate the infinite series

¢(_,u,t) = ¢ 127raxt_ryt

exp(i(1- 4a_) sin(2wt + 2%)(x- x,) 2X

16a_a_t

kxt3_t

× exp(-i 2

x exp(-i k2Yt

exp(_ (x - x,) z (y- y,)_
4a_t 4a_t )exp(ikxtx + ikyty)

+ i (1 - 4a_)sin(2wt + 2%)(y- y,)2)
16o_o_,

tan(wt)).k_oxo .1 arctan( + ion)

tan(cot)) (23)
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where

2
O':r

2__
Gy

(1 - 4(((_ + (_))_o

(-16(_o2+ _1_):+ 4(_o2- _)) cos2(%)+ (1- 4(_o2 - _)) sin2(%:)'
(1-4(70: + ,7,_))_o

(-16(,7o 2 + r/_) 2 + 4(r]02 - r?_)) cos2(%) + (1 - 4(7702- r/_)) sin2(Tv) '

1 4_1 1 arctan( 4,71 ),
%=_arctan(l_4(_02+_)), 7y=_ 1_4(,7o2+,./2)

(24)

(25)

(26)

2 sin2( wt + 72,) + 4_ cos2(wt + %:) 2 sin2( wt + %) + 4a_ cos2(tot + %)

cr_,= 4cr_ ' cut= 4cr2u '

Here 0x and 0r are time independent phase factors

(27)

(1 - 4a_) sin(2%) 1 . tan(7_)
= arctan( _ ), (28)0. -(4(sin:(%) + 4a_ cos2(%) ) + _l)xg + _ 2or

_( _(1- _4_! sin(2"Tv! 1 , , tan(Tv)arc_an( --
Or= 4(sin2(Tv) + 4a_ cos2(%)) + rh)Y°2 +2 2a_ )' (29)

We obtain the explicit time dependence of the following parameters

x, = XoCOs(wt) + k,osin(wt) , y, = yocos(wt) + kvosin(wt), (30)

k,, = kxocos(wt) - x0sin(wt) , ku, = l%ocos(wt)- yosin(wt) . (31)

The trajectory of the center of mass of the probability density function is an elliptic motion

around the origin with an angular frequency w.

4 Uniform magnetic field

The SchrSdinger equation for a single electron in a uniform magnetic field perpendicular to the

two dimensional flat plane is

where the vector potential A in Landau gauge is

a = (-By, O)

We separate a specialsolutionof the wave equation as

¢(x, y, t) = exp(ikx)f(k, y, t)

The wave equation for f(k, y, t) becomes

(32)

(33)

(34)

(35)

39



where eB
c_ - -- (36)

ch

This is the one dimensional SchrSdinger equation for the harmonic potential centered at y =

k/o_. Thus above techniques and procedures can be applied in order to obtain the time evolution

of the wave packet [6]. We choose the initial wave packet eq.(17). The comlete descriptions

are presented in the literatutre [6]. The major difference between two dimensional isotropic

harmonic potential and magnetic field is the period of the change of the variance. The former

is the half of the latter. This fact is also interpreted by the pass integration technique [6], [8].

For the following initial condition

i
- (37)_=_' _=2

the shape of the contour lines of the probability density function remains circular during the

motion.

For the following initial condition

1 i

= _ = _ ' _ = 2' (38)

the shape of the probability density remains unchanged.

5 Conclusion

Using a frame buffer NVS2000 and video recorder BVW-75, we have made CG animations

which can give us an intuitive understanding of the wave packet motions.

The potentials are simple but due to the quantum mecanical property the analytic form of

the wave packet motions are very complicated.
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Abstract

Operator aaagle-action variables are studied in the fra_me of the SU(2) algebra, and their
eigenstates and coherent states are discussed. The quantum mechanical addition of action-

angle variables is shown to lead to a novel non commutative Hopf algebra. The group
contraction is used to make the connection with the harmonic oscillator.

1 Introduction

Action-angle variables in quantum mechanics one known to lack, in the operator level, some of

properties of their classical analogues [1,2]. Especially the exponential phase operators for the

harmonic oscillator, occuring in the polar decomposition of the bosonic creation and annihilation

operators (an operator analogon of the polar decomposition of a complex number), lack the unitary
and satify the weaker condition of one side-unitary or isometry operator. Based on the mathemat-

ical fact that, unlike in finite dimensional Hilbert spaces as the Fock space of harmonic oscillator,

in finite spaces an isometry is equivalent to a unitary operator, we have in recent works, suggested

a group theoretical construction of a unitary phase operator by introducing action-angle variables

for the SU(2) algebra and going over to their oscillator counterparts via the InSn_-Wigner method

of group contraction [3-6]. In this report we will briefly review and then expand this work with

respect to two aspects: first, a set of coherent states will be introduced along the lines of the

displacement operator creating the usual coherent states from the vacuum state and second, we

will show that aAdition of spins in terms of their action-angles (polar) operators, unlike the usual

addition in terms of the step (cartesian) operators, involves a genuine no commutative, no co-

commutative Hopf algebra structure and relates interestingly the phase operators subject to the

subject of quantum groups.

2 Action-angle Variables and States

Let us start with the SU(2) action-angle operators

J_=ei_ J_+J_= J_/r)__J+ei¢ (1)

fi-+j_,-,. (2)
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% _r_ ¸ , ir

where

2j

J+ = _., Cm(2j - m + 1)]J;rn + 1 >< J;m[ , J- = J_. (3)
rnmO

2j

& = __,(m-j)lJ;m >< J;m I (4)
rn_0

and

_j

e_¢ = _--_IJ;g >< J;l+ 11 , (5)
/=0

mod(2j + 1), and hh + = h+h = 1 with h = e i¢, h + = e -i'_ the unitary angle operator. Then

from the fact that h, generates the cyclic group Z2_+1 acting as a cyclic permutation in the weight
space of the algebra we can construct phase states

]¢;k >= FlJ;k >=
1 2j

__, _k'_lJ;n > (6)

through the finite Fourier transform FF + = F+F = 1, which maps action eigenstates to angle

eigenstates and conjugates the respective variables, where w = expi(2rr/2j + 1). Indeed, if g :=

wJa+jl then FgF + = h, FhF + = g-1 and g(h) acts as step operator in the angle (action) state
basis, i.e,

hlJ;n>=lJ;n+l> , hl¢;m>=w'_l_;m> (7)
while

g-_l¢;n>=l@;n+l> , glJ;m>=w_lJ;m> (s)

mod(2j + 1) and h 2i+1 = g_j+l = 1, (notice that the state lJ; n > and 1_; m > where denoted as

tn > and I_,_ > respectively, in Refs. 3-6). The noncommutativity between the action and the

angle variables is best expressed by the formula

wgh = hg (9)

which resembles the exponential form of the Heisenberg canonical commutation relations (CR) as
were originally written by Weyl with the association that here the action operator ,/3 is a finite

version of the position operator and the angle operator stands for the momentum operator. By

virtue of this analogy we may interpret eqs. (7-8) ks the translations along the two different

directions of the phase space of our problem, which due to the module condition is a lattice

torus, parametrized by the discrete action and angle values. Also eq. (9), exhibits the unusual

noncommutative character of two succesive translations along different directions. Moreover, the

effect of group contraction which is discussed below, is to increase the density of the lattice points

until the continous limit j _ oo. Furthermore this association to position and momentum suggests
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that we should look for the "number states" IN; m >, m = 0, 1, ...,2j in our finite system. Indeed

by diagonalizing the finite Fourier transform FIN; m >= i"]N; m >, we find the number states

IN; m >, related e.g. with the orthonormal action states as:

2j

IN;k >= _ ]J;m >< J;mlN;k>, (10)
tn----O

with expansion coefficients given in terms of the Hermite polynomial, H_ with discrete argument,

< J;mlN;k >= _ e- ,r_r+_('Oi+l)+')'Hk (p(23 + 1)+ m) (11)

This situation is akin to that of the harmonic oscillator number'trtates which are similarly eigen-

states of the usual Fourier transform operator which conjugates position and momentum operators,

a fact that stems from the property of the oscillator eigenstates exp(-{ X2)H_(x), to be their own

Fourier transforms. Especially the vacum or lowest number state is,

2.i

IN;0 >= _ w_"2Os(imli(2j + 1))[J;m > (12)
m=O

where Os is the theta-Jacobi function [7]:

oo

0s(zl ) = (13)

Having the action [d;m >, the angle [¢;n > and the number states IN; k > as were given

above, we can further built, as have been outlined in Ref. 4, the quantum theory of action-

_agle variables by introducing the corresponding coherent states acting on the vacum IN; 0 >,

with a displacement operator. Such an operator is furnished by the unitary traceless elements

J,,,_.=2 := w=_'_/2g =_h=2 where J+ - J-,-_,-=2 = J2j+l-,na.2j+l-,n2, with (rnl,m_) pairs
, Wil ,l'r;,2

belonging to the square index-lattice 0 < m],rn2 < 2j with boundary conditions and the (0,0)

pair excluded.

The following interesting properties of these operators suggest them as the Glauber displace-

ment operator of our case; first they constitute an orthonormal set of (2j + 1)2 _ 1 elements obeying
the relation

< J,,a,J_ >:= Tr J,,aJn = (2j + 1)/5,,a+_,5 ,

where e.g. J,,a = J,n_,,2, and further,

J,,a = J,a+ 

and

J J,a = jax 

and finally

[J,,a,J_] = -2i sin[_rfi
t2j + 1

(14)

(15)

(16)

(17)

43



mod(2j + 1), while r_ x _ = rnln_ - m_nl. With the aid of these operators we now introduce

coherent states [[>, for the action-angle system by acting on the vacum:

2j

I/>:= J_N; 0 >= w] 6t2 _ w6"+l_O3(imli(2j + 1))l J; rn + 6 >
rtl_0

(18)

These are now coherent states defined on the lattice phase space which is the appropriate phase

space of the quantum action-angle variables. They involve the Jacobi theta functions which are

also appearing in the case of the ordinary coherent states when, looking for a complete subset out

of the over complete set of coherent states we lattice the phase space. Elsewhere, the normalization

and minimum uncertainty properties of the states will be studied in detail.

3 Quantum Angles Addition

Let us now turn to the case where there are several action-angle degrees of freedom and search

for the way we combine them quantum mechanically. The similar problem for the "cartesian"

generators J_, with [Ji, Jj] = 2ieijkJk is the fundamental theme of addition of spins and customanily

is solved by tensoring the generators,

AJ_ := J_ ® l + l ® J_ (19)

which again satisfy the commutation relations, [AJ_, AJj] = 2ie_j_AJ k. In our case, for the "polar"

generators g = w (J3+jl) and h = w F(J3+jl)F+ with wgh = hg we must find an appropriate tensoring

(coproduct in the jargon of Hopf algebras), which provides such Ag and Ah that wag = Ah. Two
such coproducts we have found,

Ag=g®g , Ah=h®l+g®h (20)

and

Ag=g®g , Ah=h®g+g-l®h (21)

which both have the remarkable property of not been the same under permutation of their com-

ponents involved in the tensor products. This is distingly different to the usual addition of spins,

where there is no sence of order in the tensoring the spins. Technically speaking we have here

a natural case of no co-commutativity unlike in eq. (19), where the product is co-commutative
[8-11]. We end here this discussion, as we intent to expand it elsewhere, by saying that it is also

possible to show the Hopf and quasi triangular Hopf algebra structure of the above tensoring and

then to find the R-matrix and to verify the Yang-Baxter equation.

4 Contraction to the Oscillator

Before we came to conclusions let us mention that as was shown in Ref. 3 via the group contraction

that the SU(2) action-angle variables can be contructed to those of the oscillator and the dynamical

aspects of this procces could be exemplified by studing the Jaynes-Cummings model. We illustrate

44



now thisidea be contractingthe SU(2) generatorsto the oscillatorgeneratorsin the Bargmann

analyticrealization.In the spaceofanalyticpolynomialsofdegree2j the SU(2) algebraisrealized

aS,

z2 d d
J+=- _z +z2j J-=d"_

d

,/3 = Z_zz - j (22)

where z is the complex label of the spin coherent states, and geometrically stands for the projective

coordinate of the coset sphere SU(2)/U(1) .._ S 1. Transforming now the generators like J, --_

J±/v_ and J3 -'* .13+jl we find in the large j limit, the oscillator generators in their Bargmann
form as follows:

= 2j d(x/'Tjz) + _ =a + (23)

J_ d d

w3-- = a(v z) = (24)

and

J3 + j = y/_z d dd(v z) = N (25)

where v_z _ o_ is the complex variable of the Glauber coherent states which is now becoming

the coordinate of the tangent phase plane of the harmonic oscillator. One can further show that

the overlap, the completeness relation and all other notions of the spin coherent states can be

contracted to their respective oscillator counterparts. Moreover in Ref. 5 has been shown how a

q-deformed oscillator with q deformation parameter to be root of unity can be employed to define

action-angles variables in a finite Fock Hilbert space and a number of their properties have been

worked out. In such an approach we have shown [5], that the contraction method is substituted

by the limit procedure of undeforming the q-oscillator to the usual ocillators.

5 Conclusion

In conclusion, we have shown that the quantization of action-angle classical variables can be

developed in the framework of the SU(2) algebra in a manner which allows for the classical

properties of these variables to find well defined operator analogues. Interesting relations to

the quantum groups and Hopf algebras are naturally emerge from the present method of angle

quantization which will be pursued further, together with the introduction of the Wigner function

for the action-angles variables and the star and Moyal product defined between functions of the

phase space of our problem.
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Abstract

The dynamical properties of the wave and particle aspects of the harmonic oscillator can
be studied with the help of the time-dependent SchrSdinger equation (SE). Especially the

time-dependence of maximum and width of Gaussian wave packet solutions allow to show
the evolution and connections of those two complementary aspects. The investigation of the

relations between the equations describing wave and particle aspects leads to an alternative

description of the considered systems. This can be achieved by means of a Newtonian equa-
tion for a complex variable in connection with a conservation law for a nonclassical angular
momentum-type quantity. With the help of this complex variable it is also possible to develop
a Hamiltonian formalism for the wave aspect contained in the SE, which allows to de: ::ribe

the dynamics of the position and momentum uncertainties. In this case the Hamiltonian
function is equivalent to the difference between the mean value of the Hazniltonian operator
and the classical Hamiltonia_ function.

1 Introduction

In wave mechanics a complex equation, the SchrSdinger equation (SE), is used to describe the
dynamics and energetics of the particle and wave aspects of a material system under the influence
of conservative forces, e.g., the harmonic force of an undamped oscillator. In classical mechanics
Newton's equation of motion is a real equation which is only capable of describing the particle
aspect. It will be shown that it is possible to also take into account the wave aspect by changing
to a complez Newtonian equation. However, real and imaginary parts of the new complex variable
are not independent of each other, but are coupled by a well-defined relation which is connected
with a conservation law for a nonclassical angular momentum-type quantity. With the help of

this new complex variable it is also possible to express the groundstate energy ]_ in a way that it
can serve as a Hamiltonian function for the position and momentum uncertainties.

2 Dynamics of Particle and Wave Aspects

The wave mechanical equation (SE) for the harmonic oscillator (HO)

_2 C_2 772
0 _(x,t)= {- + _z 2} _(x,t),

iJl -_ 2m Ox2
(1)

47



possessesexact analyticsolutionsof the form of Gaussian wave packets (WP). The dynamics of
the p_rticleaspect isreflectedby the factthat the maximum of the WP followsthe classical

trajectoryof the correspondingparticle.The wave aspectisexpressedby the finitewidth ofthe
WP. This width can alsobe time-dependent. This time-dependence iscloselyconnected with a

contributionto the convectivecurrentdensityin the continuityequation for the (real)density
functioncorrespondingto the (complex) WP.
Insertingthe Gaussian WP given in the form

• L(z,t)= NL(t)e=p {i [y(t)_2+ lIp)_+ K(t)]} , (2)

(where $ - _ - (=) = = - r/(t)and (p)- rn_(z) denotes the mean value of momentum p, the

explicitform of N(t) and K(t) isnot relevantforthe followingdiscussion),intothe SE(1) shows
that the maximum at position(z) = T/(t)fulfillsthe classicalNewtonian equationof motion

,_+ _,2,z= 0. (3)

The WP width, _V/_ (where (5:2) = (z2) _ (x)2), is connected with the imaginary paxt of the

complex coefficient of 5:2 in the exponent, y(t), via

To determine the time-dependence ofthe WP width,the complex (quadratically)nonlinearequa-
tionofRicatti-type

2a #+ 2h(g + 2=o (5)

has to be solved.
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With the aid of the variable a(t) as defined in Eq. (4) (which is apart from a constant factor
identical with the WP width), the corresponding real part turns into

2h &
-- yR= - (s)
rrt o_

and Eq. (5)yieldsthe (real)nonlinearNewtonian equation

1

a+ = (7)

The only differencebetween thisequation,determining the dynamics of the WP width,and
Eq. (3)for the dynamics of the WP maximum isthe inversecubicterm on the rhs ofEq. (7).
Inorderto elucidatethemeaning ofthisadditionalterm,the RicattiEq. (5)has tobe reconsidered.
Using the substitution

m y= (s)

with the new complex variableA = fi+ i_,Eq. (5) can be linearizedto yieldthe complex linear
Newtonian equation

+ J _ = 0. (9)

This equation is formally indentical with the Newtonian Eq. (3) for the WP maximum. It can
be shown (e.g. by expressing the WP(2) in terms of A or with the help of a Green-function, see
[1-3]) that the imaginary part of A is directly proportional to the classical trajectory, i.e.

_ctoP0

m = (x) = r/(t) (10)

(where CZoand Po are the initial values of a(t) and (p)(t), respectively). Furthermore, in the same
way it can be shown (see e.g. [1-3]) that real and imaginary parts of A are uniquely connected via
the relation

zu - uz =I . (11)

Equation t_ ) for the time evolutionof A was obtained from the RicattiEquation (5),which
describes e evolutionofthe WP width,as shown in Eq. (7)fora(t).In order to show how the
wave aspectiscontainedin A,itshallbe writtenin polar coordinates,

A = c_ e'_ = a cos _0 + i a sin_. (12)
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Inserting this form into Eq. (8), comparison with the definitions given in Eqs. (4) and (6) shows
that the quantity a in Eq. (12) denoting the absolute value of ,_ is identical with the quantity a
denoting the WP width in Eq. (7), if the relation

1

¢ = _Z (13)

is fulfilled. However, the validity of Eq. (13) can easily be proven by inserting (12) into Eq. (11).
The physical meaning of Eq. (13)becomes more transparent, when the motion of _(t) in

the complez plane is compared with the motion of a two-dimensional harmonic oscillator in the
real physical space, written in polar coordinates (see e.g. [1-3]). This comparison shows that
relation (13) (and thus the equivalent relation (11) in cartesian coordinates) corresponds to the
conservation of angular momentum in real space.
Furthermore, it shows that the inverse cubic term on the rhs of Eq. (7) corresponds to a centrifugal
force in real space.

So, it can be stated that the complex quantity _(t) fulfilling the Newtonian Eq. (9) contains
the information about the dynamics of both particle and wave aspects of the system. Written
in cartesian coordinates, the imaginary part of )_ directly provides the information about the
dynamics of the particle aspect, the WP maximum, written in polar coordinates, the absolute
value of ), directly provides the information about the dynamics of the wave aspect, the WP
width.

3 Energetics of Particle and Wave Aspects

It shall be mentioned only briefly here (for further details see e.g. [2,3]) that this new complex
variable A can also provide new information contained in the groundstate energy of the harmonic

oscillator, usually only given in the form/_ = _hw. The notation/_ is used to already indicate
that this energy contribution is just the difference between the mean value of the Hamiltonian
operator (calculated with the WP-solution (2)) and the classical energy Ecru,,, respectively

<E)
1 m

= (H) = _m (p2)+ 2- w2(z2)

1 m w2 1 m
= (_--_(p)_+ £- (=)) + (5-_ (_;_)+ "_-_'_(x_))

= Ect_oo +/_ •

(14)

In classical mechanics the energy E¢to, of the HO is identical with the classical Hamiltonian
function, H_l_,, which also provides the equations of motion for the particle aspect.

Writing the difference of kinetic and potential energy uncertainties in terms of the polar coor-
dinates of A, i.e.

= +  2¢2 _ ¢d2C22) , (15)

this quantity can be used as Lagrangian function for the position and momentum uncertainties.

From/_ the canonically conjugate momenta to the coordinates a and _ can be obtained in the
usual way and the groundstate energy can be written in the form of a Hamiltonian function that
provides the equations of motion for the position and momentum uncertainties.
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In thiscontextitisinterestingthat the canonicalangular momentum p_,,obtained from the

Lagrangian (15),isnot only constant,as alreadymentioned in connection with Eqs. (11)and

(13),but has the value

h

= (16)

Thus, the complex variableA(t),obeying the simple Newtonian Eq. (9),followsa path in the
complez plane similarto the path of a particlein a two-dimensional HO-field. However, the

quantitycorrespondingto the conservedclassicalangularmomentum in realspace isthe quantity
p_,= h/2 in complez space. This israthersurprising,because even in wave mechanics orbital
angular momenta are integermultiplesof h. Half-integermultiplesof h are usuallyconnected
with the purelyquantum mechanical propertyspin.Whether thereare any relationsbetween p_,
and spin shallnot be furtherdiscussedin thiswork.

4 Conclusions

The informationon the dynamics ofthe consideredsystem containedinthe time-dependentSE can
alsobe obtained from a correspondingNewtonian equation forthissystem, ifa complex variable

isused, where the imaginary part of thisvariableisproportionalto the classicaltrajectoryand
the realpart isuniquelyconnected with the imaginary part.The connectingrelationexpressesa
kind of conservationofangularmomentum forthe two-dimensionalmotion in the complez plane.
In addition,the value ofthisconservednonclassicalangular momentum property ish/2, usually
only known from the quantum mechanical property spin.

With the help of this complex quantity A = fi + ik = a exp(i_o), it is possible to obtain
equations of motion for the particle aspect, (z) rl = (a0P0/m),_, as well as for the wave aspect,

(z2) = h/2m)o,2.
Furthermore, it is possible to express the difference between the mean value of the Hamiltonian

operator and the classical energy Ec_,, in terms of the coordinates a and _o and the corresponding

canonically conjugate momenta. Thus, it is possible to write _7 in the form of a Hamiltonian
function, wherefrom the correct equations of motion for the "wave properties" (uncertainties) can
be obtained in exactly the same way as the equations of motion for the particle properties can be
obtained from the classicalenergy,respectivelyHamiltonian function.
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Abstract

It is shown that the system of two coupled harmonic oscillators possesses many interesting

symmetries. It is noted that the symmetry of a single oscillator is that of the three-parameter

group Sp(2). Thus two uncoupled oscillator exhibits a direct product of two Sp(2) groups,

with six parameters. The coupling can be achieved through a rotation in the two-dimensional

space of two oscillator coordinates. The closure of the commutation relations for the gen-

erators leads to the ten-parameter group Sp(4) which is locally isomorphic to the deSitter

group 0(3, 2).

1 Introduction

Since the classical mechanics of two coupled harmonic oscillators is known to every physicist, there

is a tendency to believe that this oscillator problem is completely understood and that nothing

new can be learned from it. We are writing this note because there are so many new lessons

to learn from the system of coupled oscillators. The system shares symmetries with a number

of physical models of current interest, such as the Lee model in quantum field theory [1], the

Bogoliubov transformation in superconductivity [2, 3], two-mode squeezed states of light [4, 5, 6],

the covariant harmonic oscillator model for the patton picture [7], and models in molecular physics

[8]. There are also models of current interest in which one of the variables is not observed, including

thermo-field dynamics [9], two-mode squeezed states [10, 11], the hadronic temperature [12].

From the mathematical point of view, the standard approach is to construct a suitable repre-

sentation of the symmetry group after writing down its generators. The symmetry group in the

present case is Sp(4) with ten generators [4, 6]. However, it is extremely difficult to study physics

in terms of ten parameters. We should somehow start with a smaller number of parameters.

For example, let us consider the three-dimensional rotation group with three generators. We

need only two generators to describe rotations [13]. The third generator is produced during

the process of constructing a closed set of commutation relations. For the coupled oscillators, a

reasonable approach is to start with simpler groups describing two uncoupled oscillators. We can

then introduce an additional generator to couple the two oscillators. The number of generators

of the resulting group may be larger than the sum of those for the two starting groups plus the

additional generator to couple them.
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The process of constructing a larger group from two smaller groups is quite common in physics.

We are quite familiar with the "direct product" and "semi-direct product," where the number of

generators is the sum of those for the two smaller groups. We shall use the word "construction

of the group by soldering two subgroups," when the resulting group has more generators than all

those for the starting groups and the additional generator(s) to couple them. We need this new

word "soldering" in order to reduce the number of input parameters in physics.

The soldering process takes different forms. We can construct the three dimensional rotation

group by soldering the one-parameter rotation group around the x axis and another rotation group

around the y axis. The resulting group has three generators. As we shall see in this paper, we

can construct the 0(3, 2) deSitter group by soldering two 0(3, 1) Lorentz groups. In this case, we

solder them by observing that the two 0(3, 1) groups share the same rotation group. We start

with nine generators, but the resulting 0(3, 2) deSitter group has ten generators.

Since the symmetry group of each uncoupled oscillator is the three-parameter Sp(2) group, and

since it is likely that one more group operation is needed to couple the system, we start here with

seven generators. We shall see in this paper that the resulting group is Sp(4) with ten generators.

It is easier to study physics with seven generators than with ten.

It is also shown in this paper that the Sp(4) symmetry does not exhaust all possible symmetries

of the coupled oscillator system. It is noted that the group Sp(4) is a subgroup of a lager group

SL(4, r). Possible physical implications of this larger symmetry group are discussed.

In Sec. 2, we shall study linear canonical transformations in the four-dimensional phase space

consisting of two pairs of canonical variables. It is noted that the symmetry group is Sp(4) which

is locally isomorphic to the O(3,2) deSitter group. In Sec. 3, we shall see how the 0(3, 2) group

can be constructed from two (3 + 1)-dimensional Lorentz groups. In Sec. 3, we shall construct

the symmetry group of two coupled oscillators from the symmetry group of each oscillator.

Section 5 contains a new parametrization of the coupled oscillator system which is consistent

with that of the symmetry group. In Sec. 6, we discuss the quantum mechanics of the oscillator

system and the unitary transformations which correspond to canonical transformations in classical

mechanics. In Sec. 7, we discuss physical applications of the formalism developed in this note.

Finally, in Sec. 8, we discuss scale transformations in phase space and their implications in

measurement theory.

2 Linear Canonical Transformations in Classical Mechan-

ics

For a dynamical system consisting of two pairs of canonical variables xl,pl and x2,p2, we can

introduce the four-dimensional coordinate system:

(7,, = (51, (l)

Then the transformation of the variables from r]i to (i is canonical if

mJ_l = J, (2)

where
0
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and

0 0 1 0)

j= 0 0 0 1
-1 0 0 0 "

0 -1 0 0

For linear canonical transformations, we can work with the group of four-by-four real matrices

satisfying the condition of Eq.(2). This group is called the four-dimensional symplectic group

or Sp(4). While there are many physical applications of this group, we are interested here in

constructing the representations relevant to the study of two coupled harmonic oscillators.

It is'more convenient to discuss this group in terms of its generators G, defined as

M = exp (-iaG), (3)

where G represents a set of purely imaginary four-by-four matrices. The symplectic condition of

Eq.(2) dictates that G be symmetric and anticommute with J or be antisymmetric and commute
with J.

In terms of the Pauli spin matrices and the two-by-two identity matrix, we can construct the

following four antisymmetric matrices which commute with J of Eq.(2).

i( 0 ol) 1(;2 0)Jl= _ -Ol 0 ' J2=_ o'2 '

I
0)J3=_-03 0 ' J0=_ I

The following six symmetric generators anticommute with J.

(4)

gl = _ o3 i(_ O)K2= _ I '

and

i(o °3 0) Q2=i(O IQ' = -2 (,3 ' _

These generators satisfy the commutation relations:

,(0 o,)I_3 = --i 01 0 '

, Q3 = _ 0 --03" 1 "

[Ji, Jj] = ieiikJk, [Ji, Kj] = ie,jkKk, [Ki, Ii'3] = [Qi, Qj] = --ie#kJk,

[Ji, Jo] = O, [K,, QjJ = i6,sJo,

[Ji,Qj] = ieijkQk, [K,,Jo] = iQi, [Q,,Jo] = -iKi. (6)

The group of homogeneous linear transformations with this closed set of generators is called the

symplectic group Sp(4). The J matrices are known to generate rotations while K and Q matrices

generate squeezes [6]

It is often more convenient to study the physics of four-dimensional phase space using the
coordinate system

(_1, _2, _3, _4) --- (x 1, P l, x 2, P2 ). (7 )
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The transformation from (rh, r/2,773, q4) is

_2 0 0 1 0 rh

_3, = 0 1 0 0 = ,73 '

_4 ] 0 0 0 1 7/4

(8)

and the J matrix becomes

J

-1 0 0

0 .0 0 "

0 0 -1

In this new coordinate system, the rotation generators take the form

-1(0 0.2) i (0 ;I)Yl-----_- o.2 0 ' J2=2 I '

(9)

_i(
The squeeze generators become

_(o' o)K, = _ -¢1 '

o__0o_)0, _o::_(o_o0) (_0_

(7) ,(0 o1)i 0 K3=-2 0"1 0 'K2 = 7 0"3 '

( ) (01 ) i (0 0"3) (11)i 0 03 = _ 0"3 0 "i -0"3 0 Q2=_ 0",Q1 = _ 0 0"3 '

When we dealwith canonicaltransformationsoffunctionsofthe coordinatevariables,we have

to use the differentialoperators.The rotationgeneratorsare [6]

Jl = "_ "_ Z l -- P2 "Jr- 'T"2 "_p 1 -- Pl ,

i (plO p2__p 1 ,J2 = --_ xl z2 + \ Op2

o o) ( o)}- - P2-- ,
,13 = -t--_ Xl _p 1 Pl _x 1 -- X2 (_X2

(o £)}go = +_ =,-g_p,- vl + =2_Op_- p_ ' (12)

and the six squeeze generators are

K1

i 0
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i 0 _pl + x_ -p2-_F2]

K3 = +_ xl +p_ + X_p 1 +Pl ,

i{(0 £)}
£)(oQ3 = --_ Z2_I'Xl "4- Xl -- P2_p 1 -I- Pl •

(13)

It was noted that there are two convenient coordinate systems in phase space, namely those of

Eq.(1) and Eq.(7). The above differential forms are applicable to both coordinate systems. They

of course satisfy the commutation relations given in Eq.(6).

It is remarkable that these operators are also applicable to the Wigner phase-space distribution

function which is constructed from the Schr6dinger wave function [6]. It is also remarkable that

there are unitary transformations on the wave function which lead to canonical transformations

of the Wigner function in phase space [6].

3 Construction of the 0(3,2) deSitter Group by Solder-

ing Two Lorentz Groups

In Sec. 2, we constructed the ten generators of canonical transformations acting on two pairs of

canonical variables. The mathematics is straight-forward, but it is not too comfortable to study

physics with ten independent parameters. We can have a better physical picture if we can study

the problem in terms of concrete physical examples with smaller symmetries.

The deSitter group 0(3, 2) is known to be locally isomorphic to the group Sp(4). Indeed, as we

shall see in this section, the notations for the generators of Sp(4) given in Sec. 2 are the natural

notations for the deSitter group. Thus, one way to study $p(4) is to study 0(3, 2). In this section,

we shall study 0(3, 2) by constructing it by soldering two 0(3, 1) Lorentz groups.

In the space-time of (x, y, z, t, s), where x, y, z are three space-like variables and t and s are

two time-like variables, we can consider two 0(3, 1)-like Lorentz groups in the spaces of (x, y, z, t)

and (x, y, z, s) respectively. The generators of rotations applicable to the three-dimensional space

of x,y and z are

ooooi//ooioo0 0 -i 0 0 0 0 0 0

0 i 0 0 , J2= -i 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

, gs= 0iOOi/i 0 0 0

0 0 0 0 .

0 0 0 0

0 0 0 0

(1L)
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The Lorentz boosts in the subspace of (x, y, z, t) are generated by

/°°°ii/ /i°°°i)/i°°°°0 0 0 0 0 0 i 0 0 0 0

KI= 0 0 0 0 , K:= 0 0 0 , /(3= 0 0 i 0

i 0 0 0 i 0 0 0 i 0 0

0 0 0 0 0 0 0 0 0 0 0

(15)

These three boost generators, together with the rotation generators of Eq.(14), form a closed

Lie algebra for the Lorentz group applicable to the four-dimensional Minkowski space of (x, y, z, t).

The same is true for the space of (x, y, z, s) with the boost generators:

Q1

i 0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

i

0

0 ,

0

0
Ii 0 0 0 0 I

0 0 0 i

Q_= o o o o , Q3=

o o o o

i o o o

The above two Lorentz groups have nine generators.

commutation relations, we end up with an additional generator

00001)0 0 0 0

0 0 0 0 .

0 0 0 0

0 0 i 0

(16)

If we attempt to form a closed set of

(i0000)0 0 0 0

J0 = 0 0 0 0 , (17)
0 0 0 -i

0 0 i 0

which will generate rotations in the two-dimensional space of s and t. These ten generators form
a closed set of commutations relations.

We started with two 0(3, 1) Lorentz groups. Each Lorentz group has its own rotation subgroup.

In the present case, both Lorentz groups share the same rotation subgroup. This is how these two
groups are soldered.

It is remarkable that this set of commutation relations is identical to that of Eq.(6). The

group 0(3, 2) is locally isomorphic to Sp(4). The group 0(3, 2) occupies a very important place

in relativity and elementary particle physics simply because it contains two Lorentz groups as

its subgroups. The local isomorphism between 0(3, 2) and Sp(4) enables us to study this group

in terms of linear canonical transformations in classical mechanics or in the Wigner phase-space
picture of quantum mechanics.

4

pled Oscillators by Soldering two Sp(2)

For two uncoupled oscillators, we can start with the coordinate system:

(_,, _:, _, _) = (z,, p,, _, p_).

Construction of the Sp(4) Symmetry Group for Cou-

Groups

(1S)
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Since the two oscillators are independent, it is possible to perform linear canonical transformations

on each coordinate separately. The canonical transformation in the first coordinate system is

generated by

1(0. 2 00) /31 =i (0" 3 0) C1 =i (;1 0) (19)A'='2 0 ' -2 0 0 ' -2 0 "

These generators satisfy the well-known commutation relations:

[A,,B,] = iC1, [B1,C,] = -iA1, [C,,A1] = iB1. (20)

It is also well known that this set of commutation relations is identical to that for the (2 +

1)-dimensional Lorentz group. Linear canonical transformations on the second coordinate are

generated by

° 0) 0) ° 0) ( 1tA2=2 0"2 ' _ 0 0"3 ' 2 0"1 "

These generators also satisfy the commutation relations of Eq.(20). We are interested here in con-

structing the symmetry group for the coupled oscillators by soldering two Sp(2) groups generated

by A1, B1, C1 and A2,/32, C2 respectively.
It will be more convenient to use the linear combinations:

A+ = A1 + A2,

A_ = A1 - A2,

These matrices take the form

0)A+ = _ 0"2 '

B+ = B1 + B2, C+ = C1 + 6'2,

B_ = B1 - B2, C_ = C1 - C2,

i (0.3 0), C+ i (0., 0)B+ 0 0"3 _ 0 0"1

0)
--0"1

(22)

1(;2 0 ) /3_ i (0.3 0 ) C_ i ( 0.1A_ = _ -0._ ' = _ 0 -0.3 ' = _ 0 (')a)

The sets (A+, B+, C+) and (A+, B_, C_) satisfy the commutation relations of Eq.(20). The same

is true for (A_,B+,C_) and ( A_, /3_, C+ ).

Next, let us couple the oscillators through a rotation generated by

,)Ao=_ I ; " (2i)

Then, Ao commutes with A+,B+,C+, and the following commutation relations generate new

operators A3, Ba and C3:

(25)

where

[Ao, A_ l = iA3, [Ao, B_] = iB3, [Ao, C_] = iBa,

1(0 O2), /33_= i (0 0.3) i (0 0.1) (_(_)Aa=_ 0"2 2 0"3 0 ' C3=_ 0", 0 "
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There are now ten generators. They form the closed set of commutation relations of Eq.(6), if we

identify these matrices as

A+ = -J0, A_ = -J3, A3 = -J1, A0 = J_,

B+ = K2, B_ = -Q1, B3 = Q3,

C+ = Q2, C_ = 1;x, C3 = -K3, (27)

where the J, K and Q matrices are given in Eq.(10) and Eq.(ll).

In this section, we started with the generators of the symmetry groups for two independent

oscillators. They are A1, B1, Cx and A1, B1, C1. We then introduced another generator A0 to solder

them up. This processes produced three additional generators A3, B3, C3 which are -,/1, Q3, and-

�(3 respectively. It is remarkable that K3, Q3 and J0 form the set of generators for another Sp(2)

group. They satisfy the commutation relations

[Q3, K3] = -iJo, [K3, J0] = -iQ3, [Q3, do] = iK3 (28)

This symmetry group will play the major role in decoupling the coupled oscillator problem.

5 Reparametrization of Coupled Oscillators

Let us consider a system of two coupled harmonic oscillators. The Hamiltonian for this system is

1{ 1 2 1 2 }H= _ _lPl "3V _2p2 2Vm'x_ + B'x] +C'x,x2 . (29)

where

A' > O, B' > O, 4A'B'- C a > 0. (30)

By making scale changes of xl and z2 to (mx/m2)l/4xx and (m2/rnl)l/4x2 respectively, it is possible

to make a canonical transformation of the above Hamiltonian to the form [14, 15]

with m = (rnlm2) 1/2. This transformation is generated We can decouple this Hamiltonian by

making the coordinate transformation:

(_:) : (cos(_/2) - sin(c,/2)sin(a/2) cos(a/2) ) (::)" (32)

Under this rotation, the kinetic energy portion of the Hamiltonian in Eq.(31) remains invariant.

Thus we can achieve the decoupling by diagonalizing the potential energy. Indeed, the system

becomes diagonal if the angle a becomes

c
tan a = B-Z--A" (33)

This diagonalization procedure is well known.
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We now introduce the new parameters K and r/defined as

K = k/AB - C2/4,

in addition to the rotation angle a. In

form

A = K

B = K

A + B + _/(A - B) _ + C 2

exp (-27/) = _/4AB - C 2 '
(34)

terms of this new set of variables, A, B and C take the

_ e-2_ 21e_, cos 2 _ + sin _ ,

( oe2" sin 2 _ + e -_" cos 2 ,

A = K(e-2'7-e>7) sina.

the Hamiltonian can be written as

K

H=___. ml {q_+q_}+2_{e=,y _+e_2Èy_},

where yl and y2 are defined in Eq.(32), and

(qq;) = (cos( /2) -sin(a/2)\ sin(a/2) cos(a/2)/ -e"/"

(35)

(36)

(37)

This form will be our starting point. The above rotation together with that of Eq.(32) is generated

by J0.

If we measure the coordinate variable in units of (inK) 1/4, and use (ruff) -1/4 for the momentum

variables, the Hamiltonian takes the form

O2 -rl

where o2 = _l-K/rn. If 7/= 0, the system becomes decoupled, and the Hamiltonian becomes

o2_[? ?'_ o2_-(p_ + x_) . (39)= +x,j +
In Sec. 8, we will be dealing with the problem of what happens when no observations are made

on the second coordinate. If the system is decoupled, as the above Hamiltonian indicates, the

physics in the first coordinate is solely dictated by the Hamiltonian

It is important to note that the Hamiltonian of Eq.(39) cannot be obtained from Eq.(38) by

canonical transformation. For this reason, the Hamiltonian of the form

O2

H'= o2 (e-nq_ +e'Ty_) + (enq 2 +e-'Ty_) (41)

may play a useful role in our discussion. This Hamiltonian can be transformed into the decoupled

form of Eq.(39) through a canonical transformation.
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6 Quantum Mechanics of Coupled Oscillators

It is remarkable that both the Hamiltonian H of Eq.(38) and H' of Eq.(41) lead to the same

SchrSd]nger wave function. If Yl and y_ are measured in units of (mA') 1/4, the ground-state wave

function for this oscillator system is

1

_o(x,,x_) = _exp { 1__,._-_t_ y, + e-'y_)}. (42)

The wave function is separable in the Yl and y2 variables. However, for the variables xl and x2,

the story is quite different. If we write this wave function in terms of Xl and x2, then

i {l[ o_b(x,,x2)= _exp -2 en(XlC°S-2 - x2sin )_

+e-n(xl sin _- + x2cos )2 . (43)

If rt = O, this wave function becomes

¢o(Xt,X2) = _exp - (x_ + x_) . (44)

For other values of 7?, the wave function of Eq.(43) can be obtained from the above expression by

a unitary transformation.

A,,,,,_(a, rl)¢m,(xl)Vr_2(x2), (45)
rrtl m2

where ¢,n(x) is the m th excited state wave function. The coefficients Am,m2(r/) satisfy the unitarity
condition

IAm,m_(a,,)l_ = 1. (46)
rn lYt_ 2

It is possible to carry out a similar expansion in the case of excited states [16].

As for unitary transformations applicable to wave functions, let us go back the generators of

canonical transformations in classical mechanics in Eq.(12) and Eq.(13). As was stated before, they

are also applicable to the Wigner phase-space distribution function. The canonical transformation

of the Wigner function is translated into a unitary transformation of the Schr6dinger wave function.

There are therefore ten generators of unitary transformations applicable to Schr6dinger wave

functions [6, 4]. They are

J1 = _ a a2 + a a 1 ,

1 (a!at a_a2),4= i

'(!![_'1 4 a a + alal

1 (a!a2 a_al),J_ = y, -

Jo = -_ a_ al + a2a ,

a_a_ - a2a2),
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i fatat a_a! )/_ = _\i l-ram+ -a_a2 ,

_=

Q_ - _ - +_@

_- + + +

i rata t ) (47)63 = E\ ' _- a,a_ .

where a_" and a are the step-up and step-down operators applicable to harmonic oscillator wave

functions. The above operators also satisfy the commutation relations given in Eq.(6).

7 Wigner Functions and Uncertainty Relations

The Wigner phase-space picture of quantum mechanics is often more convenient for studying the

uncertainty relations. Unitary transformations in the Schr6dinger picture can be achieved through

canonical transformations in phase space. It has been known that canonical transformations are

uncertainty-preserving transformations. They are also entropy-preserving transformations [17].

Are there then non-canonical transformations in quantum mechanics?

In his book on statistical mechanics [18], Feynman raises the issue of the rest of the universe

in connection with the density matrix. Feynman divides the universe into two parts. We make

measurements in the first part, but are not able to measure anything in the second part. The

second part is Feynman's rest of the universe. Indeed, the density matrix plays the essential role

when we are not able to measure all the variables in quantum mechanics [19, 20].

In the present case of coupled harmonic oscillators, we assume that we are not able to measure

the x2 coordinate. It is often more convenient to use the Wigner phase-space distribution function

to study the density matrix, especially when we want to study the uncertainty products in detail

[15, 18].

For two coordinate variables, the Wigner function is defined as [15]

W(Xl,X2;pl,P2) = exp{-2i(p_y, + P2Y2)}

x _'(xl + yl, x_ + y2)¢(xl - yl, x2 - u_)au_du2.

The Wigner function corresponding to the oscillator wave function of Eq.(43) is

(48)

W(xl, x2; pl, P2) = exp -e'(xl cos 7 - x2 sin
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-e-_(x, sin_-+ x2cos )2 _ e-,(p, cos -_ - p2sin )2

-e_(plsin _ +p2cos )2 . (49)

If we do not make observations in the z2p2 coordinates, the Wigner function becomes

W(xl,p1) = / W(xl, z2; pl,pe)dx2dp2. (50)

The evaluation of the integral leads to

1 } 1/2W(x ,x2;pl,p ) = +sinh2 sin

x exp - cosh 77-sm 77cos a cosh r/+ sin r/cos

This Wigner function gives an elliptic distribution in the phase space of xl and pl. This distribution

gives the uncertainty product of

(Ax)2(Ap) 2 = 1(1 + sinh 2 r/sin s a). (52)

This expression becomes 1/4 if the oscillator system becomes uncoupled with a = 0. Because x_

is coupled with z2, our ignorance about the x2 coordinate, which in this case acts as Feynman's

rest of the universe, increases the uncertainty in the Xl world which, in Feynman's words, is the

system in which we are interested.

In the Wigner phase-space picture, the uncertainty is measured in terms of the area in phase

space where the Wigner function is sufficiently different from zero. According to the Wigner

function for a thermally excited oscillator state, the temperature and entropy are also determined

by the degree of the spread of the Wigner function phase space.

8 Scale Transformations in Phase Space

In addition to the ten generators given in Eq.(10) and also in Eq.(ll), we can consider the scale

transformation in which both the position and momentum of the first coordinate are expanded

and those of the second coordinate contracted. The Hamiltonian given in Eq.(38) suggests such a

transformation, and the transformation can be generated by

i I
So=_( 00i). (53,

This matrix generates scale transformations in phase space. The transformation leads to a radial

expansion of the phase space of the first coordinate [21] and .contracts the phase space of the

second coordinate. What is the physical significance of this operation? As we discussed in Sec.

7, the expansion of phase space leads to an increase in uncertainty and entropy. Mathematically
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speaking,the contractionof the secondcoordinateshouldcausea decreasein uncertainty and
entropy. Can this happen? The answeris clearly No, becauseit will violate the uncertainty
principle. This questionwill beaddressedin future publications.

In the meantime,let us study whathappenswhenthe matrix So is introduced into the set of

matrices given in Eq.(10) and Eq.(ll). It commutes with J0, J3, Ka, h'2, Q1, and Q2. However, its

commutators with the rest of the matrices produce four more generators:

[S0,J1]= , ,

[S0, K3]=-_ -o.1 0 ' -2 o'3 0 "

If we take into account the above five generators in addition to the sixteen generators of Sp(4),

there are fifteen generators. They form the closed set of commutation relations for the the group

SL(4, r). This SL(4, r) symmetry of the coupled oscillator system may have interesting physical

implications.

References

[1] S. S. Schweber, An Introduction to Relativistic Quantum Field Theory (Row-Peterson, Elms-

ford, New York, 1961).

[2] A. L. Fetter and J. D. Walecka, Quantum Theory of Many Particle Systems (McGraw-Hill,

New York, 1971); M. Tinkham, Introduction to Superconductivity (Krieger, Malabar, Florida,

1975).

[3] S. K. Kim and J. L. Birman, Phys. Rev. B 38, 4291 (1988).

[4] P. A. M. Dirac, J. Math. Phys. 4, 901 (1963).

[5] C. M. Caves and B. L. Schumaker, Phys. Rev. A 31, 3068 (1985); B. L. Schumaker and C.

M. Caves, Phys. Rev. A 31, 3093 (1985)', B. L. Schumaker, Phys. Rep. 135,317 (1986). See

also Fan, Hong-Yi and J. Vander Linder, Phys. Rev. A 39, 2987 (1989).

[6] D. Hun, Y. S. Kim, and M. E. Noz, Phys. Rev. A 41, 6233 (1990).

[7] Y. S. Kim, Phys. Rev. Lett. 63, 348 (1989).

[8] F. Iachello and S. Oss, Phys. Rev. Lett. 66, 2976 (1991).

[9] H. Umezawa, H. Matsumoto, and M. Tachiki, Thermo Field Dynamics and Condensed States

(North-Holland, Amsterdam, 1982).

[10] B. Yurke and M. Potasek, Phys. Rev. A 36, 3464 (1987).

[11] A. K. Ekert and P. L. Knight, Am. J. Phys. 57, 692 (1989). For an earlier paper, see S. M.

Barnett and P. L. Knight, J. Opt. Soc. of Amer. B 2 467 (1985).

65



[12] D. Han,Y. S.Kim, and M. E. Noz,Phys.Lett. A 144, 111(1990).

[13] H. Goldstein,Classical Mechanics, Second Edition (Addison-Wesley, Reading, MA, 1980).

[14] P. K. Aravind, Am. J. Phys. 57, 309 (1989).

[15] Y. S. Kim and M. E. Noz, Phase Space Picture of Quantum Mechanics (World Scientific,

Singapore, 1991).

[16] Y. S. Kim and M. E. Noz, Theory and Applications of the Poincard Group (Reidel, Dordrecht,

1986).

[17] D. Han, Y. S. Kim, M. E. Noz, and L. Yeh, Univ. of Maryland Physics Paper 93-23 (1992).

[18] R. P. Feynman, Statistical Mechanics (Benjamin/Cummings, Reading, MA, 1972).

[19] J. von Neumann, Mathematical Foundation of Quantum Mechanics (Princeton Univ. Press,

Princeton, 1955).

[20] E. P. Wigner and M. M. Yanase, Proc. National Academy of Sciences (U.S.A.) 49,910 (1963).

[21] Y. S. Kim and M. Li, Phys. Lett. A 139 445 (1989).

66



II. QUANTUM GROUPS

67





N93-27319

q-HARMONIC OSCILLATORS, q-COHERENT STATES

AND THE q-SYMPLECTON t $

L. C. BIEDENHARN

Department of Physics, Duke University

Durham, North Carolina, U.S.A.

M. A. LOHE

Northern Territory University

Casuarina, NT 0811, A_tralia

MASAO NOMURA

University of Tokyo

Komaba, Meguro-ku, Tokyo, 155, Japan

Abstract

The recently introduced notion of a quantum group is discussed conceptually and

then related to deformed harmonic oscillators ("q-harmonic oscillators"). Two devel-

opments in applying q-harmonic oscillators are reviewed: q-coherent states and the

q-symplecton.

1 Introduction

It is not unfamiliar in physics that a new theory appears in the form of a 'deformation'

of a previous 'classical' theory; thus, for example, quantum mechanics can be considered to be

a deformation of classical mechanics (which is recovered in the limit that the 'deformation pa-

rameter' ti --* 0), and Einsteinian relativity to be a deformation of Newtonian relativity (which

is recovered when the 'deformation parameter' c --* o0). Recently this notion of deformation

has been applied [1,2] to symmetry itself, leading to the concept of a 'quantum group' as a

deformation of a classical (Lie) group with a deformation parameter denoted by q. This new

development has had numerous important applications in both physics and mathematics [3,4].

Since harmonic oscillators have played a fundamental--and pervasive!--r61e in the applications

of symmetry in quantum physics, it is not surprising that the concepts of quantum groups, and

t Supported in part by the National Science Foundation, grant No. PHY-9008007.

$ Invited paper presented at the Harmonic Oscillator Conference, University of Maryland

(College Park), 25-28 March 1992.
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deformations, are important here also, and hence relevant to the present conference. Accord-

ingly, it is our purpose to discuss here deformed harmonic oscillators ("q-harmonic oscillators" ),
deformed coherent states ("q-coherent states") and the deformed algebraic structure (based on

harmonic oscillators) called the "q-symplecton".

We will begin by discussing, in conceptual and motivational terms, the simplest of quan-

tum groups--SUq(2), the q-deformed quantal rotation group--to set the stage for introducing
deformed harmonic oscillators, and then the remaining topics mentioned above.

2 The Quantum Group SUq(2)

The commutation relations for the three generators {J_, J[, dq} defining the quantum

group SUq(2) ate given by:

(2.1)[JLJ ]=+JL
qJ_ _ q-J;

[J_,J__]= q½_q-½ '
q c (2.2)

These defining relations for SUq(2) differ from those of ordinary angular momentum (SU(2)) in

two ways:

(a) the commutator in (2.2) is not 2J, as usual, but an infinite series (for generic q) involving

all odd powers: (jq)l,(jq)3, .... Each such power is a linearly independent operator in the

enveloping algebra; accordingly, the Lie algebra of SU,(2) is not of finite dimension.

(b) For q _ 1, the right hand side of (2.2) becomes 2J,. Thus we recover in the limit the

usual commutation relations for angular momentum.

The differences noted in (a) and (b) are expressed by saying that the quantum group SUq(2)

is a deformation of the enveloping algebra of SU(2).

The deformation parameter q occurs in SUq(2) in a characteristic way, as q-integers denoted

by [n]q such that:

q_ -q-_

[n]q= q½_ q_½,

=ql_i'D" +q_ +...q -_, nC_. (2.3)

These q-integers, [nlq obey the rule: [-n]q = (-1)In]q, with [0]q = 0 and [1]q = 1. Note that

[n]q = [n]q-,, so that the defining relations (2.1) and (2.2) are invariant to q _ q-1.

The quantum group concept involves much more than just deforming the commutation

relations of the classical group generators. Actually an interesting new algebraic structure is

also imposed, that of a ttopf algebra [5]. Let us first define this new structure and then discuss

its meaning.

Consider an associative algebra A, with a unit element, 1, over a field say, _T. Then the

algebra involves the operations:

multiplication: rn : A ® A ---*A, and, (2.4)

unit: 1 :g' ---* A, (2.5)
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subject to the familiar axioms of associativity and the compatibility of addition and multiplica-
tion.

We can extend this algebra to become a Hopf algebra if we can "reverse the arrows" in

(2.4) and (2.5) above, that is, if we can define two new operations:

co.multiplication: A : A _ A ® A, and, (2.6)

co-unit: • : A _tT. (2.7)

Since for a quantum group the algebra A is a group algebra, it is reasonable to require that one

have a third new operation:
3': A _ A, (2.8)

called "antipode", (the analog to the inverse in the group).

These three new operations must satisfy the requirement that A and e are homomorphisms

of the algebra A and that 7 is an anti-homomorphism. In addition, the operations must satisfy

the compatibility axioms:

Associativity of co-multiplication: (id ® A )A(a) = (A ® id)A(a),

Antipode axiom: m(id ®.r)A(.) = m('r ® ia)A(a) =

Co-unit axiom: (e ® id)A(a) = (id ® = a.

aEA (2.9)
(2.10)

,(2.11)

• For a physicist, the introduction of such complicated and heavy algebraic machinery "out

of the blue" is very disconcerting. Certainly it requires motivation. The obvious question is:

"why a Hopf algebra"? Let us try to answer this.

Physicists are already very familiar with the algebraic approach to symmetry in quantum

mechanics; what is needed is a physical reason for "reversing the arrows". What this really

means, in effect, is that all one needs is a simple motivating physical example.

Here is that example. Consider angular momentum: there is a natural, classical, concept

for adding angular momenta, which is taken over in quantum mechanics. Consider Jtotal as

the total angular momentum operator which is to be the sum of two independent constituent

angular momenta Jx and .]2. Writing the total angular momentum operator "]total as an action
on the two constituent state vectors we have:

JtotaI¢)total = Jl1_)1 ® llX)2 + 11_)1 ® J2[_)2, (2.12)

where we have been careful to use a precise notation for the tensor product ® of the two

independent systems.

Writing this same result in an abstract formal manner, we discover that what we have really

done by "adding angular momentum" is to define a co-multiplication:

A(J) = .] ® 1 + 1®.I, (2.13)

where J denotes a generic angular momentum (defined as obeying the commutation relations).

In other words: The vector addition of angular momenta defineJ a commutative co-product

in a ttopf algebra. One sees accordingly that a (commutative) Hopf algebra structure is not only
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very natural in quantum physics, but actually implicit, and in fact essential--unfamiliar only

because unrecognized. The remaining Hopf algebra axioms are required to make the structures

compatible and well-defined, and in a sense analogous to group concepts.

What we wish to emphasize is that the deformation of the algebraic structure in a quantum

group is only part of the basic concept--requiring the additional Hopf algebra structure, which

is natural to quantum mechanics, provides an important constraint on the freedom to deform
the commutation relations.

One can now understand intuitively from our example the fundamental significance of

quantum groups for physics: one now has the new possibility of defining a non-commutative

co-multiplication, as actually occurs for the quantum group SUq(2). This means that:

(i) the fundamental commutation relations are changed ("deformed"); that is, one has kine-

matic symmetry breaking. (Recall that Hamiltonian perturbation theory is dynamical and

leaves commutation relations (which are kinematical) invariant);

(ii) the "addition of q-angular momentum" depends on the order of addition.

There is one other feature of the commutation relations for SUq(2) that deserves comment:
the relations (2.1) and (2.2) single out J_ and thus appear to break the rotational symmetry.

For generic values of q this seeming result is incorrect: the degeneracy structure of q-group irreps

is in fact preserved, a consequence of the Rosso-Lusztig theorem. (We take this opportunity to

note that ref. [6] is misleading on this particular point.)

For completeness, since we have emphasized the importance of the complete Hopf algebra

structure, let us give explicitly the remaining Hopf algebra operations for the quantum group

svq(2):

= 1+ 1 J.,, (2.14)
Jq Jq

A(j ) = (2.15)
e(1)=l, e(J_)=e(J_)=O, (2.16)

7(J_) = -q 'J_, 7(J_) = -J_- (2.17)

3 q-Boson operators

In order to understand the meaning of the deformed commutation relations (2.1) and (2.2)

it is natural to look for representations of the operators J_, J_ as finite-dimensional matrices.

For the usual angular momentum group, there is a standard way to do this: one uses the Jordan-

Schwinger map [7], which maps the 2 x 2 matrices {J+, Jz} of the fundamental irrep into boson

operators.

Let us recall how this works. One begins with a realization of the operators J:t:, Jz in terms

of a pair of commuting boson creation operators (al, a2) and annihilation operators, (_1,a2),

and defines the Jordan-Schwinger map:

J+--' a1_2, J- --, a2_1, J, 1 -_(alal - a_'d2). (3.1a, b,c)

This map preserves the angular momentum commutation relations (that is, the Jordan-Schwin-

ger map is a homomorphism) and from this map one can explicitly construct all unitary irreps

of SU(2).
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Is there a q-analog to the Jordan-Schwinger map? There is indeed! (Refs. [8,9,10]). The

basic idea is to construct q-analogs to the boson operator_. To do so introduce the q-creation

operator aq, its Hermitian conjugate the q-destruction operator a-q, and the q-boson vacuum ket

vector [0) defined by the equation

_10) =0. (3.2)

Instead of the Heisenberg relation, [_, a] = 1, let us postulate the algebraic relation:

a-qaq __ q_aq'_q -. q-_-, (3.3)

where N q is the Hermitian number operator satisfying

[Nq,a q]=a q, [Nq,a -q]---a _, with Nq[O)-O. (3.4a, b, c)

Thi_ algebra i_ a deformation of the tteisenberg-Weft algebra, which is recovered in the limit

q -, 1. (Note that the q-number operator N ¢ is now no longer the operator a_ as in the

Heisenberg case.)

Orthonormal ket vectors corresponding to states of n q-quanta are given by:

tn)q- ([n],!)-½(a')"lO>,
with: Nqln)q=

(3.5)

(3.6)

It is now easy to define a q-analog for the algebra of the generators of the quantum group

SUq(2). In the language of q-boson operators, one defines a pair of mutually commuting q-bosons

q and a-_ obey equations (3.3), (3.4) and, in addition, thea_ for i = 1, 2. That is, for each, i, a i
relations:

q q qfor i # j: [a,,a,] = = = 0. (3.7)

The generators { J._, Jq_, JT} of SU,(2) are then realized by

q_ St q---q ½(N q - Nq).--. ala2, --' a2al, Jg (3.8a, b, c)

The construction of all unitary irreps of the quantum group SUq(2)--for generic q--is now

straightforward [6] but will be omitted.

Remarks: (1) We have emphasized in Section 2 that the Hopf algebra structure---more

particularly co-multiplication--is an important constraint on possible deformations. Let us note

that the deformation of q-bosons given by eq. (3.3) does allow a (non-commutative) co-product

to be defined. However, as shown by Prof. T. Palev (private communication), a complete Hopf

algebra structure is not possible.

(2) The deformation given in eq. (3.3) can be put into many differently appearing, but

equivalent, forms. For example, if we define Aq aqq_ N" and -_ _N'_= = q_ a', then eq. (3.3)
becomes:

AqA q = qAq"A q + 1, (3.9)

a form often found in the literature.
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4 The q-Harmonic Oscillator

We have motivated the introduction of q-deformed bosons as a way to implement the

concept of a quantum group.
Let us now examine the q-harmonic oscillator on its own merits. From the q-boson operators

a, _ we can define q-momentum (P) and q-position (O) operators in the same way as for boson

operators. That is, we define:

P ---z v T(a q -a-q), (4.1)

O = t2-_ (aa + am). (4.2)

The commutator [P, Q] is then (using (3.3)):

i[p, Q] = h[_',aq] = _([N + 1], - IN],). (4.3)

The eigenvalues (N --* n) of the right hand side are therefore

cosh(¼(2n + 1)log q) (4.4)
h(In + 1], -In]q) = h cosh(¼ log q)

One sees that the Heisenberg uncertainty in the q-harmonic oscillator is minimal (and indepen-

dent of q) only in the limit q --* 1; the uncertainty increases with n for q # 1.

The q-harmonic oscillator Hamiltonian is defined from P, Q according to

p2 rn_2

7"/= 2rn + _ Q2,

hw-m q
= -_-(a a + a'a_). (4.5)

From (3.3) we find

= ::_-([N + 1]q + IN],), (4.6)

showing that the eigenvalues of 7"/are

Z(n) = _([n + 1], + [hi,). (4.7)

The normMized eigenstates In) are:

]n) = ([n]!)-½(a')n]0). (4.8)

The energy spectrum for the q-harmonic oscillator is uniformly spaced only for q = 1,

the undeformed case. For q laxge, one sees that the spectrum becomes exponential: E(n)

h_q_(1 + o(_)).
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5 Coherent States

It is natural to ask, once one has defined q-deformed bosons, whether or not coherent states

exist for this new harmonic oscillator structure. The answer is yes [11], as one might expect.

Let us review this structure briefly here.

There are two key characteristics of the (usual) coherent states, as identified by Klauder

and Skagerstam [12]:

(a) continuity of the coherent state [z} as a function of z.

and (b) the resolution of unity:

1 = J I=)(=1du(z), (5.1)

where the integration takes place with respect to a positive measure dl_(Z).

The best known examples of coherent states, which certainly satisfy these two charac-

teristics, are the canonical coherent states generated by the (usual) creation and annihilation

operators a and _. These canonical coherent states are defined by [8]

Iz)= e-1_l'/2eZ"lO)
o_ zn

= _-izl:/__ _., In), (5.2)
n-_---O

where In} denotes the orthonormal vectors generated by the creation operator a.

We can immediately write down q-coherent states [z}q by replacing the boson operator of

(5.2) by its q-boson analog, and replacing the exponential in (5.2) by the q-ezponen*ial function

expq:

These states satisfy:

Iz>,= (expq(lzl=))-½expq(zaq)lO>q

oo zn

= (exp, (Iz12))-½ _ _ln),. (5.3)
n_O

_qlz)_= zlz)q, (5.4)

showing that the q-coherent state [z)q is an eigenstate of the annihilation operator a--qwith

eigenvalue z and, since z = ,(z[a-q[z}, (assuming the states [z)q are normalized), the label z is

the mean of a-q in the state [z)q. The definition (5.3) is not a unique q-extension of (5.2), for we

could have chosen any one of the family e_ of exponential functions in [13]; this would introduce

explicit q-factors in equations such as (5.4). We outline below how the particular q-harmonic

oscillator model of Section 4 (above) leads naturally to these q-coherent states. (The states (5.3)

were first considered in Ref. [8] and subsequently also in Refs. [14-17]. In fact, as with many

q-analogs of classical and quantum concepts, some q-generalizations were obtained before the

appearance of quantum groups [18]).

Let us now consider the two characteristic properties of coherent states, continuity and

completeness. (a) The continuity properties of [z)q, as a function of z, follow immediately from

the continuity of the deformed exponential function, expq in (5.3).
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(b) The resolution of unity within the Hilbert space, in terms of the states Iz)q, has been

considered by Gray and Nelson [15] and also Bracken et al [17]. The q-analog of Euler's formula

for P(x) is required, and is expressed in terms of the q-integration defined in [13]:

fo¢ eXpq(-X)xn dqx = [n]q! (5.5)

where ( is the largest zero of expq(x) (note that, unlike e=, expq(x) alternates in sign as z --*
-oo). A natural restriction is ]z]2 < ( and then, with the help of (3.5), the resolution of unity

can be derived [17],

1 = [ Iz), ,(zl d_,(z) (5.6)
d

where the measure d_(z) is given by

d_(z) = _ expq(Izl2)expq(-lzl2)dqlzl2dO, (5.7)

where 0 = arg(z). It follows from (5.6) that an arbitrary state can be expanded in terms of

the states Iz)q. (In fact, q-coherent states are overcomplete, for an arbitrary q-coherent state is

non-orthogonal to Iz)q, for any z.)
Coherent states arise naturally within the framework of the harmonic oscillator of Section 4,

by defining boson operators from position and momentum operators, Q, P, putting dimensional

factors to unity:

1 iP). (5.8)a, = _(Q - iF), _ = 7_(Q +

Conversely, we can use these formulas to define momentum and position operators and so, given

q-boson operators, these formulas also provide convenient q-analog definitions of q-momentum

and position operators [8].

Alternatively, one can define a q-harmonic oscillator by starting with SchrSdinger's equation

and replacing the derivative by a finite difference operator which provides an alternative form

for the deformation. We use the following q-derivative,

f(xq) - f(x) (5.9)
V,f(x) = x(q- 1) '

and the q-harmonic oscillator states are now deterrained by the equation

1 2_(-v, + qx2)¢(x)= E¢(_). (5.10)

Effectively, we have chosen q-momentum and q-position operators Qq, Pq satisfying

qQqPq - P_Qq = i, (5.11)

with the realization Qq = x, Pq = iVq. (This is yet another realization different from (3.9) for

the deformation.)
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Solutions of the difference equation (5.10) have been given by several authors [19,20], and

involve q-extensions of the Hermite polynomials. The ground state ¢0 is given by

¢0(x) = (_).q-4x2.
.=0 [2n]4!! ' (5.12)

where [2nlq![ = [2n]q[2n - 214... [2]4. Upon using the identity [2n]4 = [214[n]42 we can identify
the function (5.12) as one of the family of q-exponential functions given by Exton [13].

The eigenstates ¢,, of the deformed SchrSdinger equation (5.10) are labelled by an integer

n, and the energy levels are E, = ½12n + 114. (For comparison, note that in the model defined

in Section 4, the energy levels are different: E, = ½(In + 114 + [nl4 ) = ½[2n + 114,,,). The

eigenstates of (5.10), ¢,,, take the form

Cn(x) = H_(x)¢o (xq-_), (5.13)

where ¢0 is given by (5.12) and H_(z) denotes a q-extension of the classical Hermite polynomial,

with the explicit formula:

C,.x"q- , (5.14)= [rb! '
r--_0

where the coefficients Cr are given (for even or odd r) by

C2m = (_),n q(2,,+l),,,/212n1412n _ 4]4... [2n - 4m + 4]4

C2,-,,+1 = (_)m q(2,,+1),,,/212 n _ 21412n _ 6]q... [2n - 4m + 2]4.

(5.15a)

(5.15b)

From the explicit eigenstates one can identify q-boson operators which step between the eigen-

states Cn(x), from which one can form the q-coherent states of this model of the q-harmonic

oscillator [20].

6 The q-Symplecton

The idea behind the symplecton construction has a close relationship to harmonic oscil-

lators. In the Jordan-Schwinger realization of angular momentum one obtains uniformly all

unitary irreps in terms of two independent harmonic oscillators. This naturally suggests the

question: can one do better and realize all irreps uniformly in terms of one harmonic oscillator?

The answer is (of course) yes--this is the symplecton realization [7,21], which uses the creation

operator (a) as the spin-½ "up" state and the destruction operator (_) as the "down" state. This

implies that there is no longer a vacuum ket [0) annihilated by _. Instead we define a formal

ket 1) and seek to interpret both a[) and _[) as non-vanishing vectors.

Operators in this symplecton calculus will be defined as polynomials over (a, _) with com-

plex numbers as scalars. State vectors will be defined as operators multiplied on the right by
the basic formal ket, i.e.,

Iv) - o.I), (6.1)
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where Iv / is a vector and O_ the operator creating this vector. The action of the generators on
state vectors will be defined as commutation on the relevant operator O_, that is,

.z,(Iv))-=[J,,o,,11). (6.2)

To be completely explicit we are considering (for the undeformed symplecton) a single boson

operator a and its conjugate _ obeying:

[_, a] -- 1, (6.3)

all other commutators zero. The generators of SU(2) are realized by:

J+ _ -la2, (note the sign!) J_ _ 1_2, J0 "* 1(a_+_a). (6.4)

It is easily verified that this realization obeys the desired commutation relations:

[Jo, J±] = +J±, [J+, J-] = 2,/o. (6.5)

Note that the action of these generators on symplecton state vectors, verifying the commuta-

tion relations, succeeds precisely because of the Jacobi identity. Using commutation under the

generators, the labels J and M can be assigned to define characteristic polynomials 79jM. The

angular momentum irrep eigenvectors are then given by the set of vectors T'jMI).

The adjoint polynomial (T'jM) ad5 is defined by:

(,p)adj = ( _ I ) J- M ,_:); M , (6.6)

with _ taken to be adjoint to a. The adjoint (dual space) vector to  MI) is defined as (I(T_) _j.
The crucial problem in this (undeformed) symplecton construction is the proper definition

of an inner product for the Hilbert space of the irreps. Omitting details [7], the answer is

obtained from the multiplication law for symplec_on eigen-polynomials.

TUEOREM [21]: Let _ and P_ be normalized eigen-polynomiads of the generators Ji. Then

these polynomials obey the product law:

a+b

c, bo, p_,+_ (6.7a)

c=la-bl

wh ere

(clalb) = (2c +

[A(abc) = (a + b - c)!(a - b + c)!(-a + b + c)!

and ,,-,b°c is the usua/Wigner-Clebsch-Gordan coe_cient for SU(2).

(6.7b)

(6.7c)
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Usingthis theoremit is now easyto understandthe innerproduct (#Iv): one appliesthe
product law to the polynomials O_ j and O,, and then projects onto the J = 0 part. The

Wigner-Clebsch-Gordan coefficient (for J = 0) quite literally defines here a metric!

Remark: It is clear also that one can extend this structure by adjoining additional symplec-

tons. That is, one considers a symplecton having n "internal" states: ax, a2,..., a,, and their

conjugates al, a_,... ,_,,. Just as the adjunction of a boson with n "internal" states suffices to

realize SU(n), so does an n state symplecton suffice to realize the structure Sp(2n).

An important consequence of the symplecton construction is the definition of a new invariant

angular momentum function: the triangle coefficient A(abc), eq. (6.7c). This triangle function,

A(abc), has gratifyingly simple properties. It is a function defined symmetrically on three

"lengths" or "sides" a, b, c, which (from the properties of the factorial function) vanishes unless

the triangle conditions (that the sum of any two sides equals or exceeds the third side) are

fulfilled. The symplecton realization of angular momentum yields the triangle rule of vector

addition in a particularly graphic way.

The triangle function is clearly a rotationally invariant function defined on three angular

momenta; as such, it fits very nicely into the series of invariant functions defined on 3n angular

momenta: (6j) [Racah coefficient] and (9j) [Fano coefficient]. The Wigner coefficients are often

called "(3j) symbols", but in view of the fact--emphasized by Wigner--that these coefficients

are coordinate frame dependent (i.e., involve magnetic quantum numbers) one might consider

the triangle function as the more appropriate to designate as the (3j) symbol.

The triangle function obeys the following transformation law, Ref. [21]:

A(acf)A(bdf) = (2f + 1) Z A(abe)A(cde)W(abcd; ef). (6.8)

It is quite remarkable that the Racah function appears here as a tetrahedral function coupling

four triangles by pairs.

Having reviewed now the symplecton construction it is time to return to our main theme:

can one define a deformed symplecton ("q-symplecton") using a single deformed harmonic os-

cillator? The answer (of course) is yes, but there are some surprises [22]. We will develop the

deformed structure using finite q-transformations, which provides further insights into the de-

formation process [23]. (The infinitesimal approach--which obtains the q-generators {J_ } using

a single q-boson, the q-boson analogs to eqs. (6.4)--was developed earlier in ref. [24].)

Let aq and _q be q-boson creation and annihilation operators obeying:

_qaq - q½aq-dq = 1. (6.9)

This q-commutation relation is invariant under the transformation of q-spaces [23]:

(;(a, = (a,n) u '

where:

ux = q½zu, vx = q½xv, yv = q½vy, (6.11a, b,c)

yu=q½uy, uv=vu, (6.lid, e)
1 1

xy - q-_vu = yx - q_vu = 1. (6.11f)
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The adjoint to (a, _) is:

with:

_,-q-_a) and obeys:

u.)u" ' (6.12)

z" = y, u* =-q-½v, v" =-q½u, y* = x. (6.13a, b,c,d)

Let us denote the q-sympleeton eigenpolynomials by: Q_. Then Q_" is a polynomial of

order j + m in a and j - m in _ and defined to transform as:

07(,',_)= _ d,L,.(_,u,,,,_)QT(,,,n). (6.14)
n

Here din,re(x, u, V, y) is the q-rotation matrix which obeys:

_-,_,(_,",,,,,,y)d_',,,.,,(_._,v._,)=_ ,c_;:';,,.
J

×,c_i(,'4dL(_...v.u). (6._5)

where qC)_( are q-WCG coefficients. It follows that the set {Q_n, m = -j,-j + 1,... ,j} is an

irreducible tensor of rank j. Moreover Q}" is a q-symmetric function:

+ q-u+_)4u-') +½aJ+m-l.ffa_J-m-I +...
• (/- ,,,)C/+,,,) • •

+ q-(t+')(4J")+½y(a,i_) +... + q 4 "5'-ma '+m. (6.16)

Here _ is the least number of transpositions needed to put f(a, il) in normal-ordered form.

Example: [4]½Q_ = q-]a3_ + q-¼a2"_a + q_a_a 2 + qS"ffa_. (6.17)

As is clear from our review (of the usual symplectons), the major task is to prove a product

law for the deformed q-eigenpolynomials, Q_.

fl,t t _rt It

THEOREM [23]: Let Q j, and Q j,, be normalized q-eigenpolynomials. Then:

,,' m" j' j" j
Q.j, (a,_)Qf, (a,'6)= Z N(j'j"j). qCJm,m,,,n • Qr_(a,'6), (6.18)

1

where: C j'y''j is the q-Wigner-Clebsch-Gordan coe_cient, and N(jtj"j) is a scalar function
q mJff;tt_

of q dependent only on j',j",3.
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N(j'ffj) obeys the recursion relation:

([2j"][2j + 1])_N(j'j"j)=([i'-j" +j + 1],D" +j"-j]q)½

x N (j',j"- ½,j + ½) g (j + ½, !,j_2/

+ ([j' + j" + j + l],[-j' + j" + j],)½

xg(j',j"-},j-]).

The determination of the coefficient N(fj"j) is very difficult. It helps to see a few special
cases. We find:

N(j 0 j) = 1, (6.20)

N(j,,j2,jl + j2) = 1 (6.21)

N(j, ½,j-½) = -q-¼F(2j)
([2j][2j + 1])½' (6.22)

with: F(n) =- [11 + [2] +... + In], F(0) = 0. (6.23)

We remark that the appearance of the function F(n) is characteristic of relations involving the

q-symplecton [23].

One can prove the further property, at this stage, that the function N(j', j", j) is symmetric

in the first two indices. One of the surprising properties [23] is that the (q-rotationally invariant)

function N(j',j",j) is not symmetric under q _ q-1.

These results show that N(j',j",j) is not the proper q-analog to the triangle function

A(a, b, c), despite the fact that the q-symplecton product law seemingly appears to define

N(j',j",j) in the proper form. It has been shown in Ref. [22], that the proper way to proceed
is via the definition:

/F(2c)![2a + 1]![2b + 1]!

= (6.24)

This q-triangle coefficient has the desired symmetry. As shown in Ref. [22], Aq(jlj_ja) is totally

symmetric in its arguments jl ,j_, ja--precisely the same property possessed by the (undeformed)
triangle coefficient A(jlj2ja)in (6.7c).

Moreover, it is now possible [22] to obtain the proper q-analog of (6.8):

A,(acf)A(hdf) --[2f + 1] Z A,(abe)A,(cde)Wq(abcd; el). (6.25)

Let us conclude by citing the product law for q-eigenpolynomials in the proper form now

to show the desired q-analog structure [22]:

a+b

eZQf - [2c+ 1]-½nq(ak)(b Z lc + (6.26)
c=l.-bl
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Note the surprising appearance of the q-WCG coefficient involving q-a as the proper form to

show the analogy.

Space is lacking for more than this brief survey of the q-symplecton and the associated

subtleties of q-analysis. More detail can be found in [22], and related discussions--from the

aspect of Weyl-ordered boson polynomials--is given in [25] and [26].

References

[1] M. Jimbo, Lett. Math. Phys. 1, 63 (1985).

[2] V. G. Drinfeld, Quantum Groups. Proc. Int. Congr. Math. 1,798 (1986).

[3] C. N. Yang and M. L. Ge (Eds.), Braid Group, Knot Theory and Statistical Mechanics,
Advanced Series in Mathematical Physics, Vol. 9, World Scientific, Singapore (1989).

[4] H.-D. Doebner, J.-D. Hennig (Eds.), Quantum Groups, Lecture Notes in Physics 370,

Proceedings of the 8th Int. Workshop on Math. Phys., Clausthal, FRG (1989).

[5] E. Abe, HopfA1gebras, Cambridge Tracts in Math:, 74, Cambridge University Press (1980).

[6] L. C. Biedenharn, An Overview of Quantum Groups, in Lecture Notes in Physics 382, (V.

V. Dodonov, V. I. Man'ko, Eds.), Springer Verlag, Berlin (1991).

[7] L. C. Biedenharn and 3. D. Louck, Angular Momentum in Quantum Physics, EncycIope-

dia of Mathematics and Its Applications, Vol. 8, Addison-Wesley, Reading, MA (1981),

reprinted Cambridge University Press (1989).

[8] L. C. Biedenharn, J. Phys. A: Math. Gen. 22, L873-878 (1989).

[9] A. J. Macfarlane, J. Phys. A: Math. Gen. 22, 4581-4588 (1989).

[10] C. P. Sun and H. C. Fu, J. Phys. A: Math. Gen. 22, L983-L986 (1989).

[11] M. A. Lohe and L. C. Biedenharn, On q-Analogs of Coherent States, to appear in the

Klauder Festschrift (World Scientific, Singapore).

[12] J. R. Klauder and B. S. Skagerstam, Coherent States. Applications in Physics and Mathe-

matical Physics, World Scientific, Singapore (1985).

[13] H. Exton, q-Hypergeometric Functions and Applications, E11is Horwood Series, Wiley
(1983).

[14] P. Kulish and E. Damashinsky, J. Phys. A. Math. Gen. 23, L415 (1990).

[15] R. W. Gray and C. A. Nelson, J. Phys. A. Math. Gen. 23, L945 (1990).

[16] C. Quesne, Phys. Lett. 153A, 303 (1991).

[17] A. J. Bracken, D. S. McAnally, R. B. Zhang and M. D. Gould, J. Phys. A. Math. Gen. 24,

1379 (1991).

[18] M. Arik and D. D. Coon, J. Math. Phys. 17, 524 (1976).

82



[19] 3. A. Minahan, The q-SchrSdinger Equation, University of Florida preprint, August 1990.

[20] N. M. Atakishiev and S. K. Suslov, Theor. and Math. Phys. 85, 1055 (1991);

ibid. The'or. i. Mat. Fiz. 87, 154 (1991).

[21] L. C. Biedenharn and J. D. Louck, Ann. Phys. (N.Y.) 63, 459 (1971).

[22] M. Nomura and L. C. Biedenharn, On the q-Symplecton Realization of the Quantum Group

SUq(2), to be published in J.Math. Phys.

[23] M. Nomura, J. Phys. Soc. Japan 60, 4060 (1991).

[24] L. C. Biedenharn and M. A. Lohe, Quantum Groups, (T. Curtright, D. Fairlie and C.
Zachos, Eds.), World Scientific, Singapore 1991, p. 123.

[25] M. A. Lobe, L. C. Biedenharn and 3. D. Louck, Phys. Rev. 43D, 417 (1991).

[26] M. Gel'fand and D. B. Fairlie, The Algebra of Weyl Symmetrised Polynomials and its

Quantum Extension HUTMP 90/B226, DTP 90/27 (1990).

83





N93"27320

WHICH Q-ANALOGUE OF THE SQUEEZED OSCILLATOR?

Allan I. Solomon

Faculty of Mathematics, The Open University, Milton Keynes, MK7 6AA, United Kingdom

1 Introduction and Content

The noise (variance squared) of a component of the electromagnetic field - considered as a quan-

tum oscillator -in the vacuum is equal to one half, in appropriate units (taking Planck's constant

and the mass and frequency of the oscillator all equal to 1). A practical definition of a squeezed

state is one for which the noise is less than the vacuum value - and the amount of squeezing is

determined by the appropriate ratio. Thus the usual coherent (Glauber) states are not squeezed,

as they produce the same variance as the vacuum. However, it is not difficult to define states

analogous to coherent states which do have this noise-reducing effect. In fact, they are coherent

states in the more general group sense but with respect to groups other than the Heisenberg-Weyl

Group which defines the Glauber states. The original, conventional squeezed state in quantum

optics is that associated with the group SU(1, 1). Just as the annihilation operator a of a single

photon mode (and its hermitian conjugate a t, the creation operator) generates the Heisenberg-

Weyl algebra, so the pair-photon operator a s and its conjugate generates the algebra of the group

SU(1, 1). Another viewpoint, more productive from the calculational stance, is to note that the

automorphism group of the Heisenberg-Weyl algebra is SU(1, 1). Needless to say, each of these

viewpoints generalizes differently to the quantum group context. In this talk we shall discuss
both. The structure of the talk is as follows:

• Conventional Coherent and Squeezed States

• Eigenstate Definitions

• Exponential Definitions

• Algebra (Group) Definitions

• Automorphism Group Definition

• Example: Signal-to-Noise Ratio

• q-Coherent and q-Squeezed States

• M and P q-bosons

• Eigenstate Definitions
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• ExponentialDefinitions

• Algebra (q-Group)Definitions

• Example: Signal-to-NoiseRatio

• Automorphismq-Group Definition

2 Conventional Coherent and Squeezed States

The elementary treatment of (a single frequency) of the quantized electromagnetic field leads to

the identification of its components

E-,_x, B,,_p, [x,p]=i

in suitably chosen units. We may introduce boson operators b, bt by

x= (b + bt)/v/2 p= (b-bt)/v/2i

which then satisfy the Heisenberg-Weyl Algebra

[b, bt] = 1

[N,b t] = bt (1)

where N = btb. The interpretation of these operators is that they annihilate (resp. create)

photons; the vacuum state ]0 > satisfies

b[0 >= 0.

The quantum noise of the x-component (E-field) in the vacuum state is given by

(Ax):=<z:>-<x>2 =1/2

with a similar result for the B-component. The vacuum signal ( < x >2) vanishes.

The conventional coherent states (Glauber [1] states) are defined as eigenstates of the operator

b,

blA>= >. (2)

For these states one readily evaluates

(Ax) 2 = 112 < x >2= (A +X)2/2.

An alternative, suggestive definition of the coherent states which readily lends itself to generaliza-

tion, is that they are obtained by the action of the realizations of the group corresponding to the

Heisenberg-Weyl Algebra generated by {b, bt, 1} on the vacuum, thus;

]A >-- exp(Abt)10 >. (3)
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It is an important practical problem to maximize the signal-to-noise ratio p for radiation states;

here we are of course only considering the quantum noise. What we see from the preceding is that

p vanishes for the vacuum; it attains the value 4N, for a coherent state, taking (real))_2 = Ns

where N, is the number of photons in the signal.

In a classic paper, Yuen [2] showed that for any radiation field the maximum signal-to-quantum

noise ratio p for fixed energy has the value p,,,ox = 4Ns(N, + 1), where N, gives the upper

limit on the number of photons in the signal ( effectively a maximum power per unit frequency

constraint). He further showed that this value is attained by the squeezed states [3], two-photon

coherent light states generated as eigenstates of the operator #b + vb t where I 12- lul2 = 1. The

only mathematical input to this result consists of the canonical commutation relations Equation

(1). The term "squeezed" derives from the fact that in these states the quantum dispersion may

attain values below the vacuum (or coherent) state value of 1/2. Such states have been produced

experimentally. These squeezed states may also be defined by the action on the vacuum (more

generally, on Glauber coherent states) of the group corresponding to the algebra generated by

{b_, (bt)_, (bb t + b_b)}. (4)

Thus a typical squeezed state (up to normalization) may be written

I(,z >= exp(_((bt)2)exp(zbt)[o >. (5)

The state 1_, z > is an eigenstate of (b-(b t) with eigenvalue z, in agreement with the definition of

squeezed state above (# = 1, u = -_ and for convergence we require that 1(I < 1.) The operators

in Equation (4) satisfy the commutation relations of SU(1, 1)

= -2I,o
[K0, K+] = -Fife. (6)

An alternative definition which results in states exhibiting squeezing is to define them as (normal-

ized) eigenstates of the of the lowering operator K_ - b2. These states have the form

i
_1

16 > = >
i=0

oo

[_> = Y_ _i 1) '12i+1>" (7),=o /(2i+
An appropriate sum of these squeezed states recovers a Glauber coherent state.

A more basic definition of squeezed states arises from the observation that the automorphism

group of the H-W algebra is SU(1, 1); thus a unitary transformation U on b gives

b _ U b U _ = #b + vb _ (8)

where Ipl 2 - lul 2 = 1. The conventional squeezed state is then defined, exactly as above, as an

eigenstate of the transformed bose destruction operator

(#b+ ubt)l_ >= _l_ >. (9)
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More generally, a conventional squeezed state is defined as the action of the unitary operator

U(#,v) on a coherent state ]z >= D(z)tO >, thus:

]_ >= U(_,v)D(z)lO >= U(p, v)]z > (10)

This definition is not only elegant but, by applying the inverse transformation, enables calculations

in squeezed states to be made as readily as in the coherent states.

For example; using

V(_, v)-' b V(_, v) = _b - vb t

one may readily evaluate the dispersion of x in the squeezed state ]_ > to be

and the signal to be

(_x) _= _1_- _12

< x >5= {(u _ _)_+ (_ _ _)z)}2.

For real values of the parameters, the maximum of the signal-to-quantum noise ratio

p-< x >2/(Ax)2 = 42

may readily be seen to be attained at pm_x = 4N,(N, + 1) as cited above [2].

3 q-Coherent and q-Squeezed States

A deformation a M of the standard boson operator b was introduced some years ago by Arik and
Coon [4]. Their deformed bosons satisfy

aMaM ?- qaM'taM = 1. (11)

More recently, the deformed q-boson operator ap satisfying the Quantum Heisenberg-Weyl Algebra
(H- Wq Algebra)

apapt _ qaptap __ q-N

[N, ap t] = ap t (12)

has been introduced [5, 6]. ( I have used the subscript M to denote the relation to the mathe-

matician's classical q-analysis, a study which goes back at least as far as Gauss, in contrast to the

more recently introduced physicist's form, subscript P. The second equation of (12) is satisfied by

both forms. There is no need to subscript the operator N for the reason given below.)

In principle, either Equation (2) or Equation (3) can be used as a starting point for an eigenstate

definition of q-coherent states for both types of deformed bosons. It is easily shown that an attempt

to use Equation (3) does not lead to a normalizable state (for q _ 1) in either case. Starting from

Equation (2), q-coherent states for the deformed boson operator of Arik and Coon were constructed
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by these authors [4]; the same equation was used [6] for the q-bosons defined in Equation (12).

Both forms of q-boson lead to the q-coherent state

where a = aM or ap and

I_ >q = AZ-lexpq(Bat)] 0 >

N' = expq(l l').

The q-exponential is defined in both cases by

oo X v

expq( )= E
_=0

(13)

(14)

(15)

The symbol [r]q! is defined by [r]q! = [r]q[r- 1]q[r- 2]q... [l]q where, in the case of Equation (11),
we define

(16)[x]q = (q_ - 1)/(q- 1)

and in the case of Equation (12), we define

[X]q=(q_-q-_)/(q-q-_). (17)

Equation (11) gives rise to the classical form of the q-exponential usually written as Eq(x),

which converges for Iql > 1, or for Ixl < Ii1_--;Iwhen Iq[ < 1. The form of q-exponential corre-

sponding to Equation (12) is convergent for all z and q. In both cases, limq._._ expq(x) = exp(x),

and when q = 1 the q-boson operators reduce to standard boson operators.

The q-bosons are related to the conventional bosons b as follows:

a=b (18)

where N = b_b, using the appropriate definition of [N]q for "mathematical" bosons Equation (16)

[7] or "physical" bosons Equation (17)[8].

The q-coherent states defined above do not give rise to (time-independent) squeezing, just as

in the case of the conventional coherent states. In fact, it may be shown [7} that the term which

gives rise to squeezing is, in general,

< a 2 > - < a >2

which is zero for eigenstates of a. However, Buzek [9] has shown that there is time-dependent

squeezing, by choice of a suitable analogue of the usual Hamiltonian; and this has also been found

by Celeghini, Rasetti and Vitiello [10].

It is not immediately clear how conventional squeezed states can be generalized to the quantum

group context. The most direct approach is to use a q-boson realization of the analogous suq(1, l)

algebra; one may then attempt to define the analogous q-squeezed states by the exponential action
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of the resulting operators on the vacuum (or on the q-coherent states). A realization of 8Uq(1, 1)

given by Kulish and Damaskinsky [8] is

1 1

K+ = p(at)2 K_ = p(a)2 Ko = -_(n+ -_) (19)

with p = (q + q-')-' and [K+, K_] = -[2K0]q2. However, the exponential action of the operators

of this algebra fail to give a normalizable state not only for the conventional exponential (which

was to be expected) but also for the q-exponential expq(z) defined above (and also for expq_(x)

which one would have thought to be the appropriate function here).

The eigenstates of K_ corresponding to Equations (7), obtained by substituting the "box" facto-

rials for the conventional ones, give normalizable states [11].

We may alternatively carry over the definition

(a- (at)lC z >: zl ,z > (20)

to the q-boson case. For the choice z = 0 we obtain

I(,z>=.N'-a}--_( i [2i-1]q!!12 i
i=0 [2i]q!!

with normalization

> (21)

i----0

The symbol [r]q!! has the expected meaning [r]q!! = [r]q[r- 2]q[r-4]q.-. and the first term in (22)

is 1. The squeezing properties of states defined in this way, for various values of the parameters

and q were calculated in [11].

A more basic definition of squeezed states in the quantum group case arises from generalizing

the automorphism group property given in the previous section for the conventional case, Equation

(8) and Equation (9).. One may seek by analogy to define q-squeezed states in terms of the

automorphism quantum group of the quantum Heisenberg-Weyl algebra of q-bosons. Consider

the quantum plane d la Manin generated by two elements a and 7 as defined by Woronowicz [12],

satisfying the following commutation relations:

a 7 =

o_7" =

77* =

a*a -- ")'*7 =

cm* -/t_7"7 =

We now introduce a conjugation A _ ,4 defined by its

1. c-numbers c _ c* , (complex conjugation)

2. q-numbers (quantum plane) 6 = a* d* = a

_tTa

/17*a

7*7

1

1.

effect on

1= =

(23)
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3. operators A = q½(N2-N)Atq-½(N2-N) (q real ).

Under this transformation, A = A, A_B =/_A ; and the boson a satisfying

aa _ _ qata = q-N

maps to fi , with the pair a, fi satisfying

ha- #ha = 1. (24)

with # = q2. The two-dimensional fundamental representation of SU,(1, 1) is given by

[a ] (25)U _ Or*7

and u satisfies uJfi = J where

The transformation

[10]J= 0 -p

[a, al [a, alu (26)

is an automorphism which preserves Equation (24). Squeezed states in the quantum group context

may now be defined as the eigenstates of the transformed a, thus generalizing the results of [11].

Finally, we note that one may derive an analogue of Yuen's result [2] cited above on the

optimal signal-to-Quantum Noise ratio q-photons [13]; the corresponding bound for q-photons

may be shown to be

pq = 4[N,]q[N, + 1]q/([Ns + lie -INs]q) 2. (27)

that is, for a radiation field in terms of photons satisfying the modified commutation relations

of the quantum group version of the Heisenberg-Weyl Algebra. This ratio is always tess than the

value in the conventional case, attained for the SU(1, 1) squeezed states.
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Abstract

Affme transformations(dilatationsand translations)areused todefinea deformationof

one-dimensionalN = 2 supersymmetricquantum mechanics.Resultingphysicalsystemsdo

not have conservedchargesand degeneraciesinthespectra.Instead,super'partnerHamilto-

niansareq-isospectral,i.e.thespectrumofone can be obtainedfrom another(withpossible

exceptionofthelowestlevel)by q2-factorscaling.Thisconstructionallowseasilytorederive

a specialserf-similarpotentialfound by Shabatand toshow thatforthelattera q-deformed

harmonic oscillatoralgebraofBiedenharnand Macfarlaneservesas thespectrumgenerating

algebra.A generalclassofpotentialsrelatedto the quantum conformalalgebraJuq(1,1)is

described.Furtherpossibilitiesforq-deformationofknown solvablepotentialsareoutlined.

1. Introduction

Standard Lie theory isknown to provide very usefultoolsfor descriptionof physicalsystems.

Elegantapplicationswere found inquantum mechanics withinthe conceptof spectrum generating,

or,dynamical (super)symmetry algebras[I].The most famous example isgiven by the harmonic

oscillatorproblem (sothe name ofthisworkshop) where spectrum isgeneratedby the Heisenberg-

Weyl algebra. Some time ago a wide attentionwas drawn to the deformationsof Lie algebras

which nowdays arelooselycalled"quantum algebras",or,"quantum groups" [2](below we do not

use the second term because Hopf algebrastructureisnot relevantin the presentcontext).Spin-

chainmodels were found [3]where Hamiltonian commutes with generatorsofthe quantum algebra

8uq(2),deformation parameter q being relatedto a coupling constant. Thus, an equivalenceof

a particularperturbationof the interactionbetween "particles"to the deformation of symmetry

algebragoverningthe dynamics was demonstrated.

Biedenharn and Macfarlane introduced q-deformed harmonic oscillatoras a buildingblock of

the quantum algebras [4, 5]. Various applications of q-oscillators appeared since that time [6-13]

(an overview of the algebraic aspects of q-analysis is given in Ref.[7]). Physical models refering to

q-oscillators can be conditionally divided into three classes. The first one is related to systems on

lattices [8]. In the second class dynamical quantities are defined on "quantum planes" - the spaces

'On leave of absence from the Institute forNuclear Research, Moscow, Russia
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with non-commutative coordinates [9]. Although SchrSdinger equation in this approach looks

similar to the standard one, all suggested explicit realizations of it in terms of the normal calculus

result in purely finite-difference equations. Parameter q responsible for the non-commutativity

of quantum space coordinates serves as some non-local scale on the continuous manifolds and,

therefore, the basic physical principles are drastically changed in this type of deformation. We

shall not pursue here the routes of these two groups of models.

The third - dynamical symmetry realization class - is purely phenomenological: one deforms

already known spectra by postulating the form of a Hamiltonian as some combination of formal

quantum algebra generators [10], or, as an anticommutator of q-oscillator creation and annihilation

operators [4, 8]. This application, in fact, does not have straightforward physical meaning because

of the non-uniqueness of deformation procedure. Even exact knowledge of a spectrum is not enough

for precise reconstruction of an interaction. For a given potential with some number of bound

states one can associate another potential containing new parameters and exhibiting the same

spectrum [14]. Therefore the physics behind such deformations is not completely fixed. Moreover,

for a rich class of spectral problems there are powerful restrictions on the asymptotic growth of

discrete eigenvalues [15] so that not any ordered set of numbers can represent a spectrum. All

this means that one should more rigorously define physical interaction responsible for a prescribed

deformation of a given simple spectrum, q-Analogs of the harmonic oscillators were also used

for the description of small violation of statistics of identical particles [13] (general idea on the
treatment of this problem on the basis of a parametric deformation of commutation relations was

suggested in Ref.[16]). The papers listed above represent only a small fraction of works devoted

to quantum algebras and q-analysis. For an account of unmentioned here applications we refer to

reviews [17, 18].

Recently Shabat
similar behavior and

the author proposed

have found one-dimensional refiectionless potential showing peculiar self-

describing an infinite number soliton system [19]. Following this development

[20] to take known exactly solvable Schr_dinger potentials and try to deform

their shape in such a way that the problem remains to be exactly solvable but the spectrum

acquires complicated functional character. So, the Shabat's potential was identified in Ref.[20] as a

q-deformation of conformally invariant harmonic and particular forms of Rosen-Morse and P6schi-

Teller potentials. The hidden q-deformed Heisenberg-Weyl algebra was found to be responsible

for purely exponential character of the spectrum. In comparison with the discussed above third

group of models present approach to "quantum" symmetries is the direct one - physical interaction

is fixed first and the question on quantum algebra behind prescribed rule of q-deformation is

secondary.

In accordance with this guiding principle a deformation of supersymmetric (SUSY) quantum

mechanics [21, 22] was proposed in Ref.[23]. This talk is devoted to description of the results of

Refs.[19, 20, 23] and subsequent developments. We start by giving in Sect.2 a brief account of the

properties of simplest (0 + 1)-dimensional SUSY models. In Sect.3 we describe a deformation of

these models on the basis of pure scaling transformation of a superpartner potential, namely, we

find q-SUSY algebra following from this rule and analyze its properties. Sect.4 outlines possible

extensions of the simplest potential deformation. In Sect.5 we show that mentioned above self-

similar potential naturally appears within q-SUSY as that characterized by the simplest structure

of Hamiltonian. In this case factorization operators entering the supercharges are well defined on

the Hilbert space of square integrable functions and generate q-oscillator algebra. As a result,
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a representationof q-deformed conformal algebra suq(1,1) is obtained. In Sect.6 we give short

description of further generalizations of the Shabat's potential which correspond to general q-

deformed conformal quantum mechanics and q-deformation of (hyper)elliptic potentials. Sect.7

contains some conclusions. We would like to stress once more that suggested realizations of q-

algebras are continuous (i.e. they are not purely finite-difference ones) and they are used within

the standard physical concepts.

2. SUSY quantum mechanics

The simplestN = 2 SUSY quantum mechanics isfixedby thefollowingalgebraicrelationsbetween

the Hamiltonian of a system H and superchargesQt, Q [21]

{Qt,Q}=H, Q2=(Qt)2=0, [H,Q]=[H, Qt]=0. (1)

All operators are supposed to be well defined on the relevant Hilbert space. Then, indepen-

dently on explicit realizations the spectrum is two-fold degenerate and the ground state energy is

semipositive, E.ac :> 0.

Let us consider a particle moving in one-dimensional space. Below, the coordinate z is tacitly

assumed to cover the whole line, z E R, if it is not explicitly stated that it belongs to some cut.

Standard representation of the algebra (1) contains one free superpotential W(z) [22]:

0(o :/ 0, (0.:)' = 0 , A=(p-iW(z))/V_, [z,p]=i, (2)

._i._0) 0)0 H+ = AA? = _(p_ + W2(z)- W'(z)aa), (3)

d w(z), (lo °1)_ .

It describes a particle with two-dimensional internal space the basis vectors of which can be

identified with the spin "up" and "down" states.

The subhamiltonians H+ are isospectral as a result of the intertwining relations

H_A t = At H+, AH_ = H+A. (4)

The only possible difference concerns the lowest level. Note that the choice W(z) = x corre-

sponds to the harmonic oscillator problem and then At, A coincide with the bosonic creation and

annihilation operators at, a which satisfy the algebra

[a, at] = 1, [N,a t] = a t, [N,a] = -a, (5)

where N is the number operator, N = ata. This, and another particular choice, W(z) --- A/x,

correspond to the conformally invariant dynamics [24].
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3. q-Deformed SUSY quantum mechanics

Now we shall introduce the tools needed for the quantum algebraic deformation of the above

construction. Let Tq be smooth q-scaling operator defined on the continuous functions

(6)Tqf(z) = f(qz),

where q isa realnon-negativeparameter. Evident propertiesof thisoperator are listedbelow

T' d = q-l d Tq'qdxTJ(.)g(.)= [YJ(.)][Ta(.)],

TqT.=T.,,,T;I= Y,-,, TI -- 1,

On the Hilbert space of square integrable functions £_ one has

/: /:_'(_)_(q_)dx = q-' _'(q-'.)_,(_)d.,
oo O_

where from the hermitian conjugate of Tq can be found

T: = q-iTS", (T:) t = T,.

(7)

(8)

(9)

As a result, _ Tq is a unitary operator. Because we take wave functions to be infinitely differen-

tiahle, an explicit re_llzatlon of Tq is provided by the operator

Yq = e lnqxd/d* -- qZd/dx. (10)

Expanding (10) into the formal series and using integration by parts one can prove relations (9)

on the infinite line and semillne [0, oo]. A special care should be taken for finite cut considerations

since Tq moves boundary point(s).

Let us define the q-deformed factorization operators

1

At= -_ (p + iW(.)) T.,

q-I

A = -_ T;'(p- iW(,)), (11)

where W(z) is arbitrary function and for convinience we use the same notations as in the unde-

formed case (3). A and At are hermitian conjugates of each other on £2. Now one has

A ?A = _q'-"(p _ + W2(x) - W'(z)) = q-'H_, (12)

AA t 1 _-1,_0-1 W'(_,))rq= _q *_ (p_+w_(,)+
= ½q(p2 + q-2W2(q-,w) + q-'W'(q-'z)) - qH+. (13)

We define q-deformed SUSY Hamiltonian and supercharges to be

.:(. o ) o) (o0 H+ q-aAA? ' Q= 0 ' = 0 "
(14)
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Theseoperatorssatisfy the following q-deformed version of the N = 2 SUSY algebra

{Qt,Q}q =//, {Q, Q}q = {Qt, Qt}q = 0, [//, Q]q = [Qt, H]q = 0, (15)

where we introduced q-brackets

[X,Y]q - qXY - q-'YX, [Y,X]q = -[X,Y]q-,, (lfi)

{X,Y}q = qXY ÷ q-1YX, {Y,X}q = {X,Y)q-l. (17)

Note that the supercharges are not conserved because they do not commute with the Hamiltonian

(in this respect our algebra principally differs from the construction of Ref.[11]). An interesting

property of the algebra (15) is that it shares with (1) the semipositiveness of the ground state

energy which follows from the observation that Qt Q and the operator q-_'H satisfy ordinary

SUSY algebra (1). Evidently, in the limit q -, 1 one recovers conventional SUSY quantum
mechanics.

For the subhamiltonians H_: the intertwining relations look as follows

H_A "_= q2A? H+, AH_ = q2H+A. (18)

Hence, H± are not isospectral but rather q-isospectral, i.e. the spectrum of H_ can be obtained

from the spectrum of H+ just by the q2-factor scaling:

H+ ¢(+) = E(+)¢ (+), H_ ¢(-) = E(-)¢ (-),

E(- ) = q2 E(+) _2(-) 0¢ At_b (+), _b(+) oc A lb (-). (19)

Possible exception concerns only the lowest level in the same spirit as it was in the undeformed

SUSY quantum mechanics. If At, A do not have zero modes then there is one-to-one correspon-

dence between the spectra. We name this fituation as a spontaneously broken q-SUSY because

for it Ev,c > 0. If A (or, At) has zero mode then q-SUSY is exact, E_,c = 0, and H+ (or, H_)

has one level less than its superpartner H_ (or, H+).

As a simplest physical example let us consider the case W(z) = qz. The Hamiltonian takes
the form

1 2 I -1H = + + + _ q) +  ((q2 _ _ q_
1 2 1 2o'a 2 ]_eraO"= _p +_q z -_ 3, (20)

and describes a spin-l/2 particle in the harmonic potential and related magnetic field along the

third axis. The physical meaning of the deformation paramete r q is analogous to that in the XXZ-

model [31 - it is a specific interaction constant in the standard physical sense. This model has

exact q-SUSY and if q2 is a rational numbex then the spectrum exhibits accidental degeneracies.
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4. General deformation of superpartner Hamiltonians

Described above q-deformation of the SUSY quantum mechanics is by no means unique. If one

chooses in the formulas (11) Tq to be not q-scaling operator but, instead, the shift operator

Tqf(=) = + q), Tq= (21)

then SUSY algebra will not be deformed at all. The superpartner Hamiltonians will be isospectral

and the presence of Tq-operator results in the very simple deformation of old superpartner potential

U+(a:) -. U+(z - q) (kinetic term is invariant). Evidently such deformation does not change the
spectrum of U+(z) and that is why SUSY algebra remains intact. Nevertheless it creates new

physically relevant SUSY quantum mechanical models. The crucial point in generating of them

was the implication of essentially infinite order differential operators as the intertwining operators.

A more general Tq is given by the shift operator in arbitrary coordinate system

Tqf(z(z)) = f(z(z) + q), Yq ---- e qd/dz(x) d 1 d (22)
' dz - dz"

The effects of choices z = In a: and z = z were already discussed above. In general, operator

Tq will not preserve the form of kinetic term in H+-Hamiltonian. Physically, such change would

correspond to the transition from motion of a particle on flat space to the curved space dynamics.

Below we shall assume the definition (6) but full afflne transformation on the line

Tqf(z) = f(qx + a)

may be used in all formulas without changes.

An interesting question is whether inversion transformation can be joined to the a_ne part

so that a complete SL(2) group element z --. (az + b)/(cz + d) will enter the formalism in a

meaningful way? Application of the described construction to the higher dimensional problems

is not so straightforward. If variables separate (spherically symmetric or other special potentials)

then it may work in a parallel with the non-deformed models. In the many-body case one can

perform independent affine transformations for each of the superselected by fermionic number
subhamiltonians and thus to "deform" these SUSY models as well.

5. q-Deformed conformal quantum mechanics

Particular form of the su(1, 1) algebra generators can be realized via the harmonic oscillator

creation and annihilation operators (5)

K+=½(at) _, K_=_a,' 2 Ko=_*(N+_), (23)

[Ku, K+] = -4-K_, [K+,K_] = -2Ko. (24)

This means that harmonic potential has su(1, 1) as the dynamical symmetry algebra, physical

states being split into two irreducible representalons according to their parity. Let us show that

the potential introduced in Ref.[19] obeys the quantum conformal symmetry algebra su_(1, 1) in

complete parallel with (23),(24).
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First, we shall rederive this potential within q-SUSY physical situation. Let us consider the

Hamiltonian of a spin-l/2 particle in an external potential {U(z) and a magnetic field {B(x)

along the third axis

H=1 2 U(_) (25)

and impose two conditions: we take magnetic field to be homogeneous

B = -;32q -2 = constant (26)

and require the presence of q-SUSY (15). Equating (25) and (14) we arrive at the potential

v(z) = w2(z) - w'(z) + ;32q-2, (27)

where W(z) satisfies the following mixed finite-difference and differential equation

W'(t) + qW'(qx) + W2(z) - q2W2(qz) = 2;32. (28)

This is the condition of a self-similarity [19] which bootstraps the potential in different points (in

Ref.[20] ;32 = 72(1 + q2)/2 parametrization was used). Smooth solution of (28) for symmetric

potentials V(,x) = U(z) is given by the following power series

OC

= "-"
i=l

q2i_ 1 1 i-1 2;32

ci= q2;+12i_1 _c'-mcm' cl =--. (29)m=l 1 +q2

In different limits of the parameters several well known exactly solvable problems arise: 1) Rosen-

Morse - at q ---, 0; 2) PSschl-Teller - at ;3 o¢ q ---, oo; 3) harmonic potential - at q _ 1;

4) 1/z2-potential - at q ---* 0 and ;3 ---* 0. However, strictly speaking for all these limits to be

valid one has to prove their smoothness, e.g., for 4) there may be solutions for which two limiting

procedures do not commute, etc. Note also that for the case 2) the coordinate range should be

restricted to finite cut because of the presence of singularities. Infinite soliton solution of Shabat

corresponds to the range 0 < q < 1 at fixed ;3. If q # 0, 1, c_, there is no tmalytical expression for

W(x) but some general properties of this function may be found along the analysis of Ref.[19].

The spectrum can be derived by pure algebraic means. We already know that the spectra of

H± subhamiltonians are related via the q2-scaling

= (30)

where the number n numerates levels from below for both spectra. Because q-SUSY is exact in

this model the lowest level of H_ corresponds to the first excited state of H+. But due to the

restriction (26) the spectra differ only by a constant,

E(-) = EL+) _ ;32q-2, (31)

Conditions (30) and (31) give us the spectrum of H

E.,,., = ;32 q-Z,n __ q2.,
1 - q2

m=O, 1; n=O, 1,...,cx_. (32)
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At q < i there are two finite accumulation points, i.e. (32) looks similar to two-band spectrum.

At q > I energy eigenvalues seem to grow exponential]y to the infinity but there is a catch

which does not allow to identify (32) in this case with real physical spectrum. In Ref.[19] it was
proven that for 0 < q < I the superpotential is smooth and positive at L = +or. But then

= exp(-f is a norm zable wavefunctiondefiningthe groundstate of H_-
subhamiltonian and all other states are generated from it without violation of the normalizabi]Jty

condition. Therefore relation (32) at 0 < q < i defines real physical spectrum.

At q > i the series defining W(L) converges only on a finite interval [z I < r < oc. From
inequalities

q_- 1 q2i_ 1

p2:-q2-_l < q2i+ 1 < I, i>1

we have 0 < c! I) < c, < c!_), where c! I'2) are defined by the rule (29) when q-factor on the right

hand side is replaced by p2 and 1 respectively (cl J'2) = c_). As a result, 1 < 2v/'_r/_" < p-_, which

means that W(z) is smooth only on a cut at the ends of which it has some singularities. From the

basic relation (28) it follows that these are simple poles with negative unit residues. In fact there

should be an infinite number of simple "primary" and "secondary" poles. The former ones are

characterized by negative unit residues and location points z,, tending to _r(m + 1/2)/v/_, rn E Z,

at q _ oo (cl is fixed). "Secondary" poles axe situated at x = q"z,,, n E Z +, with corresponding
residues defined by some algebraic equations. Unfortunately, general analytical structure of the

function W(L) is not known yet, presented above hypothesis needs rigorous proof with exact

identification of aLl singularities and this is quite challenging problem.

On the other hand, existence of singularities in superpotential does not allow to take formal

consequences of SUSY as granted. Namely, isospectr_ty (or, q-isospectrallty) of H+ and H_ for

the whole line problem is broken at this point. Hence one is forced to consider ShrSdinger operator

(25) on a cut [-r,r] with boundary conditions ¢,,(+r) = 0. Pole character of W(L) singularities

leads to ¢o(-)(+r) = 0, i.e. ¢0(-) is true ground state of H_. It also gaxantees that U_(L) is finite

on the physical boundaries, U_(+r) < oo. Note, however, that the spectrum E, for such type of

problems can not grow faster than n 2 at n _ oo [15] in apparent contradiction with (32). This

discrepancy is resolved by observation that action of Tq-operator creates singularities inside the

interval [--r,r] so that U+(L) and q2U+(qz) are not isospectral potentials (in ordinary sense) as it

was at q < 1. Hence, the q > 1 case of (32) does not correspond to real physical spectrum of the
model.

The number of deformations of a given function is not limited. The crucial property preserved

by the presented above q-curling is the property of exact solvability of "undeformed" Rosen-Morse,

harmonic oscillator, and PSschl-TeUer potentials. It is well known that potentials at infinitely

small and exact zero values of a parameter may obey completely different spectra. In our case,

deformation with q < 1 converts one-level Rosen-Morse problem into the infinite-level one with

exponentially small energy eigenvalues. Whether one gets exactly solvable potential at q > 1 is

an open question but this is quite plausible because at q = oo a problem with known spectrum
arises.

Derivation of the dynamical symmetry algebra is not difficult. To find that we rewrite relations
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(12),(13)for the superpotenti_'(28)

AtA = q-lH + --
_2q-1

1 - q2'
AA t =qH+_

2q-I

1 - q2'
(33)

where H is the Hamiltonian with purely exponential spectrum

En-
H = _(p2+ W2(x)_ w'Cx)) 1 -q2'

82

1 --q2 q2.. (34)

Evidently,

AA t _ q2At A = _2q-1. (35)

Normalization of the right hand side of (35) to unity results in the first relation entering the

definition of q-deformed Heisenberg-Wey] algebra.

The shifted Hamiltonian (34) and At, A operators satisfy braid-type commutation relations

[At, H]g = [H,A]q = 0,

or,
H At = q2A_H, A H = q2H A.

Energy eigenfunctions In} can be uniquely determined from the ladder operators action

(36)

f1 q2(.+l) _I- - - I,,- 1) (3_)1 q; In+ a), A In)= t_q-_/_v1- q_"- 1 - q_ "

It is convinient to introduce the formal number operator

N = ha[(q2 - 1)H//32], NIn) = nln>, (38)
In q2

which is defined only on the eigenstates of the Hamiltonian. Now one can check that operators

gq = -_ Aq q-N/2, a_q .._ -_q q-N/2At (39)

satisfy original q-deformed harmonic oscillator algebra of Biedenharn and Macfarlane [4, 5]

aqa_ - qa!aq : q-N, [N,a_] : a_, [N, aq] = -aq. (40)

The quantum conformal algebra 8uq(1, 1) is realized a_ follows,

q

[Ko, K :_] = +K +,

K- =(K+) ?,

[K+,K -] =

]Ko = _(lv + +),

q4K0 _ q-4Kn

q2 _ q-2

(41)
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Since H (x q4K0, the dynamical symmetry algebra of the model is SUq(1, 1). Generators K :_

are parity invariant and therefore even and odd wave functions belong to different irreducible
representations of this algebra. We conclude that quantum algebras have useful applications even

within the continuous dynamics described by ordinary differential equations. A different approach
to q-deformation of conformal quantum mechanics on the basis of pure finite difference realizations
was suggested in Ref.[25].

Let us compare presented model with the construction of Ref.[26]. Kalnins, Levine, and Miller
called as the conformal symmetry generator any differential operator L(t) which maps solutions
of the time-dependent Schr6dinger equation to the solutions, i.e. which satisfies the relation

0 0 _ H), (42)L-[H,L] = R(i 

where R is some operator. On the shell of Schr6dinger equation solutions L(t) is conserved and all
higher powers of space derivative, entering the definition of L(t), can be replaced by the powers
of O/Ot and linear in 0/0r term. But any analytical function of O/Ot is replaced by the function
of energy when applied to stationary states. This trick allows to simulate any infinite order
differential operator by the one linear in space derivative and to prove that a solution with energy
E can always be mapped to the not-necessarily normalizable solution with the energy E +/(E)
where y(E) is arbitrary analytical function. "On-shell" raising and lowering operators always can
be found if one knows the basis solutions of the SchrSdinger equation but sometimes it is easier to
find symmetry generators and use them in search of the spectrum. In our construction we have

"off-shetl" symmetry generators, which map physical states onto each other and satisfy quantum
algebraic relations in the rigorous operator sense. In this respect our results are complimentary
to those of the Ref.[26].

It is clear that affine transformations provide a particular example of possible potential de-
formations leading just to scaling of spectra. In general one can try to find a map of a given
potential with spectrum E, to a particular related potential with the spectrum/(E,) for any an-
alytical function y(E). A problem of arbitrary non-linear deformation of Lie algebras was treated
in Ref.[12] using the symbols of operators which were not well defined on proper Hilbert space.

Certainly, the method of Ref.[26] should be helpful in the analysis of this interesting problem
in a more rigorous fashion and the model presented above shows that sometimes an "off-shell"
realization of symmetry generators can be found.

6. Factorization method and new potentials

SUSY quantum mechanics is related to the factorization method of solving of SchrSdinger equation
[27-29]. Within the latter approach one has to find solutions of the following nonlinear chain of
coupled differential equations for superpotentials Wj(z)

W_+W_+ I+Wf-W2+1 =kj+l =A_+1-Aj, j=0,1,2... (43)

where kj, Aj are some constants. The Hamiltonians associated to (43) are

2Hi = p_ + Ui(:c ) = p_ + W_(x)- 14_(_:) + Ai, (44)
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u0(_) = w_ - w_ + _0, uj+,(_) = uj(_) + 2w;(_),

where _u is an arbitrary energy shift parameter.

SUSY Hamiltonians are obtained by unification of any two successive pairs Hi, Hj+i in a

diagonal 2 x 2 matrix. Analogous construction for a piece of the chain (44) with more entries was

called an order N parasupersymmetric quantum mechanics [30, 31]. In the latter case relations

(43) naturally arise as the diagonality conditions of a general (N + 1) x (N ÷ 1)-dimensional

parasupersymmetric Hamiltonian.

If Wj(z)'s do not have severe singularities then the spectra of two operators from (44) may

differ only by a finite number of lowest levels. Under the additional condition that the functions

¢(J)(z) = e- f" Wj(u)du (45)

are square normalizable one finds the spectrum

Hj¢(2)(_)= E(Z)¢(.°)(_), E.(_) '= _j+., (46)

where subscript n numerates levels from below. In this case (45) represents ground state wave

function of Hj from which one can determine lowest excited states of Hf, j_ < j,

¢(j)(_) = (p + iw;)(p + iw,+,)... (p + iw;+._,) ¢,(j+"). (47)

Any exactly solvable discrete spectrum problem can be represented in the form (43)-(47). Some-

times it is easier to solve SchrSdinger equation by direct construction of the chain of associated

Hamiltonians (44). If Uo(z) has only N bound states then there does not exist WN(z) making

Cu(N) normalizable. If WN(Z) = 0, then Hj (j < N) has exactly g - j levels, the potential Uj(z)

is refiectionless and corresponds to (N -j)-soliton solution of the KdV-equation.

In order to solve evidently underdetermined system (43) one has to impose some closure

conditions. At this stage it is an art of a researcher to find such an Ansatz which allows to generate

infinite number of Wj and kj from fewer entries. Most of old known examples are generated by

the choice Wj(z) = a(z)j + b(z) + c(z)/j where a,b,c are some functions determined from the

recurrence relations [27, 28] (see also [19]). New look on the equations (43) was expressed in

Ref.[32]. It was suggested to consider that chain as some infinite dimensional dynamical system and

to analyze general constraints reducing it to the finite-dimensional integrable cases. In particular,

it was shown that very simple periodic closure conditions

w,+_,(=)= w,(=), A,+N= _,, (48)

for N odd lead to all known hyperelliptic potentials describing finite-gap spectra (i.e. those with

finite number of permitted bands). In this case parameters ,_j do not, of cause, coincide with the

spectrum. The first non-trivial example appears at N = 3 and corresponds to Lame equation with

one finite gap in the spectrum. Equivalently one can consider arising Schrodinger equation in the

Weierstrass form (then periodic potential has singular points where wave functions are required to

be equal to zero) and again parameters ,_j do not coincide with (purely discrete) spectrum. Note

that in the analysis of parasupersymmetric models [30, 31] constants kj were naturally treated as

arbitrary parameters only occasionally giving the energy levels.
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The self-similar potential of Sect.5 was found in Ref.[19] by the following Ansatz in the chain

(43)

Wj(z) = qiW(qJx), (49)

which gives a solution provided W(x) satisfies the equation (28) and constants ks are related to
each other as follows

kso(q:;, j > 0. (50)

As it was already discussed, the parameters _j o¢ q2j give the spectrum of problem at 0 < q < 1

and therefore closure (49) seems to be completely different from (48). However, described above

q-SUSY quantum mechanics and subsequent derivation of (49),(50) shows that in fact (49) is a

q-deformation of the following closure condition

w,+,(=)= wA=), k_+,= k,, (51)

which leads to harmonic oscillator potential. Indeed, one may write

Wj+,(r) = qWj(qz), kj+,= q2kj (52)

and check that (49), (50) follow from these conditions.
As it was announced in Ref.[23] one can easily generalize deformation of SUSY quantum

mechanical models to the parasupersymmetric ones. In the paxticular case defined by (N ÷ 1)-

member piece of the chain (44) one simply has to act on the successive Hamiltonians by different

affine transformation group elements. This would lead to multiparameter deformation of the

parasupersymmetric algebraic relations. Following the consideration of Ref.[30] one may impose

analogous physical restrictions on the Hamiltonians and look for the explicit form of potentials

accepting these constraints. Analyzing such possibilities the author have found the following

general q-periodic closure of the chain (43)

Wj+N(Z) = qWj(qz), kj+N = q2kj. (53)

These conditions describe q-deformation of the finite-gap and related potentials appearing at q = 1.

Let us find a symmetry algebra behind (53) at N = 2.

First we write out explicitly the system of arising equations

w:(_) + w_(_) + w}(_)- w_(_) = 2_,
w_(x) ÷ qW_(qz)+ w_(z) - q2W}(q=)= 2_. (54)

One can check that the operators

K + = _(p+ iW,)(p+ iW2)v_Tq, K- = (g+)t (55)

satisfy the relations

K+K - = H(H- a), K-K + = (q2H ÷ B)(q_H + a + _), (56)

H =_(p'2+ _7(_) - w;(_)).
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The operator H obeys the following commutation relations with K +

HK+-q_K+H=(a+_)K +, K-H-q2HK - --(_+3)K-. (57)

Note that by adding to H of some constant equations (57) may be rewritten in the form (36).

On the basis of (56) one may define various q-commutation relations between K + and K-.

The simplest one would be the following

K-K + - q4K+ K- = q2(c_(1 + q2) + 23)H + _(a + 8). (58)

The formal map onto the relations (41) is also available. Therefore relations (57),(58) give a

particular form of the "quantization" of the algebra au(1, 1) which is explicitly recovered at q = 1.

Described q-deformation of the conforms] quantum mechanics is more general than that pre-

sented in Sect.5. Indeed, various limits of q give the following solvable cases: 1) a two-level

potential corresponding to two-soliton system appears at q = 0; 2) a finite cut analog of two-

soliton potential arises at q -+ _; 3) the general conformal potential comprising both oscillator

and 1/z 2 parts is recovered in the limit q -+ 1 when W(z) cx a/z + bz. In order to find the

spectrum of H at arbitrary q it is neccessary to know general properties of the superpotential

W_. Let us suppose that there exists a sohtion for positive a and _ such that exp(- f_ W_,2) are

normalizable wave functions. Then the spectrum consists of two geometric series and by shifting

can be represented in the form

En = { E°q_"' for n=2m (59)Elq 2m, for n=2m-kl

with the E, < E,+1 ordering fulfilled. Even and odd wave functions fall into independent ir-

reducible representations of 8uq(1, 1). A more detailed consideration of potentials and algebraic

structures arising from the q-periodic closure of the chain (43) will be given elsewhere.

7. Conclusions

To conclude, we described a deformation of the SUSY quantum mechanics on the basis of sffine

transformations. The main feature of the construction is that superpartner Hamiltonians satisfy

non-trivial braid-type intertwining relations which remove degeneracies of the original SUSY spec-

tra. Obtained formalism naturally leads to the Shabat's self-similar potential describing slowly

decreasing solutions of the KdV equation. The latter is shown to have straightforward mean-

ing as a q-deformation of the harmonic oscillator potential. Equivalently, one may consider it

as a deformation of a one-soliton system. Corresponding raising and lowering operators satisfy

q-deformed Heisenberg-Weyl algebra atop of which a quantum conformal algebra SUq(1, 1) can be

built. We also outlined a generalization of the Shabat's potential on the basis of q-deformation of

periodic closure condition and presented q-deformation of general conformal quantum mechanics

potentials.

In this paper the parameter q was taken to be real but nothing prevents from consideration of

complex values as well (this changes only hermicity properties). The most interesting cases appear

when q is a root of unity [331. For example, at q3 _ I eq. (28) generates a potential proportional to
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theso-canedequianharmonicWeierstrassfunctions. More complicated hyperelliptic potentials are

generated at higher roots of unity. The nontrivial Hopf algebra structure of the quantum groups

was not considered because it is not relevant in the context of quantum mechanics of one particle

in one dimension. Perhaps higher dimensional and many body problems shall elucidate this point.

In fact, there seems to be no principle obstacles for higher dimensional generalizations although

resulting systems may not have direct physical meaning. Another possibility is that described

self-similar systems may arise from higher dimensional ones after the similarity reductions.

In order to illustrate various possibilities we rewrite the simplest self-similarity equation with-

out scaling (i.e. at q = 1) but with non-trivial translationary part

w'(=) + w'(= + a) + W2(=)- W2(=+ a) = co,,,tant. (6o)

Solutions of this equation provide a realization of the ordinary undeformed Heisenberg-Weyl al-

gebra. The full effect of the presence of the parameter a in (60) is not known to the author but
solutions whose absolute values monotonically increase at z ---* 4-oo seem to be forbidden. Note

also that in all formulas of SUSY and q-SUSY quantum mechanics superpotential W(z) may be

replaced by a hermitian n x n matrix function. The equations (28), (35), (60) may be equally
thought as being the matrix ones with the right hand sides proportional to unit matrices. We end

by a speculative conjecture that described machinery may be useful in seeking for q-deformations

of the non-linear integrable evolution equations, like KdV, s/n-Gordon, etc.
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Abstract

The phase of the quantum harmonic oscillator, the temporal distribution of a particle in

a square-wen potential, and a quantum theory of angles are derived from a general theory of
complementarity. Schwhager's harmonic oscillator model of angular momenta [1] is modified

for the case of photons. Angular distributions for systems of identical and distinguishable

particles are discussed. Unitary and antiunitary time reversal operators are then presented

and applied to optical polarization states in birefringent media.

1 General Theory of Complementarity

The fact that linear momentum is the generator of translations in space, leads to the Fourier

transform relations between the momentum and spatial representations of Schrodinger's wave-

mechanics [2]. Similarly, since energy generates translations in time, there are Fourier transform

relations between the energy and temporal representations [3]. For the case of the harmonic

oscillator, the energy eigenspectrum is proportional to the integers n = 0, 1,2... (recall If/ =

_(h + 1/2), where h = &t(i is the photon number operator) and this spectrum is aperiodic

(i.e. not periodic). Therefore the temporal distribution of the oscillator will be continuous and

periodic. Indeed, the simplest way (that I have found) to describe the phase (¢I, = wt) of the

quantum harmonic oscillator is to form the wavefunction

¢1o

¢(¢) = __, ¢,e -i'_¢ (1)
n=O

which is the Fourier series of the n-space wavefunction (or number-ket expansion coefficients)

en - (nl¢/, where bin ) = nln ). The probability density for finding ¢ on any 2r interval (the

period of ¢(¢)) is then simply I¢( ¢)12/2_r. The wavefunction approach circumvents complications

associated with the equally correct perspective [4] that this phase distribution corresponds to the

realizable measurement of the Susskind-Glogower (SG) [5] phase operator.

Suppose we wish to study the temporal behavior of a particle in a one dimensional box (the

"phase of the infinite square well"). We do not have to start all over, we can simply take the

Fourier (series) transform of the discrete energy wavefunction, which underlies the discrete energy

eigenspecta:
_2_.2

Ei- 2mL2(i)_ (i=1,2,3...) (2)
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= = : ? _ =.: --o =!

where L is the length of the box and m the mass of the particle. In other words, labeling the energy

eigenstates, {[E,,)}, according to the value of n - (i) 2, we'd use the ¢, _= (E,,[¢) as the Fourier

series coefficients in ¢(4) = Z, en e-in¢, where • = t(hr2/2mLU). The temporal distribution is

therefore like that of a harmonic oscillator for which ¢_ -- 0 - ¢3, ¢5 = 0 = ¢6 -- er = es, etc.

For a well of finite depth, the bound state eigenenergies will be perturbed from being proportional

to the squares of integers, but they will still be discrete and we would still sum over the (Ei [¢) with

each one weighted by e -IE_t/_, to form ¢(t) which is quasi-periodic (it can't be exactly periodic

since the Ei are no longer integer multiples of each other, however the difference between ¢(t)

and _(t + T) can be made as small as we wish by making T large enough -- hence the term

"quasi-periodic"). The unbound states for this problem, however, have a continuous distribution

in energy and for these we would form the aperiodic

¢(t) = f dE (3)

where ¢(E) - (E[¢). Notice that the unbound states exhibit an aperiodic temporal distribution,

i.e. they can be "here today and gone tomorrow" as they zip past the potential well, whereas the

bound states are trapped into quasi-periodic oscillations.

From the general theory of complementarity we can also obtain a quantum theory of angles.

The z component of angular momentum, ,]z, is (by definition) the generator of translations in

the angle about the z axis, which shall be denoted as ¢. It is well known that Jz has discrete

eigenvalues given by mtt where m E {-j,-j + 1,...j - 1,j} and j is the label of the discrete

eigenvalues of the simultaneously measurable j_ - j_ + ,]u2 + J_ which are j(j + 1)h 2. For states

in which each value of m is uniquely represented (the degenerate case will be discussed in the

next section), such as a particle of spin s (i.e. j = s = a fixed number), we can form the angle

representation

¢(¢) = _ ¢,,,e -''¢ (4)

where em- (j, ml¢) and the angular distribution is p(¢) = [¢(¢)[2/2_r. Since ¢(4)is periodic

its transform ¢,,_ must be discrete, i.e. the quantization of angular momentum (projected onto an

axis) is a simple and immediate consequence of the periodicity of the angle (about that axis).

2 Harmonic Oscillator Models of Angular Momenta

In 1952, Schwinger [1] demonstrated a connection between the algebra of two uncoupled harmonic

oscillators and the algebra of angular momenta. The key points of Schwinger's model are as
follows:

3_ _ _atdau and 3z _ _(nu -- 7"ld), (5)

where a= and ad denote the annihilation operators for the "up type" and "down type" oscillators.

From this we obtain the fundamental commutation relations of angular momentum:

[J+,J_] = 2hjz and [L,J_] = ±h3_, (6)

where J+ - (J_)t and J+ = j_ 4- ijy, so [J_,Ju] = ihJ_ etc. Since the quanta of these oscillators

behave like spin 1/2 objects (as seen from eq.(5)), yet only totaly symmetrical states are con-
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structed by this method, these quanta are not believed to correspond to actual particles and the

connection is merely within the mathematics [2].

We put some physics into this connection by considering a rotation of a single frequency

electromagnetic wave about the z axis (along which the k vector lies) which leads to the well known

result that a right handed circularly polarized photon is an eigenstate of j_/h with eigenvalue

m = +1. Similarly, a left handed photon is associated with m = -1 and since we need only

consider transverse components of the vector potential, the photon is said to be a particle of "spin

1 with m=0 missing" [6]. Since the photon is a boson which resembles a spin 1/2 object in the

sense that its spin space is two dimensional, it seems reasonable to attempt to reconstruct the

algebra of angular momenta from these physically significant photonic primitives. Indeed, taking

£ - 2ha1 . and Jz - - (7)

where fi, and hi are the annihilation operators for the right and left circularly polarized modes of

a single frequency, z propagating, electromagnetic wave, we obtain

[.]+,.]_] = 4h,Jz and [J_,J+l = -4-2h J+. (8)

where as before J+ = (J+)t and J± = L 4- iju, so [L, J_] = 2ihL etc. This is the same group,

however J_ now lowers m by 2 (rather than by 1) which is exactly what we want for photons.

Notice that a differential phase shift between these circularly polarized modes (or between the

up and down oscillators for the case of fermions and ordinary, i.e. "non-photonic", bosons) is

equivalent to a rotation about the z axis:

= Y] (9)
ns- ti'l I

We can relable our two-mode number states according to the values of j = n, + nt (or j =

(n_ + rid)/2) and m = n, - n, (or m = (n= - rid)/2). To obtain the angle representation for the

case of identical particles (e.g. all these states are photons, or they are all electrons, etc.) we

should allow for quantum interference of all these states (i.e. we should add amplitudes rather

than probabilities) and therefore simply use

¢_ _ _(j, ml¢> (10)
J

in eq.(4) for these cases. Since the Cm defined in eq.(10) are no longer normalized (for m states

degenerate in j) we must renormalize:

/_"¢(¢) --, whe,e c = (11)

For bosons or photons the minimal non-zero value of lml is one therefore the period of ¢(¢) is

at most 27r, and since Am,,, = 1 the period ofp(¢) is at most 27r. For fermions m can be 1/2 so

the period of ¢(¢) can be 47r. This indicates the rotational Berry's phase "for fermions"[7], which

we now see to be more correctly stated as being "for fermions which have non-zero overlap with

m = +1/2 states." Since Arnm_,, for fermions is still one, p(¢) is still mod 27r, indicating that
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observation of the "rood 4_r Berry's phase" requires interference of this state with another one, as
is well known.

Notice that if we allowed for particles comprised of mixtures of integer and half-integer spin

we could have Am,,,i,, = 1/2 so that p(¢) (not just ¢(¢)) would be periodic mod 47r! Since no

interference with another state is required, the existence of proposed particles of this type would

radically alter our conceptualization of space (each point like a Mobius strip?). Alternatively, we

might argue that it is physicaly reasonable to require that p(¢) have at most a period of 2:r and

therefore we would have a theoretical explanation of the '%. empirical fact that a mixed symmetry

does not occur" [2]. If however, we had a system comprised of a fermion and a boson (e.g. an

electron and a photon) then since these distinguishable particles do not interfere, the angular

distribution should be (at most) mod 2_r.

For the case of distinguishable particles we should add probabilities (rather than amplitudes),

i.e. rather than the procedure defined by eq.s (4), (10), and (11), we should do the following. For

each distinguishable particle we should form an angular wavefunction, then square its magnitude

and divide by 27r to form each different particle's individual angular distribution, then add these

individual distributions to form the angular distribution of the entire system. When these distin-

guishable particles have distinct values of spin (such as a system comprised of a spin 1/2 electron

and a spin 1 photon for example) this proceedure is as follows. For each fixed value of j = s we
form

¢<J)(¢) - _ Cj,.,e -i'_ and p(J)(¢) -I¢<J)(¢)l=/2_r (12)

from which we obtain the system's angular distribution: p(¢) = E_p(i)(¢). This procedure

corresponds to the measurement of 2 = (j2 j__ hj,)-l/,j_ where the leading term obviates

the _/(j + m)(j - m + 1) factor from J_ so that the lowering of 2 is "pure": Zlj, m) = Ij, m- 1).

3 Unitary and Antiunitary Time Reversal

Although in the literature to date [2] it has been argued that a time reversal operator must be

antiunitary (so that kinetic energy, for example, remains non-negative) it is more appropriate for

our purposes to define a unitary time reversal operator since we are mainly interested in relative

(rather than absolute) time and relative time (e.g differential phase) is complementary to the

relative energy (e.g. photon number difference) which can be negative.

For a quantum mechanical operation to conserve probability the corresponding operator must

either be unitary or antiunitary [8] (or some combination thereof). In either case it is reasonable

to require that a time reversal operator, T, should satisfy [2]

_r(t)T = TU(-t), (13)

where U'(t) denotes (unitary) time evolution of an amount t. Equivalently, we could require

_r(t)_(t)_ = ] and we are neglecting (as we did in eq.(13)) any overall phase which might be

aquired in getting back to the "same" state.

Any antiunitary operator can be expressed as a product of a "complex conjugator" (of c-

numbers) and a unitary operator [8]. Thus the unitary time reversal operator, T_, is simply the
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unitary part of the antiunitary time reversal operator

(14)

where C' denotes complex conjugation. It has previously been demonstrated that the auxiliary (a)

mode (associated with the realizable measurement of the SG operator) must be "time reversed"

with respect to the original system (s) mode [9]. Therefore, Tu, should permute these modes so

that T_ acting on a two-mode state, ]¢) -___E,_. _,_. ¢_.,,.ln.)otn.)., yields

2..1¢)= Z Z ¢:.,..In.).ln.). = Z Z ¢:.,..tn.).ln°)..
"_ "e 'no "a

(15)

Subsequent time evolution (i.e. absolute phase shift) of this state results in

,d_* ^-i(ns+n_*+l)wtl n \ In \gr(t)_ol¢)= _ Z _'-.,-._ , ./.. -/*,
'fit S 'r/_ a

(16)

where U(t) = e -i(aS+a'+l)_'t. If instead, we first propagated the initial state I¢) "backwards" in

time, and then time reversed we'd obtain 7'o(](-t)[¢) =

ea E V-_ _ +i(..+.a+l)_t _ t _ ,d,* _-i(n,+n6+l)_tl_ \ In \2_., V.'..,,_. e n.), n,],, _ __, (17)---- Wna,n, t: lit'l/° I a/a,
"o "a _s "a

which is the same state as in eq.(16) and therefore the requirement of eq.(13) is satisfied.

For unitary time reversal, we simply omit the complex conjugation of the expansion coefficients

and we find that in order to satisfy eq.(13) we must consider a differential (rather than absolute)

phase shift _rd(t) _= e -i(e'°-e**)°'t, Explicitly, we have

O,,(t)_..l¢) = Od(t)Z _2 ¢..... In.). In.). = _ z_,X-"_-..'/',-. :--'(-.-,,.),.t,- \.-o / • .'--./'., (18)
"$ "¢I "O _O,

which is equivalent to 7",,U,,(-t)l¢) =

L _ _ ¢,,.,,-,.e+_("'-"')"ln,)°ln*),, = _ --'("'-"')":'- " '- '
"0 FI'O. I'i# rl.¢l

(19)

Thus the "time" to be associated with unitary time reversal is the difference time, translations in

which are generated by the energy difference tm,(h° - h_).

We have already demonstrated that the differential phase between the two oscillators of our

angular momenta model is equivalent to the angle ¢. Therefore 7"_ corresponds to angle inver-

sion (¢ _ -¢) when we take the s and a modes to be the right and left circularly polarized

electromagnetic modes (or the up and down oscillators), i.e. under T,_ we have:

¢..,., --, ¢.,,.. o_ ¢_,._ --. ej_._ _o ¢(¢) --. ¢(-¢) (20)

(in the antiunitary case, we'd have ¢(¢) _ ¢*(¢) under T_). A T. eigenstate (¢(¢) = ¢(-5)) will

therefore have an angular distribution symmetrically centered about ¢ = 0, so that any vector

associated with this state can only be along the x axis. Indeed, from ¢._,.,_ = em,,_ we can show

((h,) p) = ((ht) p) Vp e {0, 1,2,...} and from the p = 1 result we have (E_) = 0. The T,, eigenstates
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(in the cicularly polarized basis) therefore correspond to polarization which is linear in terms of

the polarization "signal" (i.e. the (_7)) so that they resemble (and include) the case of putting

one linear polarized mode in the vacuum state, but they can achieve this with a reduction in

polarization "noise" (e.g. A2E_ or A2E_). These states therefore provide a foundation for the

study of quantum limits on the performance of devices which utilize circularly birefringent media

(e.g. Faraday rotators, optical isolators, etc.).
As a simple example, compare these two T,, eigenstates: one an x polarized coherent state (with

the y polarization unexcited), la),.la)t = Iv_a)_.10)l,; and the other (la)_10)t + + (1 -

x/_)e-I"f'/210),10)t , which 1'11 refer to as the pseudo-coherent state. Both states yield similar

polarization "signals" (/_=) __ -2asin(wt) and (/_t,) = 0, yet, the polarization "noise" of the

pseudo-coherent state (A2E: = 1/2) is 3 dB below the shot noise limit of the coherent state

(A2Ex = 1), where we assume lal 2 >> 1 (else the pseudo-coherent and coherent states both tend

towards the vacuum).

We can also use the phase representation to describe the measurement of the differential phase

shift of two linearly polarized modes which is germane to optical polarization states propagating

through linearly birefringent media. The sense in which ¢(¢) would describe the polarization state

for the linear mode set would be different however since we lose the connection with the angular

measurement as the energy eigenstates in the linear basis are not eigenstates of angular momenta.

Nonetheless, the mode exchange eigenstates in this basis correspond to an expected value of the

electric field operator that resembles circular polarization and these states provide a foundation

for the study of quantum limits on the performance of quarter-wave plates, etc.
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Abstract

We discuss the equivalence between the q-deformed harmonic oscillator

and a specific anharmonic oscillator model, by which some new insight into

the problem of tile physical meaning of the parameter q can be attained.

1 Introduction

Recently there has been a great deal of interest in the study of quantum groups.

Of particular interest here is the development by Macfarlane [1] and independently

by Biedenharn [2] of the realization of the quantum group sg(2)q in terms of the

q-analogue of the quantum harnomic oscillator. Although many aspects of the q-

deformation of the bose harmonic oscillator algebra have been investigated, still one

of the most appealing issues is perhaps the physics behind the parameter q. Here

an attempt is made in this direction.

We show that the q-deformed harmonic oscillator model can be used to describe

a specific anharmonic oscillator. Thus a q-deformation can be understood as an

effective anharmonic deformation, where q is proportional to the strength of the

harmonicity. The anharmonic and the q-deformed oscillator models are presented

respectively in section 2 and 3 and their equivalence is therein discussed. The

latter can in turn be used to examine interesting non-classical features induced by

a q-deformation during the time-evolution of a SU(2) coherent state. This is put

forward in section 4, and discussed in [3]

2 Anharmonic oscillator

The anharmonic oscillator we wish to discuss has the hamiltonian

H_ = Ho + ___Na = N + 1 tt N3
_oo -2+ --O3o

(1)
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• ,_-l, tl_,

where H0 is the free hamiltonian of the simple harmonic oscillator whose funder-

mental frenquency is Wo. N = b_b is the number operator, whereas bt and b are

respectively the lowering and raising bose operators. Ha is in units of w0 when H0

is in units of w0. The anharmonic term is taken proportional to N 3, and the anhar-

monicity parameter is positive: specifically we take here # - wo3`2/6. In the limit of

small anharmonic deformations the hamiltonian in Eq.(1) can be discussed in terms

of

72(btb + 1) _
a_ = _/-_' [1 + 2.3! ] Ft., = 3'-' sinh3' (2)

It is readily seen that in this representation

H_ = _(a'_a, + a/2) (3)

is indeed equivalent [4] to HA in Eq.(1).

States of our anharmonic oscillator can be constructed as quantum states for H r.

First note that the vacuum ]0)_, defined as a_[0).y = 0, is the same as the vacuum ]0)_

for the harmonic oscillator. However, eigenstates of the number operator N_ = a_a_

substantially differ from those for the harmonic oscillator. The former can be defined

as

? n
10), In) (4)

CV/-_n,_ Cn- 1 ,At

while the normalization condition w(rn]n)w = 6m,,_ determines the cn._'s:

n 72k2 72n2
c,,w=n]ag"II(l+_.3!12=n!ag"[(l+_.3!)2l I, co,.y=l (5)

k=l

Itere we will be concerned, in particular, with coherent states. In the basis {[n)_} (n =

0, 1,2,...) these can be expressed as [5]

oo c_n ___ ot2n

]_)_ = C_ Z _]n)._, C_-2 = z_., (6)
n=O _¢/Cn,"¢ n=O Cn,"t

Where C_ derives from the normalization condition -r(o]a). r = 1. The resemblance of

the ]c_),'s with coherent states of the harmonic oscillator is resdily seen: however, we

should stress that only in the limit 3` _ m the anharmonic and harmonic oscillator

models are exactly the same.

3 q-deformed harmonic oscillator

Let us recall the (b, bt) bose operators for the harmonic oscillator introduced earlier.

They satisfy the Weyl-Heisenberg algebra

[b,b _] = 1 [N,b t] = b_ N = bib (7)

Macfarlane [1] and Biedenharm [2] have discussed a deformation of this algebra so

that

aqa_ - qa;aq = q-N [N, a_] = a_ (8)
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and, in particular, its realization in terms of a q-deformed harmonic oscillator. The

parameter q [6] characterizes the strength of t,he deformation.

We explore in this section the connection between q-deformations and anhar-

monic deformations of the harmonic oscillator. We will first study the effect of a

q-deformation on the states of the harmonic oscillator, similarly to what was done

in the previous section for the anharmonic oscillator model. By recalling that the

q-operators can be realized in terms of the bose operators of the form [1, 2]

where [X]q = (q= - q-_:)/(q - q-i), we first construct the quantum states for the

q-harmonic oscillator. The q-deformed vacuum is defined as aq]0)q = 0, and since

aq is a function of b and power of b_b, IO)q and the vacuum 10) of the harmonic

oscillator turn out to be the same. Eigenstates of the number operator Nq = a_aq
can be defined as

= (10)
CV/-_,q Cn- l ,q

With the choice of c,,q = [X/_q. I, where [nlq! = [nlq[n - 1]q-.-[1]q, the set of eigen-

vectors {In)q} (n = 0,1,2,...) is orthonormal (q(mln)q = 5re,n) and generates the

Fock space for the q-deformed oscillator. On the basis {In)q} (n = 0,1,2,...) one

can express the coherent states of the q-deformed harmonic oscillator as

O{ n

where the factor Cq is again set by the normalization condition q(c_lo)q = 1. Here

expq stands for the q-exponential, i.e. expq = _,_°°=o x/[n]q!. Again note that as q --* 1

this q-deformed model exactly reduces to that of a simple harmonic oscillator.

A connection can be established between coherent states of q-deformed harmonic

oscillator and coherent states of the anharmonic oscillator in the sense that there

exists a condition under which the ]o)q's and the [c_)_'s are equivalent. Namely, for
oscillator displacements o and 7 (or q) such that [3]

o_(c_+ 8) < In -x qal4 (12)

we have Ic_)q _ Is)w, provided 7 = lnq. An analytic proof of this equivalence

is beyond the aim of this paper and will be reported elsewhere [3]. However, we

can compare here the probability number distribution for the I_)_'s to that for the

Ic_)q's, that is, P$(_) = l(nl ) l = and P_(c_) = I(nl ),l Owing to the definition
of probability as overlap over the same state In), equal distributions would infer

the equivalence of the states [cr).r and I_)q. A numerical evaluation is reported in

Fig.1 for values of q and cr respectitively conforming and not conforming with the
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condition (12). In this latter case P_(a2) is strongly shifted with respect to P_2(a2),

whereas in the former case the two distribution are nearly the same.

In conclusion, for appropriate displacements (o) and anharmonic couplings (p)

coherent states of an oscillator with anharmonicity _ N 3 (N is the number of

particles) are correctly described in terms of coherent states of the q-deformed Lie

algebra of SU(2), where q __ exp(lz/Wo) a/2. This result is particularly important

because the parameter q can be given a direct physical meaning: it is proportional

to tile square root of the anharmonic coupling strength.
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FIG.1. Probability number distributions for coherent states I >q2)
of a q-deformed quantum oscillator and for coherent states (Ic_)-,,, la)-,2)

of a quantum oscillator with a third order anharmonicity in the par-

ticle number. From their equivalence one can infer the equivalence

between the corresponding states, which holds depending on whether

the oscillator parameters satisfy (_1 = 4, 71 = 0.05) or do not satisfy

(al = 10, 71 = 0.1) the condition (12), respectively. Here q = e'. p q0(_)

is a reference Poission (qo = 1) distribution with a = 7.
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4 q-deformation and non-classical harmonic os-

cillator

The equivalence we have established between anharmonicity and q-deformation of a

harmonic oscillator is a very helpful one: not only does it provide the q parameter

with a definite physical meaning, but also dose it turn out to be useful for inves-

tigating and attaining a sound physical interpretation of interesting non-calssical

effects induced by a q-deformation during time-evolution of a SU(2) coherent state.

The most important of these effects is a q-dependent self-squeezing: i.e. a reduction

of the uncertainty expactations of the two orthogonal components (quadratures) of

the oscillator field below their vacuum values that varies with q. A q-deformation

does also alter the minimality properties of an initial mimimum uncertainty co-

herent state, but not its possionian counting statistics. The connection between

q-deformations of the harmonic oscillator and these rather interesting phenonena is

however beyond the purpose of this paper and will be discussed elsewhere [3].
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Abstract

The "classical limit" of the q-analogue quantized radiation field is studied paralleling con-

ventional quantum optics analyses. The q-generalizations of the phase operator of Susskind
and Glogower (circa 1964) and that of Pegg and Barnett (circa 1988) are constructed. Both

generalizations and their associated number-phase uncertainty relations are manifestly q-

independent in the In >q number basis. However, in the q-coherent state Iz >q basis, the

variance of the generic electric field, (AE) 2, is found to be increased by a factor _(z) where

_(z) > I if q _ 1. At large amplitudes, the amplitude itself would be quantized if the avail-
able resolution of unity for the q-analogue coherent states is accepted in the formulation.

These consequences are remarkable versus the conventional q = 1 limit.

1 Introduction

On several occasions during the last fifty years, new mathematical symmetries have been con-

structed in theoretical physics but only found to be relevant to nature five or more years later. If

this is occurring now in the case of quantum algebras, we need to know the physical implications

of these new and distinctly novel symmetry structures. If there are q-oscillators in nature which

realize these new algebras, surely there must be a quantum field which has such q-oscillators as its

normal modes. Until we know the physical properties of such a field, say in its "classical limit",

we may not be able to glean its distinct relevance to problems and phenomena in quantum optics,

many body physics, particle physics ....

2 A Completeness Relation for the q-Analogue Coherent

States by q-Integration

The q-analogue coherent states [z >q satisfy alz >q= z[z >q where the q-oscillator algebra is [1]

( q _ 1, usual bosons)
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aat _ ql/_at a __ q-N�2 (1)

[N,at] = at [N,a] =-a (2)

It is physically very important that there remains the mathematically trivial bosonic [a, a] = 0.
In the !n >q basis, < rain >= g,,,, and x

atin >= _-n + 1]In + 1 > al_ >= [_]n- 1 > a[O >= 0 (3)

where [zlq = [z] = (q'/_-q-./2)/(q,/2_ q-,/_) is the "q-deformation" of =. More simply
[z] = sinh(sz/2)/sinh(s/2) where q = exps, 0 < q < 1.

The q-analogue coherent states [z >q are good candidates for studying the classical limit of

the q-analogue quantized radiation field because (i) there exists a resolution of unity [2]

x = f I_ >< _1du(_) (4)

(ii) they indeed are "minimum uncertainty states" for they do minimize the fundamental commu-
tation relation

UQj, - 2AQAP -[ < [Q, P] > I > 0 (5)
l< [Q,P] > I -

with Utlz> = 0 but Uh,>¢10 > = _, and (iii) the n th order correlation function factorizes,
i.e.

Tr(pE-(z)E+(Y)) = £-(z)g+(y),... (6)

But, simultaneously, there are intriguing differences in the lz >q basis for other coherence and

uncertainty properties of the q-analogue quantized field. Some of these will be discussed as we go
along.

In the Iz >_ basis, from a]z >= z[z > it follows that for < zIz >= 1

vo Zn

I=>_-- N(_).=o_--_._ I'_>, N(=) = _,(1_1_)-_/_ (7)

in terms of the "q-exponential function"

Z n

eq(Z) = _ _.t' [n]!-= [n][n - 1]... [1], [0]! = 1 (8)
n--O

which is an entire function leJ=)l < _,(1=I) _<*=p(l*l). For z > 0, it's positive, but for x < 0 it
wildly oscillates within these bounds!

To derive the resolution of unity, we need a lemma which is a q-analoque of Euler's formula:
We define the q-derivative

d_ f(z) f(q'/_x)- f(q-I/_x)ql/2 z q_l/nz (9)

1From now on the sub-q's are usually implicit!
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and for ](z) on the interval [0, a], the inverse operation
oo

/o°f(x)d: - a(q-1/2_q,/2)_ q, f(q(_.+l):_a). (lO)
'tm.=O

So, for instance A-a: = a[nl z'-I d-_eq(az) = aeq(az) and inversely f az"-' dqz = az"/[n],
dqz

f ea(az ) dqz = eq(az)/a up to the constants. It follows that there are two integration by parts

formulas

fo* f(ql/,z) ( +g(z) ) d,z = f(z)g(z),:-_ - fo a + f(z)g(q-1/'z) d,z (11)

and the q --_ 1/q expression.
We define -_ =largest zero of eq(z) and restrict eq(z) =__[ Z_=o *" for-_ < z; 0,otherwise]_.,

Then by the first integration by parts formula

since

foce_(-_): d: = [,q!

From this the resolution of unity simply follows for the measure

du(z) = _ea(lzl')e,(-lzl2)d_lzl_dO

(12)

(13)

.=o,.,=o ![m]

f exp(i(n -- _)O)dOl,_>< _l (14)

_o 1 f0 ¢i= _ [-_],. : e_(-_-) d: 1'_ >< '_l, _=lz[ 2 (15)
n-----O

oo

= _ In>< nl = x (16)
_,_0

Several remarks are appropriate:(i) states with ]z[ 2 > _ do not contribute,(ii) arbitrary ]z >q

coherent states are not orthogonal since < a]B >= N(a)N(3)%(ct*_) # 0 ,(iii) the {z >qare

actually overcomplete, since

{_>_=f l_>< zla> d_,(z), < zla># o, (17)

(iv) with f(z)=< zlf >, the at,a act < zlatl: >= z'/(z), and < zlel: >= N(z)d-_-gN(z)-' f(z),

(v) any zero of eq(-_) = 0 can be the upper endpoint of integration provided something restricts

%(z) beyond -¢i. If not, on the rhs of (12) there is also r,_ = -[n]!E_=o __kl,.(q'/2zk)'_-_%(--zk)

where zk = qk/21¢_l • This restriction occurs if there are q-discrete auxiliary states (l_kl_ = zk)

(q'/'zk) j (18)I_k >_= Mk _ 13 + k >, akl£'k >q= (q'/4zk)l£'k >q
.i=0

with k = 0, 1,...; Mk = eq(qa/2{i;kl2)-'/2; with a discrete measure d/_k -- 2,--;_-_%(-I_k[ 2) dO
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3 The q-Analogue Quantized Radiation Field and Its

Uncertainty Relations

In analyzing the fieldin the Iz >q classicallimit,we suppress the k mode and _ polarization

indicesfor the genericelectricand magnetic fields,etc. There are diagonal representationsof

operators,e.g.the single-mode densityoperator

= f d/t(z)CN(Z, z')lz>< z[ (19)

where f d/_(z)¢_v(z,z')= ias Tr(p) = I;so < (af)'a° >= Tr[pCat)'a°]= f d/_(z)(z')'z'¢N(z,z*).

Similarly,< _-(_t). >= fd#(z)z'(z')'¢N(z,z *) forCN(z,z*) _=< zl_lz >,:d_(z)¢_(z,z*)= I,
and so

CN(z,z') = f d_(u)¢_(u,u')lv(y)'N(z)'_,(uz')_,(zy') (2o)

Note that due to the use of q-lntegratlonto obtain (16),a new " q-quantizatlon"in the z

complex plane has occurred,e.g.CN contributesto (19) only when

Izl'--qc,.+x)/,_,,_ - 0,I,2,.... (21)

Consequently, for the genetic electric and magnetic fields

_. = i( _12_o V )a/'[ae'(-k" W-_,) _ ate-'(_._--,)] (22)

with z = tzlexp(iO),

< zl_lz >= -2(h,w/2eoV) 1/2 Izl sin(-_. _-_t + a) (23)

which indeed "looks " like a classical field but the possible amplitudes are q-quantized; the modulus

squared assumes a geometric series of discrete values.

With the usual definitions P = -i(hw/2)'/'(a - at), C}= (a/2w)a/2(a + at), the fractional
uncertainties _ and a/_

are of 0(1) for [z] ---, oo andI<Q>[

< zl[Q,P]lz > = < zl[a, at]lz >= it_,X(z) > it_ (24)

where the important function ( q = exp 8 )

oo

A(z) - N(z)' _ lzt3"c°sh(8(2n + 1)/4)
,=o [n]! cosh(s/4)

(25)

goes as (q-_/_- 1)lzt' + 1 as Izl-* o_. However,AQAP = 1/2l < [Q,P] >If or lz >, expectation

values, per (5).

For the genetic electric field, in the In >q basis

(a_)_.> : (_/2_0v)([. + 1]+ [.]) (26)
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Instead, in the[z >q basis

(A_) G = (_/2_0V) < zl[a,at]lz >= (_/2_0V) _(z) (27)

and so the fractional uncertainty in amp _7 ( or /3 ) is also of Oil ) . Note that from (25)

A(z) = g(z)2eq(lzl2/q 1/2) -]z12(1 - ql/2). There is a curious operator identity for q _ 1

(-(i/h)[Q, P] cosh(s/4)) 2 - ((2/hw)H sinhCn/4)) 2 = 1 (28)

which fundamentally relates the basic commutation relation and the single-mode hamiltonian 2 ,

( quadratic in P,Q )

g = (1/2)£w(ata + aa _) = (1/2)(/5a + w2_)2). (29)

We get for (l-q) small, that ,_(z) __ _1 + ((2/_/hw) 2 - 4E/hw) tanh2(s/4) where E = Ea-hw/2

for n =< zlNIz > or < zl[N]lz > , so ,_ depends on the deviation from the vacuum energy.

4 q-Generalizations of the Phase Operators

Since z's magnitude may be q-quantized as in basic analysis, we next consider possible phase

operators. Recall z = Iz[ exp(iS) and that mathematically a hermitian phase operator conjugate

to N, to [N] = ata, or to H does not exist [3].

An e'_p(i¢)q generalization of the phase operator of Susskind-Glogower [3] is defined by [4]

___([_ + 1])'2_p(i¢)

and there are hermitian operators

_-_(¢) = (1/2)[_'p(i¢) + _-p(-i¢)]

_f ---_p(-i¢)([N + 1])'" (30)

s"/n(¢) -- (1/2i)[g-_p(i¢) - e'_p(-i¢)]. (31)

These generalizations give many q-independent operator commutation relations , see [4]. So, from

[N,c_(¢)] = -is'_n(¢),... the usual number-phase uncertainty relations follow for arbitrary q:

AN a_(¢) > (1/2)1< ;_(¢) > 1 aN A;_n(¢) > (1/2)1 < _(¢) > I (32)

In the In >q basis, these definitions (30-31) correspond to

oo

n=O

(33)

which is manifestly q-independent in In >q, non-unitary, and a q-analogue of the SG operator.

2For H, the energy is not additive for two widely separated systems, violating the usual cluster decomposition
"axiom" in quantum field theory. But, for q-quanta this is not unreasonable since the fractional uncertainty in the
energy based on H is also O(1) in the ]z > basis and the quanta by (1) are compelled to be always interacting,i.e.
by exclusion-principle-like q-forces! An alternative hamiltonian is HN = _(N + 1/2) where N is the number
operator and it has the usual free-quanta additivity, etc..
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Analogously, a q-generalization of the Pegg and Barnett operator [5] is obtained [4] by introduc-

ing a complete, orthonormal basis of (s+ 1) phase states [0,, >q= (s+ 1) -1/2 _,=0 exp (inO,O[n >q,

0,_ = Oo+ 2mTr/(s + 1) , with m = 0, 1,..., s, . These are eigenstates of the respectively hermitian

and unitary

eq - _ em [O_ >< 8m[ (34)
lrrt=O

exp(i$)q --IO><lt+.-.+ls-l><sl+exp(i(s+l)ao)ls><Ot (35)

which is manifestly q-independent, unitary, and only differs from (33) by the last term. Chaichian

and Ellinas' polar operator is the same as exp(i¢)q when the reference phase in [6] is chosen to be

eR = (s + 1)e0.

Finally, although the ]z >q coherent states do not minimize the N, ff'_(¢), s'_n(¢) uncertainty

relations (32), they do in the PB-case [7] both give and minimize Dirac's commutation relation,

i.e. in [z >q basis for Iz[ large

[Y,_,] =i (36)
Also c-_(¢)q and s'_n(¢), show some "correspondence principle" type behavior:

< _l_-'/_(¢)lz> sin(e)- < ziG(C)' + s-Tn(C)'Iz>= 1 - (i/2)eq(lzl') -I (37)
< zl_(C)Iz > cos(e)'

and proportionalityfor < zlc-_(¢)' - s-Fn(¢)'lz>.

This is based on work with S.-H. Chiu, m. Fields, and R. W. Gray. We thank C. K. Zachos

for discussions; the Argonne, Cornell, and Fermilab theory groups for intellectual stimulation; and

U.S. Dept. of Energy Contract No. DE-FGO$-86ER_O_91 for support.
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Abstract

The distribution functions of photons in squeezed and correlated light for one-mode and

multimode cases are obtained based on the method of integrals of motion. Correlation

coefficient and squeezing parameter are calculated. The possibility to generate squeezed light

using nonstationary Casimir effect is discussed. Quantum parametric Josephson junction is

proposed as quantum vacuum generator of electrical vibrations.

1 Introduction

The aim of this work is to discuss integrals of the motion and uncertainty relations and to obtain

the distribution function of photons in squeezed and correlated light for one-mode and multimode

cases. The distribution function of photons in squeezed light for one-mode fields was discussed

by Schleich and Wheeler [1], by Agarwal and Adam [2], and by Chaturvedi and Srinivasan [3].

The photon distribution function for squeezed and correlated light [4] and [5] was discussed by

Dodonov, Klimov and Man'ko [6]. This distribution function depends not only on the squeezing

parameter, but also on the correlation parameter connected with SchrSdinger uncertainty relation

[7] as well,
h

5qSp >_ 2 lx/-f-ZT-r_' (1)

where the parameter r is the correlation coefficient of the position and momentum

V : ((_q_p)-I { (qP "_2 _(_} (q)(P)} " (2)

The states with nonzero parameter r we call the correlated states. In the section below we'll

consider the problem how to find the states which minimize the SchrSdinger uncertainty relation.

For such states instead of the SchrSdinger inequality we have the equality

h

5q@ - - r 2 (3)

These states describe squeezed and correlated light. We will demonstrate in the next section

how these states are naturally created for quantum parametric oscillator. The case of the photon
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distribution function for (fie two-mode squeezed light was considered by Caves, Zhu, Milburn and

Schleich [8]. Multidimensional generalization of the expression for the distribution of photons in

squeezed light in terms of Hermite polynomials of several variables may be reformulated. We

derive this expression on the bases of the result obtained in [17], [9] and [10] for a nonstationary

parametric multidimensional oscillator.

The squeezing phenomenon in quantum optics is closely related to the oscillator models de-

scribed by relativistic wave equations for elementary particles with mass spectrum. These rela-

tivistic models have been studied by Yukawa [11], by Markov [12], by Ginzburg and Man'ko [13],

and by Kim and Noz [14]. As shown in [14], the Lorentz boost applied to relativistic oscillator

gives the squeezing whose mathematics is identical to that of the squeezing in quantum optics.

The statistical properties of such squeezed relativistic oscillators have been studied by Kim and

Wigner [15].

To obtain the photon distribution function we will consider the nonstationary multidimensional

oscillator. We shall discuss first the one-mode case ill Sec. 2.

2 One-mode Light

The Hamiltonian for one-mode light is given by the formula

1

/?/: hw(ht6 + 7). (4)

This mode of the electromagnetic field in a resonator may be described by the model of the

mechanical oscillator with the Hamiltonian

ft - + (5)
2m 2

In this case the annihilation and creation operators with boson commutation relations

6 = _ + , (6)

70 ' (7)
where

I

(_Z)-
2 1

t= , p0= (t,_)_, (s)

connect both Hamiltonians and forms, together with the identity operator, the basis of the

Heisenberg-Weyl algebra. In coordinate representation the complete set of coherent states ] a}

satisfying the equation

fi]c_>=a la), (9)

where a is any complex number, is given by the fornmla

, [ q_ I_ I_ _q o_
(q I a) = _r-¢l-½ exp [- 212 2 + l 2 (10)
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The dispersions of the positions 5q and the momentum @ do not depend on the parameter a, and

are given by the relation
1

5q- v'_-' (11)

@= _-2. (12)

For the coherent states the product of these dispersions minimizes the Heisenberg inequality

h

@@ = -_. (13)

The time evolution of tile coherent state ] o, t} may be obtained by simple replacement of the

parameter c_ in the formula (10) by the term aexp(-icot) and the phase of the wave function. We
have

-icot (14)
(q [ c_,t) = (q ] ctexp (-icot)} exp (---_).

The correlation coefficient of the position and momentum is equal to zero for arbitrary coherent

state. It is also equal to zero for stationary Fock state I n, t) satisfying the eigenvalue equation

ata I _,t) = _ I ,_,t), n = 0, 1,2,... (15)

This state has the following wave function in the coordinate representation

i 1 . _ q q2 1 )]
{q In,t) = rr-_l-_2-7(n[)-_H,,(7)ex p 212 icot(n + 7_ l (16)

The photon distribution function H_(o_) for the coherent state Ict, t} is determined by the overlap

integral

I(n, t l_,t) 12-- Wn(a) (17)

and coincides with the Poisson distribution function

_,_,_,(_)_ I _ I_,,! exp(-I _ I_). (18)

The mode has the following time-dependent integral of the motion

/i(t) = exp (ia)t)a. (19)

We now discuss how the influence of the dependence of the oscillator frequency fl(t) on time

will change the photon distribution function and the dispersions of the conjugate variables 0 and

/3. The Hamiltonian of the mechanical parametric oscillator depends on time and has the form

i,_ m_'(t)O _
&t) = >,--7+ 2 (20)

This system has the linear integral of the motion [16]

l_ ] (9.1)
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Here co = fl(0), and the complex function e(t) satisfies the equation of classical oscillator motion

+ fl2(t)e = 0. (22)

The integrals of motion fi,(t) and At(t) satisfy the boson commutation relation

[/](t),At(t)] = 1, (23)

if the Wronskian for the equation (22) is given by the equality

e_* - d_ = 2ico. (24)

The initial condition for the function e(t) may be taken as follows

_(0) = 1, _(0) = ico. (25)

If the frequency of the oscillator is constant, the function e = exp(icot) and the formula (21) gives

the integral of the motion (19). The normalized state ] 0, t) satisfying the SchrSdinger equation

and the relation

A(t) I 0, t ) = 0 (26)

has the following wave function in the coordinate representation

' ' ( ieq2_ (27)
(ql0, t) = 7r-_(/e)-_exp \2cod_ j.

The state I a, t) which is the eigenstate of the integral of the motion/l(t) given by formula (21)

A(t) Is, t> = _ la, t> (28)

has the following wave function in the coordinate representation

/ 1

(q I a, t> = (q l O, t}exp _--21

Here a is an arbitrary complex number and

(fl, t [a,t)=exp(
\

1_+ z_ _ ]. (29)

2 2

The wave function (29) satisfies the SchrSdinger equation.

mode I n, t} satisfy the eigenvalue equation

+ fl"a). (30)

The Fock states of the parametric

A,(t)A(t)ln,t)=nln,t>, n = 0, 1,2,...

The solutions to this equation have the following form in the coordinate representation

1 * H,_( q )(q In, t) = -_nv.<q l O,t>(_) n/2• /1_1"

(31)

(32)
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Since the state [ a, t) is the generating state for the Fock states [ m, t)

[a,t) = exp( -] a ]2 / _ a m Ira, t) (33/
2 _ 'm=0

the transition probability from the initial state I n) may be calculated

o • 2 o (34)H_m= P , m>n.

Here the transition probability W_ is the probability to be in the ground state

W3o= 2(1_Is+_-21_Is+2)-'/_. (35)

For n > m the formula (34) must be changed to

m 0 T/-t. (n-m_ 0

W,: = P._ (W_ ) (36)

The numbers n and m in the formulae (34) and (35) are either both even or both odd. If one of

these numbers is even and another number is odd the transition probability between such states

is equal to zero

W_+'=W:;+I=O, k,p = 0, 1,2,... (37)

The formulae (34) and (36) describe the photon distribution function for the one-mode electromag-

netic field in a resonator either with moving walls or with media with time-dependent refraction

index. Thus, we conclude that the squeezing parameters of the parametric oscillator

Sq = 5q =l_ 1, (38)

(2) 1/2S_ = _mw 5p =1 _1 (39)

are connected with the photon distribution function by the ratio (35) which may be rewritten in

the form

w° = 2(S_q+ s_+2)-1/2. (40)
In the case of vacuum light Sp = Sq = 1 and the vacuum-vacuum transition probability W 2 is

equal to unity.

Another photon distribution function corresponds to the excitation of light state which may

be described by the model of the forced mechanical oscillator with Hamiltonian

[-I(t)- _m + -_rnw q -f(t)dl. (41)

This oscillator has the integral of the motion [16]

A(t) = exp (iwt)a + 5(t), (42)
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5(t)- il riotv'_h f(r)exp(i_r)dr. (43)

If the initial state of a forced oscillator is the coherent state, the squeezing parameters Sq and

,gp are time-independent. They are equal to unity. The photon distribution function is described

by a Poisson distribution. Thus, if the initial state is the vacuum state the Poisson distribution

has the form

_ = m!exp(l _ 12) . (44)

The physical meaning of the parameter ] _ 12 (43) which determines the integral of the motion (42)

is just the mean photon number after the excitation of the vacuum state by the external linear

force. The photon distribution function I,l_TM in the case when the initial state was the state I n}

with n photons is described by the function

%m = ,,!t _ I_¢_-_>[/m-_(i 6 i_)]:.
m! exp([ ¢S12) t _

(45)

Here the function L_! is the Laguerre polynomial.

Now consider a general situation when the frequency of an oscillator depends on time and an

external force is present. The ttamiltonian of the mechanical oscillator model looks like

[I(t) = _p + w_(t)gt 2- f(t)gt. (46)

We have taken m = w = h = 1. The linear integral of motion ,_i(t) is equal in this case to

A(t) : _(t)_ + _,(t)at+ _(t), (47)

1

_t(t) = ](_(t) -ii(t)),

1

v(t) = _(e(t) + ii(t)),

i

5(t) = _ f f(r)_(r)dr.

The normalized eigenstate ¢_(q, t) of the integral of motion (47) has the form

(48)

(49)

(50)

12(,_(q,t) ¢o( q, t) exp ---?-- +-- + (51)

where

1 [ iq2i v/2q5 b2C 1512 lfot(55*-55*)dr ] (52)Co(q,t) _ _ exp [ 2_ _ 2_ 2 + _

The squeezing parameters Sq and S v for the states (51) are described by the formulae for the

unforced parametric oscillator (38), (39). The correlation coefficient r is given by the expression

r :l d [-1 [(ci) 2- 1] 1# (53)
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The Fock states which are the eigenstates of the integral of motion ft*(t)fi(t) are of the form

¢o(q,t) _--_ H,_ q + +g,,(q,t) (54)

The photon distribution function for the electromagnetic field created due to the nonstationary

Casimir effect is expressed in terms of Hernfite polynomials of two variables

%m
_/Vo0 __ (n!lT/[)--l[ H{Rm}(Xl,X2)12, (55)

where 6"
X 1 --

and the matrix R has the elements

x: = 6 7/6* (56)

R= I( _1)-1 -7/* "

The parameters _ and 71are given by' the relation

e(t) = @it __ r/e-it. (57)

The photon distribution function (55) has oscillatory behavior due to the oscillatory behavior of

the Hermite polynomial of two variables.

The last photon distribution function describes the influence of the nonstationary Casimir

effect on the initially thermal equilibrium state

(5S)

z-l= 2 sinh(/3/2). (59)

The distribution of photons in the light mode is expressed by the density matrix diagonal elements

Pnn 1

- <HSg}(.e,,e:),__ (60)
poo

where

and

R __ D_I (tz*'u(1 7 z2 ) -z )- uv*(1 - z 2)

6*uz + 6v*

i, = (1 - Z) l _, t2z= _ I " l=' x_ = _'*"

The photon distribution function has the following deformed Planck distribution form

1

in/- e#- 1
-- + I &*-5% t2. (61)
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If there is no external force the parameter 6 = 0. The deformed Plan& distribution has the form

1 t_ coth(/3/2)" (62)(n}-e__l +I v

The squeezing parameters Sq and Sp depend on temperature

& =[e I (coth (/3/2)) 1/5, (63)

& =l i I (coth(5/2)) '/2. (64)

Thus the parametric excitation of the oscillator may produce the squeezing phenomenon when

Sq < 1, (65)

or

Sp<l.

But the higher the temperature the more difficult to obtain the squeezing.

(66)

3 Polymode Squeezed Light

We will consider the photon distribution function for polymode squeezed and correlated light

using the model of nonstationary parametric multidimensional quantum oscillator with N degrees

of freedom. Its Hamiltonian may be written in the form

1
(67)

where the vector

c[-- (/_,,_2,...,_N,a:l,X2,..-,:_N) : (la, X) (68)

contains N momentum projection operators and N position projection operators. The 2Nx2N

matrix B(t) and 2N - vector (_(t) are time-dependent parameters of the system. The model

corresponds to N light modes in the resonator. The interaction of these modes depends on time

either due to the motion of the resonator walls or due to the time-dependence of the media

refraction index. The system must demonstrate the properties of nonstationary Casimir effect for

N _ oc . The oscillator has 2N - vector

q(t) = A(t)_ + i(0, (69)

which is the linear integral of motion if the 2Nx2N-symplectic matrix A satisfies the classical

equation of motion

A = K_B(t), (7o)

where the 2Nx2N-matrix E has the form

==(0--1
(71)
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The 2N - vector z_(t) obeys the equation

-" )So_() (72)A = A(t t.

The solution (A,/_) of equations (70) and (72) describe the classical trajectories of multidimen-

sional oscillators and may be considered as an element of the inhomogeneous real symplectic group

ISp(2N,R). The initial conditions for these equations are

A(O) = 1,

The propagator of the system has the form

1

C(x2,xl,t) = v/det(_2brAa )

,_(0) =0. (73)

exp {-itx21-'2 _ a 14x2

--2X21:lx1 -4- xll1131Xl -_- 2X2131_2

ft L __ )

+2x1(_'1 -- A,A:'_'2) + _'2A,A:'_'2 -- 2Jo6,_2dr) _ , (74)

with (h = 1). Here the matrices Ai, i = 1,2,3,4 are NxN blocks of the matrix A

h = (A3

and N-vectors _, 6_, are the components of the vector

z_ = (_,_). (76)

The Hamiltonian of the system may be rewritten in terms of the boson annihilation and creation

operators _t = (5,, .... aN), _t = (al,...,ftN), in the form

:/

If we introduce the 2N - vector

X(t) = (/t_) (78)

this vector is connected with the 2N -vector _t = (15, _) by the relation

-& = V/l, (79)

where the 2Nx2N - matrix V has the form

1 (/ 1)V=
_ -i 1

v'= v-'. (so)

Then the matrix B(t) in (67) is connected with the matrix D(t) in (77) by the relation

D(t) = VtBV ). (81)
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The integrals of motion of the multimode nonstationary system are given by the formula

fi

The 2N- vector f(t) = ('7, q*)is connected with the vector X

F(t) = vX(t). (83)

The 2Nx2N - matrix Al(t) with NxN - blocks _ and q

(*(t)) (84)

is connected with the matrix A(t) by the relation

Al(t) = VA(t)V t. (85)

The propagator of the system in coherent state representation has the Gaussian form

f 1 4. 1 "-,* 21 expt,-i_ _- ,o + _._-1#_ d._-1.7+ fi,._-lfiO(_*,fl,t) = _t_(t)

The photon distribution function for multimode case may be obtained by expansion of the prop-

agator (86) into a series with respect to the parameters a*. We have the distribution of photons

in squeezed and correlated light

1(m I#,t)I _= w,_(#)= Ia(o,#)I _ l (_-,,}

Thus, the distribution function for N - mode system is described by the Hermite polynomial of N

variables. For squeezed and correlated light the behavior of the function I4%(/_) is very oscillatory

as well as for one- and two mode cases. The partial cases for two-mode light may be obtained if

one uses the formulae for Hermite polynomials of two variables found in [5].

4 Nonstationary Casimir Effect

Now let us discuss some possible applications. One of the possible methods to generate squeezed

light is to use the nonstationary Casimir effect when moving resonator walls produce continuous

time-dependent reconstruction of the electromagnetic vacuum state. The work against the Casimir

forces produces two effects. The first effect is the generation of photons from the vacuum. Thus,

the resonator with mechanically trembling walls is a quantum vacuum generator of electromagnetic

radiation. The second effect is the squeezing of quantized modes in the resonator due to parametric

change of vacuum energy. Both effects exist simultaneously. Thus, the plates in the Casimir effect

may' be moved by external mechanical forces. The refraction index of the media may vary with
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time, the geometrical dimensions of the resonator may be influenced by external mechanical forces.

In all these cases the vacuum state energy must be changed. This means that the vacuum state

is continuously reconstructed. For each of the time moments the state is no longer the vacuum

state due to the change of the parameters. If we have a system with photons or other quanta in

a box with changing volume, it corresponds to the process with the creation of quanta, e.g. the

photons. So, due to the work against the Casimir forces one form of energy may be converted

into the other form. Thus for waving neutral plates (due to mechanical external forces) between

the plates the photons must be created and this means that the mechanical energy from external

sources is converted into electromagnetic energy of photons. It is interesting that this effect must

create the quanta of all other fields existing in nature. Thus, due to Casimir forces we can have

the generation of photons in a parametric resonator which may be called a quantum vacuum

generator.

It is possible to discuss another reduction of nonstationary Casimir effect using the Josephson

junction. If there is no external voltage in the Josephson junction but its parameters are time-

dependent, the vibrations of current and voltage will be excited in it. This suggestion [17] is based

on the analogy of the Josephson junction and a conventional resonant, circuit (qua.ntized resonant

circuit). In classical resonant circuits it is impossible to excite electrical vibrations without external

sources of voltage. But for a quantum resonator circuit due to Casimir nonstationary forces, it

is possible to transform mechanical energy which may be the reason for the change of the circuit

parameters into electrical energy of current vibrations. If this idea is realized it will be a quantum

vacuum generator of electrical vibrations. The current and voltage in this case play the role of

conjugate quantum observables and in parametric Josephson junctions they may be squeezed.

Thus, the quantum noise in Josephson junctions may be reduced for current. In this case the

voltage will have larger noise. The squeezed and correlated states of Josephson junctions may be

also excited by changing its parameters with time.
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Abstract

We introduce inverses of the harmonic osc iIlator

creation and annihilaton operators by their actions on the

number states. Three of the two photon annihilation operators,

^+-I ^ ^^+-I 2,viz., a a, aa and a have normalizable right eigenstates

with non vanishing eigenvalues. We discuss the eigenvalue

equat ion of these operators and obtain their normal ized

eigenstates. We find that the rock state representation, in

each case separates into two sets of states, one involving only

the even number states while the other involving only the odd

number states. We show that the even set of eigenstates of the

^4._I ^

operator a a is the customary squeezed vacuum S(o')]0>.

1 Introduction

In quantum optics several different representations of the harmonic

oscillator states have been discussed such as number states, coherent

states [I], squeezed states [2-4], squeezed number states [S], near

number states [6], and photon added coherent states [7]. The basic
^ ^+

operators are the boson annihilation and creation operators a and a ,
A ^+

satisfying the usual commutation relation [a,a ] = 1. These

operators are defined in terms of their actions on number states as

^

aln> = nl/2ln - I>, (I. I)
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^+in> (n + I)I/21n + 1>.a (1.2)

^+

One may introduce the generalized inverses [8] of a and a :

^--I

a in> = (n + I) 1/21n' + i>, (1.3)

^+-I ) (n)-I/2
a In> = (1 - an, ° In - 1>, (1.4)

^-I ^+-I
The operator a behaves as a creation operator whereas a behaves

^--1

as an annihilation operator. Further a is the right inverse of a

^+-I ._ , i.e.,and a is the left inverse of _+

^^-I ^+-I ^+
aa : a a : I. (I.5)

^-i ^ ^+^+-I
On the other hand a a and a a give

^-I ^ ^+^+-1
a a = a a = I - IO><O[, (1.6)

where ]0><0 I is the projection operator on the vacuum.

^+2
Five of the operators exhibiting two photon processes, viz., a ,

^-2 ^+-2 ^+^-I ^-I^+
a , a , a a and a a do not have any normal izable right

eigenstate with non-zero eigenvalue. We can solve the eigenvalue

^+-I ^ ^^+-I _2.problem for the remaining three, vlz., a a, aa and These

three are the two photon annihilation operators (TAO). The matrix

representation of these TAOs may readily be obtained by noting their

actions on the number states In>. Using Eqs.(1.1)-(1.4) we obtain,

for n m 2

^+_i ^

a a[n> = [n/(n-I)]I/2[n-2>,

aa+-l[n> = [(n - l)/n]I/2[n-2>,

(1.7)

(1.8)

^2
a in> = [n(n-l)Tl/2[n-2>, (1.9)
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whereas their action on In> wit'h n = 0 or 1 gives zero. We,

therefore, find the following matrix elements for these operators:

<illI_+-laln> = [n/(n - i)]
1/2

a (i. lo)
Ill,n-2'

<ill In> = [(n- l)/n]
i/2

(i. il)
In,n-2 '

<ml_21n> = [n(n - 13]
I/2

(1.12)

We now consider the eigenvalue problem for these TAOs in detail.

-+_i A
2 Elgenstates of a a

^+--i ^

We write an eigenvalue equation for the operator a a as:

(2. I)

^

where IA, I> is a right eigenstate of the first TAO a+-l_ with

elgenvalue _ and obtain a solution for suitable complex number I.

Expressing IA, I> in the form

cO

IA., I> = E Cnln>
n=o

(2.2)

we obtain the following recurrence relation for C
n

I/2

Cn = A [(n - l)/n] Cn_ 2 (2.3)

From this recurrence relation it is observed that the eigenstates

II, l> separate into two sets of states involving either even number

states or odd number states as follows:

1/2
[(2n)!]

Ik,+l> = N+ _ knI2n>
n=O 2nn!

(2.4)
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and

® 2 n n!

Ik,-l> = N_ _ i/2Anl2n + I>.
n=O [(2n ÷ I)!]

(2.5)

Here N+ and N_ are the normalization constants given by

N+ = (I - JX]2)I/4 , iX]< I, (2.S)

IXI(I-IXI2)I/2 I/2

N_= [ -i ], Ixl<i. (2.?)
sin IXl

Both of the states IA,+I> and Ik,-1> correspond to the same

elgenvalue A and hence any llneaur comblnation of these states is the

^÷--I ^

general elgenstate of the TA0 a a.

AA÷-- I

3 Eigenstates of aa

We write the eigenvalue equation for this operator as

_i÷-1(x,2>- klx,2>, (3.1)

^^+-1
where IX,2> is the right eigenstate of the second operator as with

an eigenvalue A. Proceeding in a manner strictly analogous to that

followed in Sec.2, we find that these eigenstates also separate into

two sets, one involving even number states and the other involving

odd number states

® 2nn!

I_,+2> = M+ _ I/2 knl2n>
n=o [(2n)!]

(3.2)

and

m [(2n + 1)!]

Ix,-2>= x Z
-n=O 2nn}

I12

_nIRn + I>, (3.3)
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where M+ and M_ are the normalizatlon constants given by

(i-I_,12_3/2 i/2

+ (I-Ix12)I/2÷Ixlsin-1 Ixl
Ixl < I, (3.4)

M_ = [1 - IXI2] 3/4 , IX] < 1. (3.5)

^^

A general eigenstate of the TAO (aa +-1) is a linear combination of

the states {A,+2> and {A,-2>.

_2
4 Eigenstates of a

Coherent states are the right elgenstates of the annihilation
^

operator a, and so that of _2 also. These states [9] separate neatly

^2
into the even and odd parts both being the eigenstates of a , as in

^2
the case of the other TAOs. Hence the normalized eigenstates of a

with elgenvalue X can be expressed in the form

co An

l_,÷3> = (cosh Ixl) -w2 _ 1/2{2n>
n:o [(2n){]

(4. i)

and

slnh

Ix.-3> = [ Ixl

Ixl 1-1/2 = An

l] _ 1/2 12n+1>.
n=O [(2n+1){]

(4.2)

Any llnear superposition of {A,+3> and {k,-3> states is an

eigenstate of _2 Of course, a particular linear combination happens

to be the coherent state {(_)I/2>. Further there is no restriction on

the value of {l{, whereas in the earlier cases IX{ was restricted to

be less than I.

5 Squeezed Vacuum as an Eigenstate of _+-t_

It is interestln E to note that the state {X,+l> [Eq.(2.4)] is

essentially the squeezed vacuum discussed in literature [3, I0-12].
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The squeezed vacuum is generated by the action of
^

operator S(_) on vacuum

the squeeze

"^2
Io>= exp [1/2 (o_ +2 - o" a )] I0>. (5.1)

Using the normal ordered form of the operator S(c) we find the number

state representation of the squeezed vacuum as

s(c) I0> = (coshr)
-1/2

I/2
[(2n)!]

x _ (ei8 tanhr)nI2n>, (S.2)
n=O 2nn!

ie
where the squeeze parameter v = r e Comparing Eqs.(2.4) and (5.2)

we find that

Ix,+i>= Io>, (5.3)

where the eigenvalue A is related to the squeeze parameter E by

ie
_, = e tanhr. (8.4)

Hence we conclude that the squeezed vacuum is an elgenstate of our

^+_i ^
TAO a a. In a similar manner we can show that the squeezed first

^ ^^+-i
number state S(E)In=l> is an eigenstate I_,-2> of the operator aa
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Abstract

Via the hydrodynamical formulation of quantum mechanics, a novel approach to the

problem of tunneling through sharp-edged potential barriers is developed. Above all, it is
shown how more general boundary conditions follow from the continuity of mass, momentum,
and energy.

1 Introduction

A commonly used assumption in quantum mechanics [1,2,3,4] is that the boundary conditions

on a surface _ where the potential undergoes a finite jump reduce to the requirement that both

the wave function (¢) and its derivative (O¢/Ox) be continuous on _r. We show below through

the hydrodynamical formulation of quantum mechanics how more general boundary conditions

follow from the continuity of mass, momentum, and energy densities. With these new boundary

conditions, a novel approach to tunneling through sharp-edged potential barriers is presented.

2 Formulation

Let us consider the dynamics of a quantum particle described by the coupled hydrodynamical

equations

Op O(pv) _ O, (1)-_+ Ox

o_ oo 1 o(v + y_ )
-_ + v_ + m ox _ o, (2)

where Equation (1) represents the mass conservation law with mass density p = ¢2 and Equa-

tion (2) describes trajectories of a particle with velocity v = (a/m)(OS/Oz), subject to an

external potential V and the quantum potential Vq_ = -(a2/2rn¢)(02¢/0=2), which accounts
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for quantum-wave features, such as interference and diffraction [5,6]. The wave function has

been expressed in the polar form ¢ = eexp(iS). Equations (1) and (2) yield

OS rnv 2

h-_- + (--_- + _ + V)= 0, (3)

and the corresponding Schr_Sdinger equation

ir_°¢ = - r_ 02¢ + v¢. (4)
oat 2m Ox 2

From Equations (1) and (2), we obtain the conservation laws for the momentum and energy
densities as follows:

OJ OP p OV
_- + _; +--- =0,m0_ (5)

OU OQ
-_-+-g;=0, (6)

where

j = _, (7)

P = Pv2 4m: [_z_ p _ , (s)

u=p(-_-+ v_,+v), (9)

t_' (,02¢ aea¢)q = vU + 2rn--'-_ ¢P_x_ Ot (10)

are the momentum, momentum flux, energy, and energy flux densities, respectively. The mo-

mentum density pv appearing in the hydrodynamical equations can be shown to be the real part

of a more general quantum mechanical local momentum field 7_ defined from the momentum-

density operator

li g,. O¢ mp(v + iu), (11)P=_- -g-_x=

where v = (li/m)(OS/Ox) and u = -(h/2mp)(Op/Ox).

It follows now that the boundary conditions for the continuity of mass, momentum, and

energy axe:

p, pv, pu, andp(-_-+Vq_,+V). (12)

In terms of the wave function and from Equation (3) the above conditions are equivalent to:

¢'¢, ¢.(0¢/a_), and (as/&).
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3 Tunneling

Next consider the stationary flow of particles with incident energy E striking a potential

barrier of height V and width L: V(x) = V for 0 < z < L and zero elsewhere. The wave

functions for z < 0 (incidence region 1), 0 < z < L (tunneling region 2), and z > L (transmission

region 3) axe given respectively by

¢i(z,t) = v_ exp(iS,)

= _/1 + _ + 2a cos(2k_ - _)

( o ,_o o]), (13)

¢2(z,t) = v_ exp(is_)

= ¢[c2e 2_" + d2e -2_* + 2dccos(7 -6)]/q

i (-cot + "7+ '5 [ ce_ - de-q*
---5- + tan-' L_ + de-_"

× exp
\

¢3(x, t) = v_ exp(iS3) = b exp i(-wt + kx + 13),

where k 2 = 2mE/h 2 and -_2 = 2m(V - E)/li 2.

The boundary conditions from (12) where the potential undergoes a finite jump read:

p_(o) =m(o),

(14)

(15)

(16)

p:(L) = p3(L),

t

p'_(o)= p_(0),

I

p;(L) = pa(L),

(17)

(18)

(19)

p,(O).,(o)=p=(o)._(o), (20)

p2(L)v:(L) = p3(L)va(L),

& )o \ & 1o'

---_] L = \---_'] L•

(21)

(22)

(23)

151



By applying the above boundary conditions on Equations (13), (14), and (15), we obtain:

1 + a 2 + 2acosa =
cs + d 2 + 2cdcos(7 - 15)

(24)

cSe 2_L -4- d2e -_L Jr"2cdcos(7 - 6) = bS'
-q

(25)

2ak sin a = (e s - d2), (26)

C = de -:_L, (27)

2d2e -_r_ sin(7 - 6)
1 - a2 = (28)

k

2d2e -2_L sin(7 - 6) = b2"
k

From Equations (25)and (27),we have

bS = 2d2e-_L[1 + cos(_--6)]

which combined with Equation (29)gives

(29)

, (30)

tan = q,

2k_

sin(7 -/_) = _ + kS,

_2 _ k_
cos(7- 6) - _2-7-k2"

Equations (29) and (33) allow us to write Equation (30) as

4_
b2 = (_s_ks) d2e-s_L,

which, in turn, combined with Equations (27) and (33), reduces Equation (24)

_s + k 2

_s _ k'-""_cosh 2"_L) .- (l+a 2+2acosa=b 2k 2_ ff ,] .1+

Equations (28) and (29) imply that

as = 1 - b2,

which insertedintoEquation (35)gives

(31)

(32)

(33)

(34)

(35)

(36)
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acosa=b 2 1+ ["_-K-q2 jsinh_qL -1"
(37)

By the same procedure above, Equation (26) can be rewritten as

+ g sinh L. (3s)
asina = - \ _t_q ]

Combination of Equations (36), (37), and (38) leads to

{_ sinh2_L]_ + {_.:_32 sirda2 2_qLb-Z= [1 +_ 2_" / k 4_ / . (39)
- k2

Using the identity sinh 2 2"_L = 4(sinh:_L + sinh4_L), and after dividing the numerator by

the denominator in Equation (39), we arrive at the known result

( _2.+ k: '_' sinh 2_L. (40)
b-:=l+ \ 2k'_ ]

4 Boundary Conditions for Dissipative Systems

Next we show below that the boundary conditions (12) are not only more general but the

assumption that "¢ and (O¢/0x) axe continuous at a" is physically incorrect for dissipative

systems. To this end, let us consider the dynamics of a quantum particle in the tunneling region

described by Equation (1) and

oo Ov 1 o(y + y_ )
= -vv, (41)_+v_ +m O-

where v is the friction coefficient, and the term on the right-hand side of Equation (41) accounts

for the dissipation. By expressing the wave function as before [see Equation (3)] we have

ti ( O._ + vS ) + (-_- + V_ + V ) = O. (42)

The new boundary conditions now are given by Equations (16) through (21) plus

Ot ]o = + v S:I 0 ,

+ vS2 =

(43)

(44)

In an upcoming publi-which shows the discontinuity in the phase of the wave function at e_.

cation, we will detail the application of the above boundary conditions and show that friction

on the tunneling of a particle through a single, sharp-edged rectangular barrier diminishes the

transmission coefficient.
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Abstract

This paper illustrates the similarity of the functional forms of quantum
mechanical harmonic oscillators and the modes of Hermite-Gaussian laser beams.

This functional similarity provides a direct correlation to investigate the spot size of

large-order mode Hermite-Gaussian laser beams. The classical limits of a

corresponding two-dimensional harmonic oscillator provide a definition of the spot

size of Hermite-Gaussian laser beams. The classical limits of the harmonic

oscillator provide integration limits for the photon probability densities of the laser-

beam modes to determine the fraction of photons detected therein. Mathematica is

used to integrate the probability densities for large-order beam modes and to

illustrate the functional similarities. The probabilities of detecting photons within

the classical limits of Hermite-Gaussian laser beams asymptotically approach unity

in the limit of large-order modes, in agreement with the Correspondence Principle.

The classical limits for large-order modes include all of the nodes for Hermite-

Gaussian laser beams; Sturm's theorem provides a direct proof.

1. Introduction

There are many instances in science where different physical models have

similar or identical functional forms. Scientists often exploit and glean ideas from

other disciplines to better understand new areas of research, especially if the

physical models exhibit similar functional forms. The harmonic oscillator is a

powerful tool for explaining and understanding many similar disciplines of physics.

Since exact solutions exist for the classicalandquantum harmonic oscillator,it is a

tool and simple model to understand basic principles of vibrational motion and

normal modes. In addition, the harmonic oscillator is an excellent pedagogical

system to help model and understand the basic properties of quantum mechanics,

quantized radiation fields,quantum optics, and other disciplines of physics. Yes--

the harmonic oscillatorrightfully deserves itsplace "on a pedestal" [1].

In this paper we will exploit and use the similarity of the functional forms of

quantum harmonic oscillatorsand Hermite-Gaussian laser beams to investigate the
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spot size of laser-beam modes and the fractional energy and photons incident

therein. As a result of two slightly different definitions for Hermite polynomials

[2,3],some references indicate that the spot size, as delimited by the peaks of large-

order Hermite-Gaussian beams, does not include most of the energy [4,5].In view of

the Correspondence Principle, the probability of finding the quantum oscillator

within the classicallimits asymptotically increases to unity for higher-order modes.

Since the functional forms of the quantum oscillator and laser-beam mode are

similar, we should expect the probability of detecting photons within the

corresponding classical limits of Hermite-Gaussian laser-beam modes to similarly

approach unity for higher-order modes. Mathematica [6] is used to integrate the

laser-beam mode probability densities for small- and large-order modes to illustrate

these principles. Sturm's theorem provides a direct proof that the classical limits

also contain all of the probability density peaks. The harmonic oscillator'sclassical

limits, therefore, serve to provide a good measure of large-order mode spot size for

Hermite-Gaussian laser beams.

The classical oscillator, it'sclassical limits, and the classical probability

density are reviewed in Section 2. Section 3 provides a discussion of the quantum

oscillator, the corresponding probability densities-, and the Correspondence

Principle. The Hermite-Gaussian laser beam modes are reviewed in Section 4 and

compared to the quantum oscillator. Section 5 provides a discussion of the

Mathematica results from integrating the laser-beam mode probability densities.

Sturm's theorem and its application to the peaks and zeros of the probability

densities are discussed in Section 6.

2. Classical Limits and Probability Densities

Many systems oscillate by small amounts near a point of stable equilibrium.

The motion of a simple system having one degree of freedom and small oscillations

can be described by a simple linear harmonic oscillator. Some systems having more

than one degree of freedom can also be described by a set of coupled or decoupled

harmonic oscillators. Although the Lagrangian formulation is well suited for

developing the theory of small oscillations [7], the Hamiltonian formulation

provides a direct solution for the simple harmonic oscillator of mass m coupled to a

massless spring of force constant k. The force on the mass is given by Hooke's law

F=-kx with the corresponding potential V'-kx2/2. The Hamiltonian for a

harmonic oscillator can be written as the sum of a kinetic and a potential energy

quadratic in the momentum p and the position x

2
p .I 22

_=T+V=_m+_m_x (1)

where e09 = k/m and co = 2nv is the angular frequency of oscillation.

The equations of motion for the harmonic oscillator are

Hamilton's canonical equations [7]

obtained from
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Using Hamilton's equations (2) with the Hamiltonian given in (I),

derivatives for the canonical variables x and p are obtained

the time

= -- = --, = --- = -mo_2x. (3)
_p m _x

Differentiating x with respect to time and substituting for p in (3),we obtain the

standard harmonic oscillatorequation

+ ¢o2x = O. (4)

The solution of this harmonic oscillator equation can be written as

x(t) = x o cos(cot + ¢). (5)

The total energy E c of the classical harmonic oscillator is a constant of the

motion. Using the oscillator Hamiltonian (1) and the relationship between the

momentum and velocity,p = rex, the energy can be written as

E<=_mx_+½m_x_=½_Xo_. (6)

For the classical harmonic oscillator, the amplitude x o = (2E c /k) 1/2 is a continuous

variable. The energy is, therefore, also a non-negative continuous variable; the

energy can be zero or a positive value. Solving (6) for the speed of the particle

Ixl: (_.Eo/_-<o_-_-)_'_=<,>(_o___.)_'_-, (7)

we see that the particle oscillatesbetween the classical limits. The particle obtains

maximum velocity at x = 0 and zero velocity at the outer limits of its motion. From

(5) we also see that the particle does not classicallyexceed +x o.

If we measure the oscillator'sposition x at random, any value within the

classical limits could be observed in principle. The probability for finding the

particle between x and x + dx is equal to the ratio of the time spent between x and

x + dx to the total time for one oscillationperiod T = 2z/co. Noting that the particle

passes the same position twice per oscillation,we obtain the classical probability

density
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fo¢(x)dx = 2dt = 2dx 1 2dx ro dx

T [xlT lxl2_ _(x_-x_)_
(8)

rJc(x)=
_(xo__x:)_ ,

IXI < X o

0 , IXI>X o •

(9)

We are certain to find the classical harmonic oscillator within the classical

limits +Xo; classically, the oscillator will not be observed outside the classical limits

(see Fig. 1). The probability for finding the particle within the classical limits is

unity and the probability for finding the particle outside the classical limits is zero,

as noted by integration of (9)

". "._(x_-x_)_ : _ (_o_)

_-£° foc(x)dx = 0 (10b)

_£foo(x)dx = 0. (10c)

Figure 1.

0:t

0.2

I I
-1 0 1

Oscillator position (X/Xo)

Classical harmonic oscillator probability density goc(x).
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3. Quantum Mechanical Probability Densities

The quantum mechanical harmonic oscillator energy levels and eigenstates

are derived from the Schr_dinger equation

d

i_lv/> = HIv/> (11)

using the same Hamiltonian (1) where the canonical variables (x,p) are replaced

with operators (X, P)

p2 1
H = _(x _ X,p _ P) = =---+-mo)2X 2.

2m 2
(12)

The eigenstates and discrete energies of the quantum harmonic oscillator are

derived and discussed in many older and newer references [1,8-15].0nly the salient

features are presented here in order to compare the classical and quantum

oscillatorprobability densities with the Hermite-Gaussian laser-beam mode photon

probability densities presented in Section 4.

The time-independent SchrSdinger equation, as written in the X-basis

representation,

h2 d 2 1 /2m _x 2 _ 2 m (_2x2 IV "- E1V
(13)

is solved for normalized solutions alter tedious operations [I]

_i,,(x)=t,_22,,(n!)_.) exp ) °Lt h 7 j
(14)

If we use a = m o)/tt and introduce a new dimensionless variable _ = ._-ax, then the

probability amplitude _n(_) for finding the quantum oscillator between _ and

+ d_ can be written in a simplified form [9,16]

lg.(_) = _zy22.n!j exp- H.(_).
(15)

The Hermite polynomials H,(_) are nth-degree orthogonal polynomials relative to

the standard weighting function w(_) = e-_Z
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f;..H,,(_)H,_(_)e-_=d_ = 5,,,zY22"n!. (16)

The Hermite polynomials (first four listed here)

H 2 (_) = 442 - 2

H s (_) = 8_ 2 - 124

also satisfy the differential equation [3]

y" +(2n + l-x2)y=O

y(x) -- e-"2/2H,, (x).
(17)

In contrast to the continuous energy levels (6) of the classical harmonic

oscillator, the energies of the quantum harmonic oscillator are discrete. The

quantized energy values E n correspond to the eigenstates (14) of the SchrSdinger

equation (13)

E n = (n +//2)/1o). (18)

Using (6),we see that the corresponding classicallimits can be written as

x o =(h/mw)V2(2n + 1) 1/2. (19)

The smallest energy value ho_/2 of the quantum oscillator corresponds to the zero-

state Vfo(X); the energy increases incrementally by AE n =/l(_. The probability

density _', 2 = VfVf: for observing the quantum harmonic oscillator between _ and

4 + d_ is obtained from (15)

I_,,(_)12 = ( zV_2, n ! )e -_= H_ ( _). (20)

The classical(9) and quantum (20) probability densities are plotted together in Fig.

2 for a few of the oscillatormodes. As the order of the oscillatormode increases, we

observe that the fraction of the area or probability to be outside of the classical

limits decreases; the quantum oscillator'sprobability to be within the classical

limits increases. We also see that the classical probability density is near the

average of the quantum probability densities; this is more apparent for the large-

order modes. The classicallimits appear to increase with a corresponding increase

in the mode order such that the outer peaks of the probability densities are always

contained within the classicallimits.
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The classical and quantum probability densities are quite different yet

similar in a number of ways. In particular, a position measurement of the quantum

oscillatorof energy E n can result in any value between -o_ and +o_. However, when

measuring the classical oscillator'sposition, only values between -x o =-2,__/k

and xo = 2_,/k will be obtained. If we consider an oscillatorhaving a small mass

of 1 gram and oscillating at i rad/sec with an amplitude of I cm, then the energy

would be mfn2x2o/2 = 0.5 erg. We can compare this to the energy difference between
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Figure 2. Quantum harmonic oscillator probability densities. (The

dashed vertical lines represent the classical limits. The thin curves

correspond to the classical probability densities.
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the quantum oscillator levels AE=hm= 10-27 erg. Experimentally it would be

practically impossible to detect energy differences separated by 10 -27 erg. Similarly,

if we invert (18) to determine the mode level for this small oscillator, we see that

n = (E/hm)- 1/2 = 10 27. Because the mode order n is equal to the number of nodes in

the quantum oscillator's probability density, it would be virtually impossible to

observe 10 27 oscillation nodes within the 2 cm interval. We would, instead, only

detect or measure the average of the quantum probability density, which is just the

classical result shown previously in Fig. 1. For large n, the classical and quantum

results become indistinguishable as required by the Correspondence Principle [1].

In the limit of large-order modes, this special case of the Correspondence

Principle illustrates how the classical picture is indeed regained. From the

Correspondence Principle and the limit of large-order modes n--, oo, we should

expect the quantum mechanical probability densities to be functionally similar to

the classical harmonic oscillator probability density. This can be derived in a

number of ways [8,15]. If we examine the quantum oscillator's asymptotic

functional form when the mode order increases to infinity, we find a rapid

oscillatory behavior that averages out to the classical results (9) [8]

small x
and

1 Iv) for even n

for odd n.

(21)

4. Hermite-Gaussian Laser Beam Modes

We now consider an Hermite-Gaussian laser beam propagating along the z

direction. The laser beam considered can have different beam waists along the x

and y directions. The Hermite-Gaussian laser-beam intensity or irradiance at some

+z direction is obtained from a scalar wave equation [17,18]. The irradiance

distribution of an Hermite-Gaussian laser beam that is focused at z = 0 can be

written as [4,19]

(x2E(x,y,z)=Eo _exp w,,_ w,2 H_tw,,(z)) ,,CWy(Z))"
(22)

The beam waists wx and Wy are the distances at which the lowest-order mode

intensity drops to e -t times the value on the optical axis (some references use an e -2

factor to define a beam waist). The x-axis beam waist
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I Z2 1 I/2wx(z)=wx(O) 1+'_-o2 )
(23)

depends on the beam parameter Zo= that is a function of the wavelength

Zo== w (o) (24)
A

with similar results for the y-axis waist and beam parameter.

We see that (22) is similar to the quantum harmonic oscillator density (20).

The functional form of the Hermite-Gaussian laser-beam mode is similar to a two-

dimensional quantum harmonic oscillator probability density. Equation (22)

provides the irradiance at some position in the laser beam; with proper

normalization, (22) could also be interpreted as the probability density to detect

photons at some position in the laser beam. If we divide (22) by the total power in

the laser beam, then the result is interpreted as a probability density to detect a

photon at the corresponding position.

To determine the spot size for large-order beam modes, we consider the

mean-squared value (second moment) of x and y. As an example, we look at the

mean-squared value of x

u_(z)., =
f:.. S:.. x2 E( x' Y' z )dxdy

__..f:. E(x,y,z)dxdy (25)

Substituting (22) into (25) we see that the integral is separable

wAz) w z) wx w;
2(z)mU x

2 x 2 y/ (x2y2
55":¢--)':( - ,

dxdy

dxdy

(26)

and reduces to a simpler form by canceling the y-dependent factors

exp - x2

u_(z),, = (27)
X X 2
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with a similar result obtained for the y direction. The integrals in the numerator

and denominator of (27) occur frequently in quantum mechanics in relation to the

harmonic oscillator problem and are readily solved using the generating function

for the Hermite polynomials [13,16]

2 2 x x 2 !aS(m+ 1)_:. x H_,(a)eXp(-_-_)dx =2"zY2m
(28)

s: :(x) i x4/H a exp- dx=2"rrl/2rn[a.
a)

(29)

Using (28) and (29) in (27) we obtain

2(z)._ =w2(z)(m + 1/2).Ux (30)

Taking the square root of twice the mean-squared value, we then obtain

2u  z)m. w (z)m= +1)

w,,(z)m = w,,(z)(2m + 1)v2

(31)

(32a)

Wy(Z) n - wy(z)(2n + 1) y2. (32b)

Equations (32) define the beam waists for large-order modes and depend on the

order rn, n of the mode. We see that the beam waists (32) have a mode order

dependence that is identical to that of the classical limits of the harmonic oscillator

(19). To illustrate the beam waist, two laser-beam modes are plotted in Fig. 3 along

with the corresponding limits (32) that define the rectangular region and size of the

laser-beam spot.

I 1
m,n=l,1

m

m

• .....:,., :+:,:..f,,.,

I I -q- I

Figure 3. Photon probability density plots and classical limits for

TEMll and TEMs2 modes. (The vertical and horizontal ticks represent

the classical limits w,,(z),,, and wy(z)n.)
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We again see that the corresponding beam waists or "classicallimits" seem to

increase such that the intensity peaks are always contained therein. Since the

photon probability density for an Hermite-Gaussian laser beam is identical to a

two-dimensional quantum oscillator,itis expected that the probability of detecting

photons within the corresponding classical limits of Hermite-Gaussian laser-beam

modes will also asymptotically approach unity as the laser-beam mode order

increases to infinity,that is as m,n _ oo.

5. Fractional Power and Photon Probabilities

In Section 3 and 4, we saw that the classical limits seem to contain most of

the probability to detect the quantum oscillator and the photons for the Hermite-

Gaussian laser beams. For the large-order mode spot size to be meaningful and

useful, it should contain a large portion of the power or photons of the laser beam.

The probability to detect photons within the corresponding classical limits that

define the spot size of the laser beam should similarly increase for large-order

beams, just as in the quantum oscillator case and in agreement with the

Correspondence Principle. To investigate the fraction of the power or the photon

probability within the classical limits, as illustrated in Fig. 3, an integration over

the classicallimits is performed

_ H_ (_)exp(-_ 2 )/-/.2(_') exp(-_ "2)d_d_

f._,_ = qu_lcal I/mira

where _ = x/wx(z) and _ = y/wy(z). Using (16) in (33) we obtain

(34)

The photon probabilities (34) were computed using Mathematica and are

presented in Table 1 for the low-order modes. Mathematica was also used to

compute the photon probabilities for higher-order modes. Figure 4 illustrates the

asymptotic behavior anticipated for the higher-order Hermite-Gaussian laser beam

modes. As the order of the laser-beam mode increases to infinity, we see that the

probability to detect photons within the corresponding classical limits

asymptotically approaches unity, as expected from the quantum oscillator problem

and the Correspondence Principle. In particular, we see from Table 1 and Fig. 4

that fm,n --_ 1 as rn,n _ o_.
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Table 1. Probability fro,. of detecting photons within the classical limits.

rmffiO 1 2 3 41516 718 9 10

n=O 0.710 0.748 0.762 0.770 0.776 0.780 0.783 0.786 0.788 0.790 0.792

1 0.748 0.789 0.803 0.812 0.818 0.822 0.826 0.828 0.831 0.833 0.835

2 0.762 0.803 0.818 0.827 0.833 0.837 0.841 0.844 0.846 0.848 0.850

3 0.770 0.812 0.827 0.836 0.842 0.846 0.850 0.853 0.855 0.857 0.859

4 0.776 0.818 0.833 0.842 0.848 0.852 0.856 0.859 0.861 0.863 0.865

5 0.780 0.822 0.837 0.846 0.852 0.857 0.861 0.863 0.866 0.868 0.870

6 0.783 0.826 0.841 0.850 0.856 0.861 0.864 0.867 0.870 0.872 0.873

7 0.786 0.828 0.844 0.853 0.859 0.863 0.867 0.870 0.872 0.875 0.876

8 0.788 0.831 0.846 0.855 0.861 0.866 0.870 0.872 0.875 0.877 0.879

0 0.790 0.833 0.848 0.857 0.863 0.868 0.872 0.875 0.877 0.879 0.8810.792 0.835 0.850 0.859 0.865 0.870 0.873 0.876 0.879 0.881 0.883

6. Probability Density Nodes, Peaks, and Sturm's Theorem

It is not entirely obvious that all probability density peaks of the quantum

oscillator or of the large-order Hermite-Gaussian laser beams are contained within

the corresponding classical limits. The Hermite functions y(x)ffie-==/2H.(x)

determine the nodes (zeros) of both the quantum oscillator densities and the

Hermite-Gaussian laser-beam intensities for all modes. The nodes of orthogonal

0.9

0.8

0.7 •

• • • • • • • •

• i |0.6o 200 460 800 looo
Laser beam order (rn)

Figure 4. Plot of the probability fm,_ of detecting photons within the

classicallimits of an Hermite-Gaussian laser beam.
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polynomials are all real, distinct,and lie within the interior of the orthogonality

region [20]. Figure 5 illustrates that the nodes of the Hermite functions also

determine the nodes of the quantum oscillator and the Hermite-Gaussian laser

beam modes.

The orthogonality region of Hermite polynomials extends from minus infinity

to plus infinity as seen from the integral (16). Some method is, therefore, desired

that will provide a limit to the extent of the nodes of the Hermite polynomials, the

Hermite functions, and consequently the nodes of the probability densities of the

quantum harmonic oscillator and of the Hermite-Gaussian laser-beam modes.

Sturm's classic work on differential forms and the zeros of functions is one such

method for analysis of the nodes of the Hermite functions. Sturm's theorem

provides a useful method to determine the limits of the nodes in many functions,

especially the classical orthogonal polynomials such as the Hermite polynomials.

Direct application of Sturm's theorem [20] and (17), shows that all nodes liewithin

the classical limits for the quantum oscillator(19) and the Hermite-Gaussian laser

beam (32).

In addition to Sturm's method, the concavity and convexity of a function is

also useful. Equation (17) can be rewritten as

y"/y = x 2 - (2n + 1) (35)

where

: O, is concave for Ixl < (2n + 1) !/2Y"/Y o, is convex for Ixl > (2n + 1) y2
(36)

determines the concavity or convexity of the Hermite functions as illustrated in Fig.

6 for orders n = 3 and n = 4.

0.6
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Noting the regions of concavity and convexity for the Hermite functions in

(36) and Fig. 6, we see that the classical limits separate the concave and convex

regions of the Hermite functions. The concave region lies between the classical

limits while the convex regions lie outside of the classical limits. The classical limits

always reside at inflection points of the Hermite functions and the peaks always

reside within the concave region, that is, within the classical limits. We can

therefore assert that the beam waists for large-order Hermite-Gaussian laser beams

contain most of the laser beam power and all intensity peaks, as expected from

comparison with the quantum harmonic oscillator and the Correspondence

Principle.

7. Conclusions

The harmonic oscillator is indeed a useful tool to help model physical systems

and, as shown in this paper, to help clarify and better understand some aspects of

the probability densities of Hermite-Gaussian laser beams. In particular, the

probability densities for two-dimensional quantum harmonic oscillator modes are

functionally similar to the probability densities of Hermite-Gaussian laser beam

modes. This functional similarity and the Correspondence Principle provide

guidance to determine that the corresponding classical limits for Hermite-Gaussian

laser beams define a spot size that contains a large portion of the laser beam's

power. As computed with Mathematica, the portion of the Hermite-Gaussian laser-

beam power or photons contained within the classical limits or beam waists

asymptotically increases to unity as the laser-beam order increases to infinity. The

classical limits and the corresponding laser-beam spot, as delimited by the beam

waists, contain all nodes and probability density peaks of the quantum oscillator
and the Hermite-Gaussian laser beams.
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Abstract

The Caldirola-Kanai model of one-dimensional damped oscillator is extended to the chain

of coupled parametric oscillators with damping. The correlated and squeezed states for

the chain of coupled parametric oscillators with damping are constructed. Based on the

concept of the integrals of motion it is demonstrated how squeezing phenomenon arises due

to parametric excitation.

1 Introduction

A number of papers devoted to finding exact solutions of the Schr6dinger equation with explicitly

time-dependent quadratic Hamiltonians were published over the past quarter of a century. Several

different but equivalent approaches are usually exploited for this purpose. In this paper we would

like to present the model of quantum chain of coupled parametric oscillators with damping extend-

ing the model of known one-dimensional damped oscillator, and to demonstrate how squeezing

phenomenon arrives in the chain based on the concept of time-dependent quantum integrals of

motion. This method was elaborated in [1, 2, 3], while a detailed review was given in [4]. The ex-

act formulae for propagators, wave functions, coherent states, density matrices, Wigner function,

transition amplitudes and probabilities were given in [2, 3, 4] in the most convenient and explicit

forms for quite general quadratic systems and numerous special cases.

Here we will apply developed approach to the model describing oscillator chain of coupled

parametric oscillators with damping. This model is the partial case of general problem of multi-

dimensional parametric oscillator, but the dynamics of these systems may be investigated in the

explicit form due to the possibility of using usual normal mode transformation in spite of the

coefficients being time-dependent. It is necessary to note that the problem of different kinds of

quantum closed chains was discussed in recent papers [5-12] and the problem of of unclosed chain

in [13, 14].

2 Integrals of Motion

Let us consider a quantum chain consisting of N coupled harmonic parametric oscillators with

damping. All oscillators vibrate with frequency w0(t) which depends on time and interacts linearly

with neighbors. The interaction constant w(t) depends oil time too. When the distance between

neighbors approaches zero, and number N tends to infinity, the chain turns into the parametric

string.

171



,. =,.

The Hamiltonian of this system depends on time and has the form

1 N (p2ne-2r(t) )[I = _,_=l \ _ + ma2(t)e2r(t)(qn- qn+l)2 + rnf_g(t)e2r(Oq_ ' (1)

where q,_ is an operator of a shift from the equilibrium point of a n-th oscillator, p,_ is a momentum

operator of the oscillator, m is the mass of each oscillator, and F is a damping coefficient depending
on time.

In this model, damping is described in the framework of a phenomenological Hamiltonian first

suggested for one-dimensional quantum oscillators with damping by Caldirola [15] and Kanai [16].

In this model, the mass of the oscillator increases exponentially. That dependence models the

interaction of the oscillator with external degrees of freedom. Hamiltonian (1) is an extension of

the Caldirola-Kanai Hamiltonian to the case of quantum chain of coupled parametric oscillators

with damping.

The equations of motion corresponding to Hamiltonian (1) are

Pn : (In e2F(t), an : a2(t) (qn+l -Jc qn-1 -- 2qn) -- fl2(t)qn -- 2I_(t)O,_. (2)

We take into consideration the closed chain, so we have the condition

ql+N = ql.

A property of this model is that the time-dependence of the coefficients does not prevent from the

application of the usual normal-mode reduction formulae. So, let us introduce new variables

--_--_ N m
x_ = V_-).._=lq cos(2rrsm/N), (3)

Ys = m=lqmsln(27csm/N), (4)

1 N

XN : v_Zm=lqm" (5)

For simplicity, we consider the chain consisting of an odd number of oscillators, so the number

s changes from 1 to p = (g - 1)/2. The normal mode transformation (3)-(5) reduces the system

of N coupled oscillators (2) to a set of N free oscillators vibrating independently according to the

equations

k?s - 21P(t)k_ + f_(t)x_ = O, (6)

- + = o, (7)

XN -- 2I_(t)XN + _20(t)XN = O, (8)

where the frequencies are given by the relation

Q_(t) = 4f_2(t)sin 2 (.s/N) + f_2o(t). (9)

One can see that equations (6)-(8) are the trajectory equations of classical damped oscillators

with frequencies (9).
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Following the usual procedure (see,for example, [4]) "annihilation"

frequency chain with damping can be constructed

operators for variable-

where

fl_(t) - x/_i ._Nm=, (l_¢sPm_h _se2r(t)qm_lfl2s(O)] cos(2zcsm/N),

/).(t)- v@-m=a (ls_iPm _e2r(Oq m/_fl_(O) ) sin (27rsm/N),

i N {loeoPm _odr(Oqm

AN(_ ) -- V/-_Em= 1 _k _- lOao(O) ) '

(10)

(11)

(12)

The complex functions e,(t) and Co(t) are the solutions of the equations of motion of classical

parametric oscillators with damping

g,(t) + 2['(t)_(t) + a_(t)es(t) = 0, g0(t) + 2I'(t)_0(t) + fl_(t)e0(t) = 0. (13)

"Annihilation" operators and their Hermitian conjugate operators satisfy the boson commutation

relations

[A_(t),A_(t)] = [/)_(t),/)/t(t)] = 6,i, [/]u(t),ii, tN(t)] = 1,

and

if the functions e,(t), co(t) satisfy the additional conditions

e2r(0 (_(t)e](t) - U_(t)e_(t)) = 2ia_(0),

e2r(0 (io(t)_;(t) - i;(t)_o(t)) = 2ia0(0).

[[?s(t),AN(t)] =0,

(14)

(15)

One can check that the full derivatives of operators (10)-(12) and their Hermitian conjugates are

equal to zero, so they are the linear integrals of the motion of the quantum parametric chain with

damping.

3 Squeezed Correlated and Fock States

The ground state of the parametric chain with damping can be constructed with the help of the

integrals of motion (10)-(12) using the relations

^ _ ^ -4 --4

A.(t)_bg(q,t ) = B_(t)_g(q,t ) = AN(t)¢6(q,t ) = O, (16)
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where 0"= (ql, ..-, qN). So the normalized ground state satisfying the SchrSdinger equations with

IIamiltonian (1) has the following wave function in coordinate representation

g,6(q_ t)= rc-N/4( loeo)-l/2II _=, ( I_es) -1

{N ( )}exp y-_m,m,=lqmq, _, ie°e2r(o }-_f iese2r(o
2e0Nf_o(0)/o 2 + _:le_Nft,(0)l_ cos (2rcs(m- m')/X) . (17)

Constructing with the help of integrals of motion (10)-(12) the displacement operator

D(_) = I-I[=l exp (_s.,4_ *^ flsB2 ** ^'-- _,As + --/3sB_AN -- _*AN)

where components of the vector

= (_,, ...,_,, a_, ...,_, _)

are complex numbers, and acting by displacement operator on ground state g,6(t)(q, t) the en-
tire family of correlated squeezed states can be obtained. So the wave functions in coordinate

representation have the form

¢a(q, t) = _['6(q-',/)exp { 1_ [2 _2e;
{ 2 2co

o m=l _=1 2 2 2e_

v 2 N ,[
+ _-_ e,l,v'_ _ qm[a, cos(2rrsm/N)+/3, sin(27rsrn/N)]._. (18)

s=l m=l

The correlated squeezed states satisfy the Schrgdinger equation with Hamiltonian (1) and are

eigenstates of the integrals of motion (10)-(12), and components of the vector c7 are eigenvalues
of operators ( 10)-(12)

[_,(t),/,_(_,t) = ,%,/,_(¢,t),

AN(t),/,_((,t) = _,/,_(_,t).

One can see that the wave function of the ground state (17) and squeezed correlated states (18)

are gaussian states with time-dependent coefficients in quadratic form of exponent function.

Using the property of squeezed correlated states (18) to be a generating function for Fock
states

_/,_(q,t) =exp ( ] _ [2
k 2

s=l rT=0 -- "
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where vector ff has the components ff = (no,nl,...,np,rnl,...,mp) , the Fock states of quantum

parametric chain with damping can be constructed, and are of the form

1 ( )¢_(q. t) - _ \2%1 Hno l_o I,/_ m=,_ qm

Pl(C_)("+m')/2( 2N )II _ \-_%] Hn, Z qmCOS(2_rsm/N)s=, - I_slv_m=,

(19)

where Hi(xj) are Hermite polynomials.

The Fock states (19) are the eigenstates of the integrals of motion ft_(t)fts(t),[3_(t)B,(t) and

AtN(t)ftN(t) and components of the vector ff are eigenvalues of these operators.

^_ ^ .._ .._

A_(t)A_(t)¢z(q,t) = n_¢_(q,t),

^_ ^ ..., __

B_(t)B_(t)¢_(q,t) = ms¢_(q,t),

^_ ^ -4 -4

AN(t)AN(I)¢_(q,t ) = no¢g(q,t).

4 Squeezing and Correlated Coefficients

Let us calculate the dispersions of coordinates and momenta in squeezed correlated states (18).

We define the dispersions and correlations by the formulae

Gq,qk = (¢s(q-', t) ] _li(lk I Cs(q_ t)) -- (¢_(q. t) ] ()i ] ¢_(q. t))(¢_(q, t) I Ok ] ¢_(q. t)),

crp,pk = (g2s(q, t) I Dif_k ] Cs(q.4, t)) - (g's(q, t) ] !3, I g's(q-', t))(gzs(q, t) I f)k ] g's,(q, t)},

a_q,pk = 2(¢s(¢, t) ] (li[_k + f_kgli I Vs(q, t)) -- (,/2s(q, t) I gli I Cs(q. t)) (g2_(q, t) I Dk ] g's(q, t)).

So one can calculate that the correlation of coordinates and momenta of different oscillators are

not equal to zero and have the form

O'q'qk -- 2N + l_ ] _
N

s.= l

cos(2rcsm(i- k)/N),

ap,_ = 2Nlo2fto:(0) + Nl_fl_(O)22 cos(2rrsm(i- k)/N).
s_- 1

One has for the dispersions of coordinate and momenta of the same oscillator

'_,__ _o_ leo I_ _2 _ I_2N + ls ]e_________2_
N '

s----1

(20)
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a2 = 2_., (21)
p, 2Nl02a_)(0) + , : 2s=l Nls_(0)

The correlated squeezed states (18) and ground state (17) minimize the SchrSdinger-Robertson

uncertainty relation [17, 18]
h 2

O'q_O'p_ _ 4(1- r_)
with the correlation coefficient

_) -1/2r _ O'qkpk O'q_O'p

equal to

r --

1 - N2e -4r(t) [I P I: l_],o t210_+ 2F_ t e,
s=l

I_,12
+2_ 2 2

_;1_s(O)ls

1/2

(22)

One can see from (20)-(21) that changing of the frequencies influence the dispersions and the

squeezing coefficient k = _ Namely, by changing the frequencies one can decrease the
2,, 2(o)"

qk

dispersions of the coordinates due to increasing of the dispersions of momenta, and vice versa, and

make squeezing coefficients less then unity. So the squeezing phenomenon arises due to parametric

excitation of quantum chain of coupled parametric oscillators with damping. It is necessary to

note that due to parametric excitation each oscillator has the additional time-dependent parameter

(22), so-called correlation coefficient which is equal to zero in the stationary regime.
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Abstract

A review on the current efforts to approach and to surpass the fundamental limit in

the sensitivity of the Weber type gravitational wave antennae is reported. Applications of

quantum non-demolition techniques to the concrete example of an antenna resonant with

the transducer are discussed in detail. Analogies and differences from the framework of the

squeezed states in quantum optics are finally discussed.

1 Introduction

The importance of detecting gravitational waves, as frequently pointed out, consists not only

in verifying one of the most direct and astonishing predictions of the simplest metric theory of

gravitation, i.e. General Relativity, but also in the possibility to open new windows on phenomena

in the Universe in which only violent releases of gravitational energy occur [1]. Gravitational waves

have not yet been directly observed because of the extreme smallness of the energy released in

actual detectors even if they are emitted by astronomical systems. The hypothetical sources

which are strong candidates for emitting gravitational waves, according to our understanding of

them due to information collected via the electromagnetic astronomy, are divided into two classes

based upon the time evolution. Impulsive sources can be catastrophic events such as supernovae

explosions and collapsing binary systems. The frequency spectrum of gravitational waves of this

kind is flat up to 103 Hz, these impulsive phenomena having a characteristic duration of the order

of milliseconds. One expects a perturbation of the metric tensor h _ 10 -21 - 10 -is for events in

our Galaxy and h _ 10 -23- 10 -_1 for events in the Virgo Cluster. Periodic sources can be pulsars

if they deviate substantially from axia t. symmetry. The expected frequencies range is in this case
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between 10 -2 and 10: Hz, while h _ 10-2_ - 10 -_5. The efforts to detect gravitational waves

have been concentrated from the very beginning on the impulsive events because of the larger

expected perturbation to the metric tensor. It turns out that the modulation of the space-time

induced by a gravitational wave on an extended body can also be seen as a production of a force

field in it. Detecting the gravitational wave is therefore translated into the problem of detecting

this small force of geometrical nature and the displacements produced by it in a test mass. The

displacement induced in a body of reasonable sizes, _ 1 rn, has therefore an amplitude of the

order of 10 -21 if the event is due to a supernovae in the Virgo Cluster. The accuracy required

to measure such a small displacement is so high that the quantum nature of the detector has to

be taken into account because the De Broglie wavelenght of a macroscopic test mass is of the

same order of magnitude of the expected signal due to the gravitational waves. Here we report on

the status of the art of the measurement techniques developed to allow monitoring of a class of

gravitational wave detectors in a quantum regime. After a brief introduction for schematizing the

detectors of gravitational waves and the sensitivity limit due to the fundamental noise in part 2,

we introduce, in part 3, the quantum non-demolition measurement schemes for overcoming these

limitations. The applications of stroboscopic and continuous quantum non-demolition schemes

for a gravitational bar antenna resonant with the transducer are described respectively in part

4 and part 5. Conclusions deal also with the analogies and the differences from the quantum

optics framework and the importance of this topic for understanding quantum mechanics applied
to single macroscopic degrees of freedom repeatedly monitored.

2 Weber gravitational antennae:fundamental sensitivity
limits

The gravitational wave detectors devised so far are based upon monitoring of the distance between

two masses localized at different points. The equivalence principle requires a non-local, extended,

structure of a gravitational wave detector because it is possible to nullify locally the effects of a

gravitational field by means of a suitable choice of the reference frame.

Let us consider two masses in free fall: what is then measured is their variable distance which is

supposed to be much smaller than the gravitational wavelength. The effect of a gravitational wave

coming along z axis with proper polarization is to increase of hi2 the distance along y axis and

to decrease by hi2 the distance along x axis. A classification of the gravitational wave detectors

divides these into non resonant and resonant detectors if the two masses are respectively free or
elastically coupled.

In non resonant detectors the distance between the two masses is measured by means of

interferometric devices. The arms of the interferometer proposed so far are of the order of Km and

use of multiple reflections allows an increase in the physical path by several orders of magnitude.
In this contribution we will not be concerned with this kind of detector but we shall instead

consider the resonant detectors (Weber type gravitational wave antennae), the quantum limit in a

interferometric antenna being enforced by the shot noise and the momentum fluctuations imparted

by the photon flux to the central mirror of the interferometer [2].

Resonant antennae are typically cylindrical bars of materials having low internal dissipation.

The materials used are silicon, sapphire, niobium or a particular aluminum alloy (A1 5056) and
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the mass of the antennae is a few tons.

One can show that the motion of the ends of a cylindrical bar of mass M and length L

oscillating in its fundamental longitudinal mode is equivalent to that of a harmonic oscillator of

mass M/2 and equivalent length 4 L/r 2. If x is the displacement from equilibrium position the

equation of motion of the Weber oscillator is

5+ = L)i (t) (1)
r0

where r0 is the damping time, w0 is the proper frequency and h(t) is the amplitude of the incoming

gravitational wave. The forcing term due to the gravitational field is proportional to the distance
between the two masses. From this formula one can calculate the cross section for tt_e transfer

of energy from the wave to the antenna and one finds that this is proportional to the mass of

the antenna and to L 2. The proper frequency w0 is chosen to be tuned with the frequency of the

expected wave (103Hz) and the corresponding wavelength is very large compared to the size of the

antenna. To amplify the extremely small oscillations coupling of the bar with another oscillator

of very small mass is used [3],[4]. In this case a system of two coupled harmonic oscillators is

obtained in which the energy is continuously transferred back and forth from M to m via beating.

If the dissipations in the two oscillators are made negligible the amplitude of the oscillations in the

second resonator is increased by a factor l/v/- fi with respect to the first resonator, where # = re�M,

provided that the frequencies of the two uncoupled oscillators are made coincident. The motion

of the transducer is transformed into an electric signal by means of a variable capacitor and an

amplifier schematized as an ideal amplifier of gain A and two noise sources generators with current

and voltage spectral densities respectively SI,_ and SVn. The sources of noise are the thermal noise,

i.e. Brownian motion of antenna, which gives a contribution KBT to the energy of the oscillator,

being KB the Boltzmann's constant and T the thermodynamical temperature of the antenna and

the amplifier noise, which is expressed by means of the parameter T_ = (SVn SI_)I/a/KB, called

noise temperature of the amplifier. This last noise has two effects: it contributes directly as an

additive noise source at the output and it acts on the transducer leading to an increase of the

temperature. In other words every transducer is at the same time an actuator and the amplifier

noise gives rise to a back-action force acting on the mechanical oscillator.

If we define a noise temperature Tell as the temperature which corresponds to the minimum

detectable energy E, ll = Ks Tel! transferred to the bar by an impulsive signal with an output

signal/noise ratio equal to 1, we find, using a Wiener algorithm in the data analysis [5]

I 2TAo

where Q = woro is the quality factor of the mechanical system, _ is substantially the fraction of

energy transferred to the electromagnetic circuit by the bar through the capacitive coupling and

Ao the impedance matching factor defined as

= z (3)
Zo

For the antenna of the Rome group continously operating since one year at CERN one has a

thermodynam!cal temperature of _ 4.2K; the other parameters are Q __ 5.10 s and an amplifier
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noise temperature Tn _- 10-rK [6]. It has been possible to achieve this last result making use of

a SQUID amplifier. So one gets for Tell a value of ._ 10pK, which is not far from the quantum

limit temperature

hw

TQL = K---B'_ 10-SK" (4)

One expects that the force with which a gravitational wave acts on the antenna is by many

orders of magnitude below the thermal noise even at thermodynamical temperatures as low as

10mK which is the temperature at which the third generation antennae will operate. However,

due to the particular features of the data analysis based on the variation of energy in the oscillator

in the time, the quantum regime is reached earlier than as expected by (4). By writing the amount

of energy which is exchanged during the measurement time At between the harmonic oscillator

and the thermal reservoir and the quantized energy introduced by the measuring apparatus is

easy to show that the quantum regime is obtained when the following condition is satisfied

KBTAt

-----0--- << h (5 /

This can be also shown by reasoning in terms of displacements instead of energy. The variation

of the length of the bar due to a gravitational wave with amplitude h is, according to (1)

Al h
_,T- 2 (6)

Because typical values for h are h = 10 -21 (which corresponds to a supernova explosion in

the center of the Galaxy) taking L = 1 m, one gets from (5) a variation of the length of the bar

AL __ 10 -a9 cm which coincides with the standard quantum limit (i.e. the root square mean of

the position of a harmonic oscillator in his fundamental mode)

t h= 2 Mw" (7)

It follows therefore that if we do not overcome this limit no information can be obtained on the

evolution of the harmonic oscillator.

In these conditions one can find a method to measure the position of the quantum oscillator

and to see if an external force has acted on it. However in doing this one must take into account

that the position operator k(t) does not commute with itself at different times. Indeed with a

measurement of 3_(t) at time t one puts the oscillator into an eigenstate of k(t); if one repeats

this measurement at the instant t + r one puts the oscillator into another eigenstate. It turns out

that it is not possible to know if the change in k(t) is caused by a very weak classical external

force or by the demolition of the state due to the previous measurement. What is needed is

therefore a measurement which does not prevent the execution of the next measurements of the

same observable avoiding the demolition of the projection of the state on that observable. This is

possible in non-relativistic quantum mechanics as we will discuss in the following considerations,

because this theory makes limitations only on a simultaneous, perfect knowledge of two canonical
observables.
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3 Quantum non demolition measurements

The introduction of the quantum non-demolition measurements (QND) dates back to an article

by Landau and Peierls [7] in 1931. However only recently, after understanding the role of quantum

mechanics in the fundamental limits to the amplifier sensitivity [8],[9] and under the request to

surpass the quantum limit in detectors of small displacements [10],[11], the problem has been

studied in detail [12],[13]. The idea of a QND strategy is to perform a series of measurements

of one observable of a single object in such a way that the act of the measurement itself does

not affect the predictability of the result of the next measurements of the same observable. In

order to do this the observable, the instants of time in which it is observed and the interaction

Hamiltonian should be all carefully chosen for a given dynamical system. For instance, a first high

precision measurement of the position of a free particle implies a large dispersion in the possible

values of measurements of momentum. If a second measurement of position is made, due to the

Heisenberg evolution, the result will have a large dispersion too. Instead, if a measurement of

momentum in a free particle is made at a given instant of time, a second possible measurement

will give the same result due to the constant value of the momentum between the two consecutive

measurements, provided that the interaction due to the first measurement has not demolished

the state. This simple example shows the route to define quantum non-demolition measurements.

Only particular observables which satisfy a commutation relation at different times ti and t3 are

allowed to be monitored in a QND way, i.e. if

(s)

Moreover, we must also take into account the perturbation on _(t) induced by the measur_g

apparatus which is coupled to the observed system by means of the Hamiltonian operator Hi.

To avoid changes in the expected value of the observable during the measurement the following

condition must be satisfied:

A

[_(t),Hi]=O. (9)

This condition assures that the interaction Hamiltonian is simultaneously diagonalizable with the

measured observable, no changes are induced in the measured observable during the measurement

time in which only the interaction Hamiltonian will be responsible for the time evolution. A

sequence of measurements performed under conditions (8) and (9) will give always the same result.

This is a definition of a QND measurement. If the instants of time in which it is satisfied (8) are

discrete the QND scheme is named stroboscopic or, in a realistic configuration with a duration of

the measurement small with respect to the characteristic timescale of the motion of the observed

system, quasi-stroboscopic [14],[15],[16]. Otherwise, having a continuous set of instants of time,

the QND scheme is named continuous.

In the case of a single oscillator one introduces the two components of the complex amplitude

= + (10)
+

such that _(t) = X1 cos wt + X2 sin wt. Their properties are
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A A

dX1 dX2 0 ::e,. [X'a(t),XAI(t + r)] [X'-'_(t),X"2(t + r)] 0 (11)
(a) dt dt

ih (12)(b)

By using (a) and (b) we get

ih
"" -- sin _T.

[k(t),k(t + 7-)] = -[Xx, X'2] {cos wt sin w(t + r) - sin wt cos w(t + r)} = mw (13)

This means that to do a QND measurement of the operator k(t) in a single harmonic oscillator

one needs the Hamiltonian (here _ is the variable of the measuring apparatus which couples with

the oscillator)

"H, = Eo 5(t - nTr ._-j)xq (14)

such that the interaction between the system and the measuring apparatus is turned on only when

2(t) commutes with itself, that is why this kinds of measurements are called stroboscopic Q.N.D..
For a component of the complex amplitude, X"-I, a QND interaction Hamiltonian should be

[12]
A A

Hi = EoXlq

that is approximately obtained by using the interaction Hamiltonian

H_ = 2E0cos_mt k_

(15)

(16)

provided a low-pass filter at wc << wm is used. For practical reasons a different pumping scheme

is used, namely an up-conversion around an electrical frequency we such that the interaction

Hamiltonian is now

HAi= EocoswetcoswmtSc?l= -_[cos(w_ +wm)t + cos(we (17)

which allows an approximate measurement of X'I if a filtering around we is performed with a

selectivity such that the terms oscillating at we + 203m are made negligible. It has been pointed

out that the continuous approximate QND measurement scheme of one component of the complex

amplitude is obtained as a first order approximation of the corresponding stroboscopic scheme [17].
If we start from the interaction Hamiltonian of a stroboscopic measurement of X, expressed in

terms of the physical observable :_

H_ = Eocoswet _'-_ _(t - nr A
,, -_()X, _ = E°c°swet_-_(-1)n6(t-,_ nTr)k?lwl (18)

we will see that, by Fourier expanding the Dirac-distribution, it is obtained

H__= Eo cosw_ t _ cos(2n + 1)wit& (_ (19)
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that, at the first order, is

A

Hi -- Eo cos t,de t COS _adl_:E q (20)

i.e. the usual approximate scheme for monitoring of X1. Thus knowing a QND stroboscopic

strategy it is simple to write the corresponding QND approximate continuous strategy. This

property will be particularly useful in the following considerations, where the more complicated

but realistic case of two coupled harmonic oscillators will be treated.

It has been pointed out that also in the classical regime, i.e. when the amplifier is not quantum

limited, the QND measurement schemes provide a better sensitivity because one phase of the signal

is shielded by the back-action force of the amplifier. A quantitative model in the classical limit

has been developed in [18]: it turns out that by writing the noise temperature as

T. (21)
(,de r

for a standard 'amplitude and phase' monitoring is r < 1, and for a QND/BAE scheme r may

be greater than unity. This is due to the squeezing of the electrical noise into one mechanical

phase. A generalized uncertainty relation for the two classical conjugate observables due to the

back-action of the amplifier noise is introduced as

KBT.
AX1AX_ "_ (22)

2rn_,nwe

which may be obtained through a replacement on the right hand side in the standard quantum

uncertainty relationship
h

AX1AX2 "_ _ (23)
2_/_aJ m

of h with KsT, Jw2. If a squeezing factor p such that AXI = pAX_ is introduced (p _ 0 means

a noise-free measurement of X1) the minimum burst noise temperature can be written as

Tb - _" -- 4 nw_ (24)

showing that the r figure of merit has a dynamical interpretation in terms of a squeezing factor.

Recently, an interpretation of the back-action evasion strategies in which they are seen as an

alternative to the usual impedance matching for maximizing the signal to noise ratio has been

discussed [19].

The description of the QND measurement suggests how to measure small forces below the

standard quantum limit. By means of a simple integrationof the Heisenberg equation in presence

of an external force F(t), one gets for the QND operator Xa

_ ^ff F(t)
Xi(t) = Xi(to)- I --sin _t' dt'. (25)

J,o rn_d

A sequence of measurement of X1 will then give as a result a sequence of eigenstates linked to the

value of the external force
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fS F(t) _t', (26)_(t,T) = _(t0)- -_ sin dr'.

By means of successive measurements it is possible to study the form of F(t) simply inverting (26)

rnw d

g(r) - sin wtdt_(t°'t)],=_ (27)

The singularities for t - nTr/w correspond to a null information on the force acting on the

harmonic oscillator on some instants of time. This can be compensated by using a second oscillator
(i,e. a second antenna) with complex amplitude _] + iY_ which has eigenvalues

_i F(t) .n', (28)¢(t,T) = _(to)- m---Jsin dt'

here obviously the singularities are in t. = (2n + lfir/2w.

4 QND quasi-stroboscopic scheme for coupled harmonic
oscillators

The current generation of gravitational wave antenna of the Weber type operates by means of

an antenna coupled to a small mechanical resonator. In such a way the energy deposited in the

antenna by a gravitational wave burst is transferred to the transducer. In the case of an ideal

transfer of energy, i.e. with both a perfect tuning of the two uncoupled frequencies and negligible

dissipations during the beating period, the amplitude of the oscillations in the transducer is larger

than that in the antenna by a factor equal to the square root of the ratio of the equivalent masses

of the two resonators. All the detectors operating in coincidence as described in [6] were equipped

with a resonant transducer and the same is also planned for the third generation of gravitational

wave antennas cooled at 50 mK now under development. It is therefore important to generalize

the previous considerations on the QND schemes to this.situation, as already outlined in [20]. As

we have seen, it is possible to schematize the gravitational cryogenic antenna and the resonant

transducer with two coupled harmonic oscillator having masses respectively rn= and m_ (with

rn_ << 1). The two coupled mechanical oscillators are described by the Lagrangian//=mX

t = _._ + _._y - - _r_ (u- _)_ _(4 _) v

where the normalized coordinates _ = v/-_-_x and _ = v/-_y have been introduced, together with
the matrices T and V

0_) (30)

, )V ('_" + ,uwy -v/-fiw_ (31)"2 •
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As we have already cited to obtain the maximum coupling the two oscillators should have the

same frequency w= = w u = 02, i.e. they should be tuned. In this case one finds the solutions

whichwecanwritemoreeasilyintroducinga±=_+i#(l+ 4) obtaining02_:=02_(l+o+ ).

The normal coordinates _+ corresponding to the eigenfrequencies 02± are linked to the physical

coordinates by means of an orthogonal matrix

Let us introduce the complex amplitudes of the normal modes

A

X'_ = -'2+ cos02+t - _ sin 02+t

X_ = _+ sin02+t + _ cos02±t

(34)

which satisfy the relations

[_t, _:] = --_h [_;, _;] =_ih (35)
02+ _0_

as well as

[2t,,,(t),2,+;(t+,-)1=[__,_(_),_,,(t +,-)]=o.
A

We can also rewrite the Hamiltonian H of the system as

(36)

02 2 A __
H=_ [(x_+)2 + (_'+)_] + z[(Xi-)2 + (X_-)2]" (37)

The commutator [#(t). - &_), #(t + r)- k(t + r)] is calculated by writing _ and & in terms of the

complex amplitudes X_,2, X_a of the normal modes which are integral of the motion and by using

the same computation procedure which led us to formula (13). Using (35),(36) we obtain, finally,
the expression

022 ][_)(t)- &(t),_(t + r)- k(t + r)] = M02p p_ [022

This quantity becomes, in the limit # _ 0

(38)

[9(t)- _(t), #(t + _)- _(_+ _)] = it, 02_.+ 02__
2my02 022

sin &r cos wsr (39)
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where_ = _ - _v_+4 _w andwB = _- _' /12 - 2 - 7V/'fi. Eqns. (38) and (39)show that

the commutator of the operator _ - _: with itself at different times is time dependent and it

has a characteristic beating behaviour. We have seen that in a quasi-stroboscopic scheme for

a single harmonic oscillator the commutator is zero each half a period of the motion and the

stroboscopicity is defined whenever measurements with a duration small compared to the period

of the motion are performed. This implies a measurement time, a duty cycle, very small and a

consequent small value of the effective electromechanical quality factor. In the case of a double

harmonic oscillator this drawback is less pronounced because the commutativity is assured every

half of a beating period for a time of the order of a period of oscillation. Thus quasi-stroboscopic

QND schemes already proposed as a generalization of the conventional BAE scheme based upon

a continuous monitoring [17] and already tested on a single oscillator system [21] can be adapted
to this situation. In the case of a single harmonic oscillator the duration of the measurement must

be small compared to the period of the harmonic oscillator T, in the case of two coupled harmonic

oscillators this duration is of the order of some periods of the uncoupled oscillator, although the

interaction must be turned on every quarter of a beating period. The interaction Hamiltonian for

a two coupled harmonic oscillator system is therefore

5-  [0(t - -5- + ) + o(-t + -5- + - (40)

where TB is the beat period and AT is of the order of the period of a single harmonic oscillator.

Practical values are TB --_ 40ms andAT __ 2ms. To calculate the error in a quasi stroboscopic

2rr rr ._measurement of the operator _)- k performed for instance in the interval 2"_B w , _ + we

identify the conjugate observable of _)-k as the quantity (/_v - b.)/2. This last can be expressed in
terms of the components of the amplitudes of the normal modes and the commutator at different

times of the two conjugate observables is obtained as

1 ih a_ - 1

[_(t + r)- k(t + r),_(_(t)-_,(t))] = _-Z(o_(a_ + 2) cosw+r +

When r = 0 the commutator relationship (41) is written as

a+ - 1

o+(o++ 2) cos w_r). (41)

1

[9(t) -- _(t), _(_(t) -- _,(t))] = ih (42)

which is exactly the quantity [_:(t), ½1b,(t)] + [_(t), '*spu(t)].

By expressing w+ and w_ in terms of the frequencies _ and wB and substituting in a± their

expressions in terms of p we get finally

1

[_(t + T)- _(t + r), _(_.(t)- _.(t))] = ih(cos _Or COSWBT
l+p

sin _rsin wBr) (43)

27i" 71" 271"

If the measurement is performed in the interval [2-_'B w, _ + -_-], we can approximate

cos wBr --_ 1 and sin COST --_ _oBr -- 7 and a measurement of infinitesimal duration t' performed

in such interval and with a precision A[9(t) - k(t)] allows to evaluate the error introduced in the

measurement process on the uncertainty product as
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1 h 1 + _ sin _t'(_Bt'- 2)1
_x[_(t+ t') - _(*+ t')]•_x[_(t) - _(t)] _ _lcos _' v/.(i, + 4)

(44)

from which, under the approximation for the trigonometric functions, we obtain

h (45)
_A_u(t) 2A[_}(t) - _(t)]"

The error due to a measurement of duration t' on the operator _ - _ is calculated starting from

A[_(t)- _(t)] because

1 +/1 sin Yzt'(wBt' _r
A[_)(t+t')-k(t+t')],_A[_l(t)-_(t)][cosCot' V/tt(F + 4 ) -_)] (46)

If the notation now is changed defining At = Aid(t) - k(t)] we have

-_[cos _ol t

and in the limit of t' _ 0 we get

1 + # sin _t'lwBt' 7r
k/tt(P + 4) -_1] (47)

d A.__!= 1 + t_ _r.___._.A, (48)

dt k//_(p + 4) 2

from which, by integrating, we obtain the error on a measurement performed around t = _ as

A[9(t + r)- k(t + r)] _ A[9(t) - k(t)] exp[ _(tt + 1) &r]. (49)

2_/t_(tt + 4)

For instance, for a choice t = [2-wB_r 27r] and _" = _-47rwe obtain

& _ + w _ A[Y(2 5_ 2WB & )] exp[_-_-_ +4) ] (50)

A drawback of these measurement scheme appears when # is very small and the frequency of the

measurement is consequently very small too. To overcome this problem a multimode configuration

can be used. In this case the commutator at different times approaches zero more frequently when

compared to a two-mode configuration of the same final mass ratio. A more detailed description

of this point can be found in [22].

5 QND continuous schemes for coupled harmonic oscil-
lators

Also QND continuous schemes can be used for coupled harmonic oscillator. A first example is

given by a monitoring of the complex amplitude of the physical modes _ and _) [23]. Introducing

the complex amplitudes such that
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= + ,]= Img[(gx+ '] (51)

we can rewrite the Hamiltonian in terms of _ and _ and, by writing the Heisenberg equations
for the time evolution of ]_1, we obtain

-- = -wu_: sin w_t. (52)
dt

The complex amplitude is not a constant of the motion. However it is easily proved that it is a

QND observable. A relationship valid for an infinitesimal time r is derived for the time evolution

A

Yx(t + r) = )_(t) - ._ sin _c_tr

and this implies the commutation rule for )_ at different times

(53)

[Y11(t+ r), Y,(t)] = [Y,(t) - w_ksin w_t, Y1] = 0 (54)

because of the commutativity between 171 and k. Thus Y'I (or _, for which similar relationships

hold) is a QND observable, although it is not conserved during the motion. From (52) the
coordinate _: is inferred as

1 d_
= (55)

w u sinwul dt

apart from the singularities already discussed appearing when sin w_t = 0. When a classical force

F(t) acts on the system the Hamiltonian operator is modified and the added term is

A

Hj = -(3c + !)) F(t)

obtaining, in this case, the following expression for the time evolution of _'a

(56)

d_ _ wuksin wut sinwutF(t). (57)
dt rnuw u

However the effect of the external force to be detected, in our case of geometrical nature, on

the transducer is negligible compared to the effect on the antenna, due to the smaller size of the

transducer. Thus Hf "_ -kF(t) and the second term in (57) can be omitted. In this reasonable

approximation, i.e. F(t) acting only on the antenna, _ isalso QNDF, i.e. QND also in presence of

an external force. To obtain a continuous monitoring of Y1 we need a QND interaction Hamiltonian

of the type

Hi = E0cos we t cos w_ t (_- _)_ (58)

that is a coherent superposition of pumpings at frequencies we -4-wu. Analogous considerations

can be made for the monitoring of the real or the imaginary part of the complex amplitude of

one normal mode expressed in terms of the physical modes through (33). The advantage in this

case is that the quantity X'-_+ is a constant of the motion and its monitoring is the standard one
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already discussed for a single harmonic oscillator. This is obtained by means of the interaction

Hamiltonian

H_ = E0cos wet cos w+ t(9 - &)(} (59)

and the analogous formonitoring a component of the complex amplitude Xi- by substitutingw+

with w_. One drawback of monitoring one component of the complex amplitude of the normal

modes isthat the informationon the other mode islost,and itiscrucialto have informationon

both the modes to take fulladvantage of the resonant schemes.

An alternativescheme suggested by the time dependence of the commutator consistsin a

monitoring corresponding to the followingHamiltonian:

H'-'i= E0cos we tcos _tcos wBt(_ - 3C)gl. (60)

This coupling allowsone to inferinformationon both the modes because, upon filteringaround

we in such a way to neglect terms oscillating at we + 2wB, We 4- 25J, we + 2(5J 4- wB), it can be
rewritten as

H"',"= E0--cos we t(/3+A "+ + fl_X,-)(} (61)
4

where/3+ are coefficients related to the coefficients of the matrix (33) and are expressed as

/3+ = [m=(2 + :F (1 + ))]-1/2( T P /x3/2) (62)

which, in the limit of tt _ 0, goes to/3+ = T1/2_/-_tx. In this limit the interaction Hamiltonian

assumes a simple form

E0 t()(+ 2i)(} (63)
Hi = 32V/_-_-_# cos we

which contains information on both the normal modes and in such a way that QND measurements

can be performed on both the modes. In all the three cases here discussed the selectivity require-

ments on the electrical circuit are more stringent than in the case of a single harmonic oscillator,

because now the electrical oscillator must have a quality factor Qe >> w_/wB in order to avoid

detection of sidebands contributions. The interaction Hamiltonian (60) can also be written as

H-'i = E0--cos wet(cos w+ t + cos w_ t)(_) - k)(j. (64)
2

With the analogy to the multipump scheme discussed for a single oscillator we can imagine a

interaction Hamiltonian of which (64) is only the first order approximation

12 +_ +00

H,_ __ -_- cos w,t[_'-'° cos (2n + 1)w+t + _ cos (2m + 1)w_ t](_ - 3.-)(}
n=O m=O

which corresponds, in the limit of a stroboscopic pumping of the kind

HAi= Eo [_(-1)'_5(t- nr) nr)]+ Y] (-1)mS(/- (.,) - _)(}
W Wn=0 m=0

(65)

(66)
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It is interesting to observe that after a time equal to Ts/2 both the trains of Dirac distributions

will coincide, i.e. Ts/2 = nrr/,_+ = mr�w_ where n = m + 2 (the fact that n and m have the

same parity assures the same sign of the corresponding Dirac pulses at those times). So each half

a period the two trains are summed and the quasi-stroboscopic scheme discussed in the previous

section can be considered as the first order approximation of the stroboscopic scheme resulting

from (66). This completes the connection between the multipump continuous schemes and the

quasi-stroboscopic scheme introduced in the previous section.

6 Conclusions

We have shown the scenario under which quantum non-demolition 'measurement schemes should

be demanded for detecting gravitational waves in the generation of resonant gravitational wave

antennae currently under development, particularly ultra-low temperature resonant bar antennae

such as the Rome, Legnaro and Stanford ones which will work at a thermodynamical temperature

of __ 50 mK. Both QND stroboscopic and continuous schemes have been discussed as well as their

link and practical schemes to implement them. However the interest of quantum non-demolition

measurement schemes goes beyond the detectability of the gravitational radiation, involving also

the quantum measurement theory and the predictions of it for repeated measurements on a single

macroscopic oscillator. Feasibility of the generation of macroscopically distinguishable states using

a QND scheme has been recently discussed in quantum optics [24], [25]. It has been pointed out

that the generation of Schroedinger cats using micromechanical oscillators with quantum limited

sensitivity is also feasible [26]. Unlike the optical case, in which the QND measurement is obtained

with a frequency mixing due to non-linear susceptivity, the QND measurement for the mechanical

case is obtained using an electric field which can be large as one wants. Dissipations in a mechanical

oscillator also are quite low compared to electrical or optical oscillators. Moreover, analogies to

the production and the detection of squeezed states in optics [27] have been shown. We want to

point out a fundamental difference between the two topics: in the case of the optical squeezed

states we deal with a quantized field in which its quantum nature is responsible for the limitation

to the sensitivity, in the case of quantum non-demolition measurements on a harmonic oscillator

the eventual force field which has to be monitored is considered classical and the fundamental

limitations comes from the process of the measurement and the interaction of the meter with the

external environment. What is squeezed in a QND measure is the back-action noise generated by

the amplifier and the squeezing is made in a phase orthogonal to the one which is detected [21].

Despite this conceptual difference the formalisms to deal with QND strategies are similar to the

one used to deal with squeezed states. This analogy is so narrow that also multipump [28], [29]

and quasi-stroboscopic [30], [31] schemes have been independently and successfully implemented

for squeezing the light. Further thoughts on the analogies and the differences between quantum

non-demolition measurements on a harmonic oscillator and the squeezing of the quantum noise

can give rise to a better understanding on the same interpretation of Quantum Electrodynamics

and the operative origin of the vacuum fluctuations of the field in terms of a measurement process

[32], an aspect of this fascinating and successful theory which has been very little investigated
until now.
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Abstract

The states of the three-dimensional quantum harmonic oscillator classify optical

aberrations of axis-symmetric systems due to the isomorphism between the two mat-

hematical structures. Cartesian quanta and angular momentum classifications have

their corresponding aberration classifications. The operation of concatenation of op-

tical elements introduces a new operation between harmonic oscillator states.

1 Introduction: Optical Phase Space

Geometric optics uses the following 'screen' coordinates for light rays [1]:

q -" (qz, qv): Coordinates of position on the 2-dimensional screen. The intersection of the ray

with the screen ranges over _2.

P -- (px,p_): Coordinates of momentum (with respect to the same screen). The projecton of

the ray 3-vector along the ray [of length n, the refractive index of the medium at

the point] on the plane of the screen is the momentm 2-vector; the component

normal to the screen is the evolution H_ailtonian (below). See Figure 1.

Geometric optics has Hamiltonian evolution equations between the canonically conju-

gate variables p and q. The optical Hamiltonian is

h= -p, = -x/,_(q,_)2- [pl2. (1)
Plain geometry [2] provides the first Hamilton equation

dq _ Oh _ p = {Pz, O} q, (2)
dz Op p_

while Shell's law yields the dynamics of the second Hamilton equation

dp _ Oh n On =
dz Oq = pzOq {p,,o} p. (3)

We use the Poisson bracket [3]

Of Og Of Og)(I,g) = _ _ op,_ ' (41
i----z,y
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\
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X

z

F I G. 1. The coordinates (p, q) of optical phase space in geometric optics. The

z-axis is traditionally the optical axis.

for functions f, g of p:and q, and the corresponding Lie-Poisson operators {f, o} as generators

of Lie algebras [4]. This space is subject to Hamiltonian evolution equations and constitutes

optical phase space, subject to the same local symplectic structure as the well known mechanical

phase space. Optical phase space differs from the mechanical one globally, however, in that its

momentum ranges over a compact domain: (two) disks (forward and backward rays) of radius

n(q), the refractive index.

2 Examples

Free flight in homogeneous medium (n constant) yields the solutions

P , p(z) = exp z{p,, o} p = p. (5)
q(z) -- exp z(pz, o} q = q + z _/rt 2 _ IP[ 2

This is shown in Figure 2.

One example we may use to distinguish mechanical from optical phase space trans-

formations pertains the mechanical oscillator versus ----or ds-d-ds [5]-- light in a fiber whose

refractive index is a function of the radius Iql to the optical axis: n(q) - V/no2 - _,lql 2. We call
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q0 _q
#

p_
r

F I G. 2. The deformation of phase space due to free/light between two screens.

Since the optical transformation is canonical, the area elements are preserved, and

so is the allowed strip of phase space, IPl _- rl. [Figure by G. KROTZSCFI, IIMAS-

UNAM.]

this the e]]iptic index-profile fiber. The evolution Hamiltonian is h -- -_/n2o - ({pl 2 + _lqi2).

For every z phase space is the patch (Ipl 2 + ulq{ 2) < rioi. Figure 3 shows the resulting evolution

of phase space, compared with that of the mechanical harmonic oscillator.

In a homogeneous optical medium, phase space is a strip IPl -_ _. The Fourier

transform is a fundamental ingredient for much of coherent-state (paraxial) optics; yet, the

Fourier transformation (p _-+ -q, q _-+ p) is not an invariance transformation of this space.

Nevertheless, one may define a truly optical Fourier transform, that in one dimension has the

form

(1- p2)=/2 _,,_ [1÷ (1- p2)_¢21=/2
,,1.= x/1+(1- p2),¢2¢' - jr_ p2 P' (0)

that respects the strip of phase space, paraxially rotates by ½_r (as the usual Fourier transform),

and is nonlinear sympleetic. In Figure 4 we show the optical Fourier transform for a quadrant

in the phase space strip.

3 Linear Transformations of Phase Space

Although mechanics and optics phase spaces differ in their global properties, their paraxial

correspondence motivates that we Taylor-expand all expressions into series where we may trun-

cate the series to some aberration order in the powers of the phase space variables. We will

thus work with polynomials and so we may ignore the range restriction. In fact, we thus substi-

tute the structure of Euclfdean-based 4r optics by the metazial Heisenberg-Weyl Lie-algebraic

structure suitable for aberration expansions in powers of the phase space coordinates.
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FIG. 3. Left: evolution of mechanical phase space under harmonic oscillator

time evolution, for one space and one momentum dimension. Phase space rotat_

rigidly. Right: evolution of optical phase space under z-translation. The phase

space disk rotates dilferentially and resembles the harmonic oscillator only for small

p and q, i.e., in the para_a/optical regime. The circular (in general, elliptic) region

is optical phase space: coordinates are meaningless beyond the edge. [Figure by G.

KR()TZSCH, IIMAS-UNAM.]

In effect,we may classifythe symplectomorphisms of phase space by the Lie-Poisson

generators of the finitetransformations.

Translations of phase space are generated by linear functions of (p, q) through expo-

nentiated Lie-Poisson operators:

P ) exp(b'{q,°}) IP)- IP-t-bexp(a.{p,o_) (P) = lq-a ' q q )'

as shown in Figure 5.

Linear canonical transformations of phase space are generated by the quadratic func-

tions PiPj, P_qy, qiqj, i = z, y. These functions close into an sp(4, _) algebra under Poisson

brackets. Further, optical systems that have a common axis of rotational (and inversion) sym-

metry are generated by linear combinations of p2 = [p12, p.q, and q2 = iq[2, that close into an

sp(2, _) = so(2,1) = sl(2, _) Lie algebra. The corresponding group transformations of phase

space are well known and shown in Figure 6. The quadratic polynomial p2 + q2 generates rigid

rotations, as is well known.
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I p_t P

l -1

FIG. 4. L¢#: a quadrant in the phase space strip p < 1. The usual (mecha-

nical) Fourier transform rotates this patch by ½,r in the counterclockwise direction.

Right: the optical Fourier transform maps points in the strip on points in the same;
l_rparaxially it rotates the plane by _ , and is globally symplectic: it conserves area

elements. [Figure by G. KROTZSCH, HMAS-UNAM.]

4 General Nonlinear Transformations

Nonlinear symplectic transformations of phase space are generated by polynomials in the com-

ponents of (p, q) of degree higher than second. Again, the transformations of axis-symmetric

optical systems lea& us to concentrate on polynomials of three variables

_+ = p2/V_ ' _0 =p.q, __ =qa/v/'2. (8a)

These variables may be placed into a vector (of cartesian components

_1 - ½(p2 _ q2), _2 - _(p2 + q2), _3 = p.q. (8b)

They close into an sp(2, _) algebra, as we noted before. The Casimir of this algebra is minus

the squared radius of a sphere,

(pxq)2 = p2q2 _ (p. q)2 = __12_ _22 _ _ = _j_]2, (9)

and is the well-known Petzval invariant of geometric optics.

In representing the action of optical elements by means of Lie-Poisson transformations

generated by polynomials, we are aided by the following theorem:
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FIG. 5. Translations of phase space are generated by linear functions of the

phase space observables. Left: exp{p, o} translates in q. Right: exp{p, o} translates

in p. The latter does not leave the optical phase space invariant, but serves as a

first-order approximation to translation and rotation of the screen. [Figure by G.

KROTZSCH, IIMAS-UNAM.]
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F I G. 6. Linear transformations of phase space are generated by quadratic poly-

nomials in the phase space variables. In one position and one momentum coordinate,

the transformations shown above correspond to exp{p 2, o}, exp{pq, o}, exp{q 2, o},

and respectively. [Figure by G. KRSTZSCH, IIMAS-UNAM.]

Theorem (Dragt & Finn) [6]: Canonical transformations A4 leaving the origin invariant,

(i.e., ezcluding translations) can be approximated by a truncated product series of Lie trans-
formations

= ... exp{fs,o ) exp{f4,o ) exp{fs,o ) exp{f2,o}, (10)

where f_(p, q) are homogeneous polynomials of degree k in the components of p and q.
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Correspondingly, for axis-symmetric systems, the approximation is written as

_l = ... exp{a4,o} exp{as,o} exp{a2, o} exp{al,o}, (ii)

with ak(_" ) polynomials of degree k in the components of _ as defined in Eqs. (8); k is called

the rank of the phase space generating monomiais.

The rightmost factor in (10) and (11) is the subgroup of linear transformations, and

factors to the left of it axe nonlinear, called generically aberration._ in optics. Since the degrees

of polynomials in Poisson brackets satisfy {fi, h} = fi+k-2, the ranks of the sp(2, R)-based
polynomials satisfy

{ay,ak} --ay+k-1. (12)

itfollowsthat foreach rank k, the polynomial set ak isa (reducible)idealunder linear(paraxial)

transformations. This is the aberration ideal of order A = 2k - 1. Axis-symmetric optical

systems are described by a paraxial approximation modified by aberrations of orders 3, 5, 7,

...,generated by a2, as, a4, ...,respectively.

There axe legitimate questions about the convergence of the product seriesand global

properties of the group of nonlinear symplectic transformations. In any case,by taking functions

of phase space modulo polynomials of degree higher than the aberration order,we may construct

a well-definedfinite-parametergroup of transformations of phase space truncated to that order.

Its best parametrization and, especially,the product law must be discovered ---once and for

all. Thus we construct the A-th order aberration groups. The theory developed in optical

aberrations serves as well in higher approximation theory.

5 The Monomial Classification of Aberrations

It should be quite evident by now that we may classify aberrations of axis-symmetric systems

through proposing complete bases of polynomial functions ak(_) of degree 2k in phase space.

(This may also be used to classify non-axis-symmetric aberrations as broken symmetry [7]. We

have a sp(2, R) Lie algebraic graded covering structure with Poisson (Berezin) brackets between

polynomial functions of three variables.

The monomial basis is

Mk+,_,k - = const x _+ _ _-, ki = 0,1,.... (13)

These monomials have rank k = k+ + k0 + k_, and are classifiedas the harmonic oscillator

Cartesian basis states. We may examine the action generated by exponentials of these mono-

miais up to the firstTaylor term,

exp{Mk+,ko,k_,o} (P) -" (P + koMk+,k°-l'k-P+ 2k-Mk+,k°,k--lq +'") (14)
- 2k+Mk+_l,ko,k_p -- koMk+,ko_l,k_ q + •

In this Dragt [8] recognized the traditional third-order Seidel aberrations, generated by and
called

(p2)2 SPHERICAL ABERRATION,

p2 p. q CIRCULAR COMA,

201



A C S

D F

/

P

FIG. 7. The third order aberration sextuplet classified in _+, C0, and __ coor-

dinates, and the traditional names. S: spherical aberration, C: coma, A: astigmatism,

F: curvature of field, D: distorsion, and P: pocus.

(p. q) 2 ASTIGMATISM,

p2 q2 CURVATURE OF FIELD,

p. q q2 DISTORSION,

Cq2) 2 POCUS.

Actually, pocus was excluded from Dragt's list because it does not produce any change

in the screen images; rather it only changes the directions of ray arrival; it has a p-unfocusing

action that we have playfully called pocus [9]. Yet it is an aberration of phase space on par

with the other five, and the Fourier transform of spherical aberration. In Figure 7 we show the

familiar harmonic oscillator states with two quanta and its corresponding aberrations of rank

two in the monomial basis.

0 The Symplectic Classification of Aberrations

The harmonic oscillator eigenfunction structure naturally suggests another basis, following the

number of quanta, total angular momentum, and one projection.

The symplectic harmonic basis is [1], [9], [10], [11]

kziCf) = const× [(f)2](k-m2Yi,-C_'), (15)

where (_')2 is the Petzval and Yy,,n(_') the ,ond spherical harmonic of angular momentum ]

and projection m. The total degree of kX_(_') in _i is k --the rank. The index y we may call

the s_rnplectic 8pin, and m the Seidel index [12]. The third-order aberration sextuplet thus

reduces, under linear transformations, into a spin-2 quintuplet and a spin-O singlet (that is in

ei_ect the Petzval itself). Only the m -- 0 member of the quintuplet and the singlet 'mix' the
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RANK: k = 2 k = 3 k = 4

SPIN: j = 2, 0 j = 3, 1 j = 4, 2, 0

m=4 @

3 ® O>

2 (D O> _ X

1 o> _ X c21> c,

0 _ I c> _ _ X I
-1 _ _ ] CZI> t>

-2 • _ cD I

--4

ORDER: THIRD FIFTH SEVENTH

FIG. 8. The aberration multiplets to seventh order classifiedinto symplectic

harmonics by rank, spin and Seidel index m. The symbols are ®: sphericababe-

rration, o>: circularcoma, c;>, _,:ellipticcomas, CD, >_: curvatisms, I,_:

astigmatures, .--_:distorsion, and *:pocus [12].

curvature of fieldand astigmatism monomials into aberrations that we could callcurvatism (in

the quintuplet) and astigmature (the singlet,invariant under paraxial transformations). The

scheme appears in Figure 8; this isbut the harmonic oscillatorl-rn spectrum from the k = 2

level(8-d shell)up, seen sidewise.

The constant infront ofthe definitionof/_Xj in Eq. (15)has been chosen to avoid square

roots,because they are thne-coasuming for symbolic manipulation. Thus we have defined them

starting from the normalization of the highest weight kX_ = (p2)k,and their lowering through

(½q2,o__z_= (m+_)_z___.Theyare

kxj(_ ) = (_2)(k-j)12 4_'(2j+ 1)(j + m)!(j-

=(_2)(k_j)12(j+m)](j-m)]_-. 1 _+_ _'O_J-m-2" _,

2",/2(2j- 1)!!";'2,,(m+ .)!(j-m-2n)!n!"

(i6)

We give the symplectic harmonics only for rn _>0,,because

kXJm(_+,_0,__)= kX_(__,_0,_+). (17)

The firsttwo ranks (k = 0, i) correspond to the scalar and the sp(2,_) generator

functions:

°z°= 1; _z_t= v_±, _x0_= _0. (is_)
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The k - 2 basis functions are the generators of third-order aberrations:

2x2= ,&+eo,
2x2___(_+__+_o+), 2xo=2+++_-_o2.

For k = 3 we have the generators of fifth-order aberrations:

sx2S= 2f2_o,
'xt 2 2 2+++2),= _v/_(,_+,+_+
_x,:p=_(3+++_o_-+_o+),

For k = 4 we have those of seventh-order aberrations:

4x_= 2_d _o,
%,=, _ 3_2_2),'i'(+'+'f- +

'zt = +v_(3+2+0+-+2+++oS),
%' = _(3_2_2 +_2_+_02__+2_0'),

,x2= 2xo2x22,
,x2= 2xo2x2,
,X2o= 2xo2x2 ,xOo--C+x+)2.

(18b)

(18c)

0Sd)

7 Spot Diagrams of Harmonic Oscillator States

The spot _a_am of a transformation At: (p, q) _-_ (p'(p, q), qt (p, q)) is a projection of m4

phase space on the screen plane, that pictures ql(p, q), the image of a pencil of rays (range

of p) diverging from a fixed object point q. If we let p mark a polar coordinate grid around

the optical axis, we obtain the spots of Figures 9.1-9.5 [12]. These are the new "faces" of the

harmonic oscillator states that we present in aberration optics.

8 Characterization of Optical Elements

Optical elements may be characterized by

._{A4,&, &, M} = exp{&,o} expfAs,o}exp{&,o} expfA1,o},

withthec°emcientstheirlinearacti°nM=( ae bd)

of its aberration polynomials

1 or 0 -i

A_= E E A+,.,',,,,+X/+,(()•
.i=k,k-2,... rn=]d-l,...

(19a)

, det M = 1, and the coei_cients Ak,/,m

(19b)
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f

333

F I G. 9.1. Spherical aberratio_ ® generated by kX_ (at left we indicate the

kjrn classification of the spot diagram).

Some of the most common optical elements thus represented are the following:

Freepr0Pagation." TheparaxialpartisF(z)=( 1 10)-z/n . The (spherical aberration)
coefHcients are:

= f3,3,3 --z/(16n5), x == /_,4,4 -sz/(12snT) •

Elliptic-profile fiber free propagation in medium n = V/v 2 - _2q2 is treated in [13]. The
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332

FIG. 9.2. Circular comas O> generated by kX__ 1.

1 sin"_z cos _ "paraxial part is Fn(q)(z ) = t .z , The aberration polynomials are:/V

F2 = -z(lpl 2 + _21ql_)_/s_s,

Fs = -z(lPl 2 + _,2lql2)S/Z6vs,

F4 -- -Sz(IPl 2 + _21q12)4/12SvT.

The root transformation [14] indicated by R.;S (that is the root of refraction ---see below)

in medium n associated to the surface S(q 2) = f2q 2 -t- f4q 4 ÷ feq e +.... The paraxial part is

(1 -2n_'2) Theaberrationcoet_lcients R,,j,m, arranged asrowmulti-vectorswithR'_,S : 1 "

components numbered by descending values of ] and m, are

2r = {{o,o,-_2/C2n),o,n_4}, {-_21(3n)}},
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i 31 -1 !

{200 42-2 T 400

FIG. 9.3. The curvatksm-astigmature m-degenerate pairs c_--I, generated

by kX__ 2 and k_,.l¢,-_"k-2"

3r = {{0,0,-C21(S,,s),-_l(U,,2),-_41(2,,),2_2_,,,,_e},{-_2/(10,,3),-_/(5,,_),-2/5C4/n}},

4r = ({O,O,-_2/(16,,s),-_/C4.4),-_4/C8.S) - 5/6_/.s,-2_2_4/_,2,-¢6/C2n) +
16/3_2_4/n,6¢2¢O, 8/3n¢2¢24 + n£8}, {-3/56_'2/r_ s, -¢_/ (7n4), --_4/ (Tn 8) -

2/7_/nS,--8/7_4/n2,--3/7_6/n -- 16/21_'_4/n}, {--_'4/(15n$)}}.

The refracting surface S between medium n and medium rn ks given by the t'actorization

theorem [14], [15]

S.,.,;s = _,,,s I_-1 (20)
IPl,i, IS"

The lineal' part ks S = [ 1 2m_ - 2n_2 _ and the aberrations are:
\ O 1 /
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FIG. 9.4. The m-degenerate pairs _---_.

2. = {{0,0,_-2/(2,-)-_21C2,_),2,',_1,',',-2_,-,,,_4÷ 2m_ + ,_, - 4n_s+ 2nS_'SS/m}, {_'2/(3m)-

_2/(3,_)}},
% = {{o,o,_2/(Sms)_ _21C8,_3),._1ms_ S-_/(2m2)- _-_/(2,_2),S,_2s-_/ms- S,_-_/,.,,2÷ _',/(2m)+

2_]/m- _/(2,_)- 2_1.,-2m_2_,1"+ 4m_'l.- 2_2_,+ 4nS_'21""s-0'_2_'1'_2+ 4n_2_1,_÷
4n_'21_- o_].-.n_+6.,,_b,- 2m_+ ,_ - _2,,_,+4,_ +2.,'_lm'- 4,_1.n2+
o,_2_I_.j,.},{_21(_c_S)- _21(_0._),21_,.,_1,-,-,_- _1(_,,.,2) - _1(_,_2),21_,_2_1,.,.,_-
21_,,_1,_2÷ _l_lm- 21_1,',',- _1_1', + 2/_-_In}},

4. = {{o,o,_l(_om_)__21C_o,.,u),sl4,,_lm___lC4m,)__l(4,_s,.,) -_1C4,.'),_14.2_1m_-
S 4 $ $ 3 $ $ $ 34 ,5 24 4 3

4 S 3 4 3 4 _ 4 z z z8/_n_/,_-2_2_/,n -4_i/m +_2_,/(m,_)+4_i/(,_-)-2_2_/'_-8/S_/,_ ,-:6/S,_/,_ +
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310
42-I 421

FIG. 9.5. Elliptical comas and their m-degenerate partners C_---_.

5 2 45 5 35 4 22 $ 25 3 2 2
32/3m_s_/. + 15. _._/,. -?0. s'_/_ ÷ 15. _'_'4/_ +6. s'_/_ - e2/3._-_.4/_ -
20/3._-_/m_,+ _'e/{2m)+ 19_'_s'_/m+ ll_/m - _'0/{2-)- s_'_s',/-- 16_'_/-,-6m_'2_'8/-÷

$ 6 $6 5 46 4 33 $ 36 $_16/3-_,/n-52/3m_/.+4_2_6+12n _i/_ -2o- _/,. +28. _,/m -4/3_ _/_ -
_7_/_,/_ + _/_/_ + 2._/_ + 7_._,/_ - _._/_ +_._,_/_- _0_ ÷
_2_/_ -_,_,8_,_ -_, +2_ + 8_/_, - 12_/_ - 2_,_ ÷ ._, -4._ -

4 7 6T 5 57 4 44 $ 47 $ 34 2
40n_'_',+20013n_'_ +4n ¢_Im -8n _Im +18. _,/m -2013. _Irn -15213. _'_'4/m +

37 _ 2 _ 22 _4 27 2 21_2/3. _/,_ +40/:3,,_'_/_+2. _'_'U_+_/3- _-_r,/,_,-lS8/3. _._/,_+s/3m_2_'U--
24 _7 5 5 2 5 2 4 2 3

2 4 23 5 3 4 $ $ $ $ 3 3 34 5_-_/{7.),9/7. _._/m-_/7._._/_ +_._/{7m)-_._/{7,_ )-_-U(7. )-_/7_._/. ,12/7. _-_/m-
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1217,_2_1,.4+ 1217,,_2_U,,:-slT.,eil_s- slT_U.: + 1217_1,.2+ 417_4I(._,,)-
12/Ts'li/(mn)- 817_U,: + 817_ill.2,18121m_tl'_l- 32/21m_'Is/,_i + 617_:_1,_5-
817,:_Im_+ 2017_e41ms- 2017,_2_I_s-_121,',_Ie_I,_2+ 104121._Im_+ 317_Um-
1217_1,. - lSlT_l,. - 317_1,_+ sl7_41,_+ 1_il7:1.),(_U(15,.s)- _U(lS,:))}.

sz-_ [16l.TheThe curved mirror transformation by S can be found from Ai,,S = R.,S -,,S

refracting surface between two elliptic-profile fibers has been calculated in Ref. [13].

9 Multiplication Law in the Aberration Group

For aberration orders 1, 3, 5, and 7 (ranks k = 1, 2, 3, and 4), the dimensionality of the

basis is, respectively: the 3 generators of sp(2, R), the 6 third-order aberrations (separated

into a quintuplet and a singlet), the 10 fifth-order aberrations (a septuplet and a triplet),

and the 15 seventh-order aberrations (divided into a nonuplet, quintuplet and singlet). The

number of parameters of the corresponding aberration group elements in Eqs. (ii) and (19)

thus accumulates to:

3 SP(2,R) (ABERRATION ORDER 1)
9 LINEAR + ABERRATION ORDER 3

19 UP TO ABERRATION ORDER 5

34 UP TO ABERRATION ORDER 7

Ifwe indicatethe seventh-order pure aberrationgroup elements by the coefficientsof

the polynomials in

_{Ai,A$,AI, I} = exp{A4,o} exp{As,o} exp(Ai,o}, (21)

the central problem isto findthe multiplication table involvingthe 31 up-to-seventh order

aberration coefBcients in the product

_(Ct, Cs, Ci,1) = g(Ai,As,AI, Iig{Bi,B_,BI, I}, i.e. C = a # B. (22)

To find explicitlythe faro operation # between the individualcoeHlcient_,we may tie

Baker-Campbell-Hatmdorfl _relations.Order 3 isabellan;order 5 isthe practicallimitfor

hand calculations,and order 7 isdefinitelynontrivialand needs symbolic computation [12],

[16].The pure aberration group composition law was calculatedonce and for all,to find the

composition of aberrations.It is"

Aberration order $:

C2,j, m = A2,.i,m + Bi,j,m, j = 2, O,

Aberration order _:

C_,s,$ = 2Ai,i,IBI,i,1 - 2Ai,i,iBI,i,I + A$,s,$ + Bs,s,s,

Cs,s,l = 4Al,i,oBt,l,l -iAl,i,lBl,i,o + As,s,l + Bs,s,l,

m =y,y- 1,...,-y.
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C3,s,1 = 6A2,2,-lB2,2,2 + 2A2,2,0B2,2,x - 2A2,2,lB2,2,0 - 6A2,2,2B2,2,-I + As,s,I + Bs,$,l,

C3,3,0 = 8A2,2,-nB2,2,2 + 4As,2,-xB2,2,1 - 4A2,2,1B2,2,-! - 8A2,2,2B2,2,-2 + As,s,0 + Bs,s,o,

C3,3,_ 1 = 6A2,2,_2B2,2,1 + 2A2,2,-1B2,2,0 - 2A2,2,0B2,2,_ I - 6A2,2,1B2,2,_ 2 + A3,3,-I + B$,3,-I,

Cs,s,-2 = 4A2,2,-2B2,2,0 - 4A2,2,0B2,2,-2 + As,s,-2 + Bs,s,-2,

C3,3,_ s = 2A2,2,_2B2,2,_I - 2A2,2,_1B2,2 _2 -I- As,S -s -I- B3,3 -s;

Cs,I,I - 4/SA2,2,-1B2,2,2 - 2/SA2,2,0B2,2,1 + 2/SA2,2,lB2,2,0 - 4/SA2,2,2B2,2,-I + A3,I,1 + B3,1,1,

C3,1,0 - 16/SA2,2,-2B2,2,2 - 2/SA2,2,-1B2,2,1 -t- 2/SA2,2,1B2,2,-1 - 16/SA2,2,2B2,2,-2 + A3,1,0 -_

B$,I,o,

C3,1_ 1 = 4/5A2,2 _2B2,2,1 - 2/SA2,2,_lB2,2,0 -t- 2/SA2,2,0B2,2,_ 1 - 4/SA2,2,1B2,2,_ 2 _- A3,1,_ 1 _-

B3,1,-1.

Aberration order 7:

C4,l,4 = 8A22,2,1B2,2,2 + 32/3A2,2,2B2,2,0 - 16/3A2,2,0B2,2,2 - 32/3A2,2,0A2,2,2B2,2,2 -

8A2,2,1A2,2,2B2,2,1 -t-4A2,2,1B2,2,1B2,2,2 + 6A2,2,1B$,$,$ - 4A2,2,2B22,2,1 + 16/3A2,2,2B2,2,01_2,2,2 -

4A2,2,2B$,3, 2 -}- A4,4, 4 • B4,4,4,

C_,4,$ = 32A22,2,2B2,2,-1 - 16A2,2,-IB22,2,2 - 32A2,_,-lA2,2,2B2,2,2 + 64/3A2,2,oA2,2,1B2,2,2 -

80/3A2,2,oA2,2,2B2,2,x - 8/3A2,2,oB2,2,1B2,2,2 + 12A2,2,oBs,s,s + 16/3A2,2,1A2,_,2B_,_,O +

40/3A3,2,1B2,_,oB2,2,2 + 2A2,2,x BS,S,2 + 16A2,2,2B2,2,-I B2,2,2 - 32/3A2,2,2B2,2,oB2,_,l -

8A_,2,2Bs,s,I + A4,4,S + B4,4,s,

64A22 -2A22,2B2,22 + 16A22,-1A22 IB22,2 - 56A22 -xA2,22B221 - 20A22 -xB2 21B222

18A2,2,-IBs,s,S - 4/3A2,2,0B_,2,1 - 8/3A2,2,0A2,2,XB2,2,l - 64/3A2,2,0Az,2,ZB2,2,0 +

32/3A2,2,0.B2,2,0B2,2,2 + 8A2,2,0B$,$,2 + 40A2,2,1A2,2,2B2,2,-1 + 28A2,2,1B2,2,-1B2,2,2 +

4/3A2,2,1B2,2,0B2,2,1 - 2A2,2,1BS,3,1 - 32/3A2,2,2B2,2,0 + 32A2,2,2B2,2,-2B2,2,2 -

8A2,2,2B2,2,_IB2,2,1 - 12A2,2,2B$,$, 0 + A4,4,2 _- B4,4,2,

C_,i,x - 16/3A_,_,oB2,_,x + 16A],_,x B_,_,-I - 96A_,_,-2A2,_,_B2,2,1 - 48A2,_,-2B2,2,1B2,2,_ +

24A2,2,_2Bs,s, s - 8A2,2,_1B2_,_,x + 160/3A_,_,-IA2,2,oB2,2,2 - 16A2,2,_lA2,2,xB2,2,1 -

176/3A2,2,-xA_,_,2B_,2,O - 8/3A_,_,-1B_,_,oB_,2,_ + 14A_,_,-xBs,s,2 - 16/3A2,2,oA2,2,1B2,2,o +

16/3A2,_,oA_,_,2B_,_,-x + 88/3A2,2,OB2,_,-IB_,_,_ + 8/3A2,2,oB_,2,OB2,_,X + 4A2,_,oBs,s,z -

8/3A2,_,IB_,_, o + 96A_,_,IA_,_,_B2,_,_2 + 48A2,2,lB_,2,-2B2,_,_ + 8A_,_,l B2,_,-l B_,2,1 -

6A2,2jBs,s,o - 80/3A2,_,_B2,2,-IB2,2,O - 16A_,2,2Bs,s,-I + Ai,i,1 + Bt,t,l,

Ci,t,o = 40A],2,_IB_,_,_ + 40A],2,xB2,2,-2 - 20A2,2,-2B_,_, 1 + 160/3A2,_,-2A2,2,oB2,2,2 -

40A2,2_2A2,2,1B2,2, I - 320/3A2,2,_2A2,2,2B2,2, 0 - 80/3A2,2,_2B2,2,0B_,2, 2 + 20A2,2,-293,_,2 +

40 / 3 A 2,2,-1A 2,2,0 B2,2,x - 80 / 3 A _,2,- l A 2,2j B2,2,0 - 40 A 2,2,- I A 2,_,2 B2,2,- x -t-

20A2,2,-I B2,2,-1B2,2,2 - 20/3A2,2,-I B2,2,0B2,2,1 + IOA2,2,-I Bs,s,x + 40/3A2,2,0A2,2,1B2,2,-I ÷

160/3A2,2,0A2,2,2B2,2,-_ + 160/3A2,2,0B2,_,-2B2,2,2 + 40/3A2,2,0B2,2,-xB2,_,x +

20A2,2,1B2,2,-2B2,2,1 - 20/3A_,2,xB2,2,-xB2,2,0 - 10A2,2,xBs,s,-I - 20A2,2,_B22,2,_I -

80/3A2,2,2.B2,2,-2B2,2,o - 20A2,2,2B3,3,-2 + A4,4,o + B4,1,o,

Ct,i_ 1 = 16A],_ _xB2,2,1 + 16/3A_,2,oB2,2,-1 +96A_,2,-2A2,2,-1B2,2,2 + 16/3A2,2,-2A2,2,oB2,2,1 -
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176/3A2,2,-2A2,2,1B2,2,0 - 96A2,2,-2A2,2,2B2,2,-I - 80/3A2,2,-2B2,2,0B2,2,1 + 16A2,2,-2Bs,s,l -

8/3A2,2 _I B_,2,0 - IO/3A2,2 _I A2,2,0B2,2, 0 - 16A2,2 _I A2,2,1B2,2,_I + 48A2,2,-I B2,2,-2B2,2,2 +

8A2,2,_zB2,2 _IB2,2,z + 6A2,2_IB$,$, 0 -I- IO0/3A2,2,0A2,2,1B2,2,_2 + 88/3A2,2,0B2,2_2B2,2,1 -I-

8 / 3A2,2,0B2,2,_ I B2,2,0 - 4A2,2,0B$,3,_ I - 8A 2,2,1B2 2,_ I - 8 / 3A2,2,1B2,2,_ 2 B2,2,0 -

14A2,2,1B$,$_ 2 - 48A2,2,2B3,2,_2B2,2,_I - 24A2,2,2B$,3_$ + A4,4,-I + B4,4,-I,

c,,,,-2 = 04 ],2,_2B2,2,2+ s/34,2,_ B2,2,0+04/sA],2,0B2,2,-,- 32/3A2,2,-2B2',2,0+
40A2,2,-2A2,2,-IB2,2,1 - 64/3A2,2,-2A2,2,0B2,2,0 - 56A2,2,-2A2,2,1B2,2,-I -

04A2,2,-2A2,2,2B2,2,-2 + 32A2,2,-2B2,2,-2B2,2,2 - 8A2,2,_2B2,2 _I B2,2,1 + 12A2,2,-2B$,3,0 -

8/3A_,2,_IA2,2,0B2,2,_I + 16A2,2,_IA2,2,1B2,2,_2 -I- 28A2,2,-IB2,2,-2B2,2,1 +

4/3A2,2,_IB2,2,-IB2,2,0 + 2A2,2,-IB$,$,-I - 4/3A2,2,0B22,2,_I + 32/3A2,2,0B2,2,-2B2,2,0 -

8A2,2,0B$,$,_ 2 - 20A2,2,1B2,2,_2B2,2 _1 - 18A2,2,1B$,3,_$ - 32A2,2,2B2,2,_2 4- A4,4,_2 + B4,4,_ 2,

C4,4,-3 = 32A_,2,_2B2,2,! + 16/3A2,2,-2A2,2,-IB2,2,0 --80/3A2,2,-2A2,2,0B2,2,-I -

32A2,2,-2A2,2,1B2,2,-2 + 16A2,2,-2B2,2,-2B2,2,1 - 32/3A2,2,_2B2,2,_IB2,2, 0 +

8A2,2,-2B$,$,-I + 64/3A2,2,-IA2,2,0B2,2,-3 + 40/3A2,2,-1B2,2,-2B2,2,0 - 2A2,2,_lB$,3,_ 2 -

8/3A2,2,0B2,2,-2B2,2,-I - 12A2,2,oB$,3,-3 - 16A2,2,1B_,2,_ 2 + A4,4,-3 + B4,4,-3,

6'4,4,_ 4 = 32/3A_,3,_2B3,2,0 + 8A2,2,_IB2,2,-2 - 4A2,2,_2B_,2,_ ! - 8A2,2,_2A2,2,_IB2,2,_ 1 -

32/3A2,2,-2A2,2,0B2,2,-3 + IO/3A2,2,-2B2,2,-2B2,2,O + 4A2,2,-2B$,$,-2 +

4A2,2,_IB2,2,_2B2,2,_ 1 - 6A2,2,_lB$,$,_$ - 16/3A2,2,0B_,2_ 2 + A4,4,-4 + B4,4,-4;

C4,,,2 = -64/21A],2,0B2,2,2- 8/21A],2,1B2,2,0 + 256/21A],2,2B2,,,-,- 128/21A,,2,-2B_,,,2-

256/21A2,2,-2A2,_,2B2,2,2 + 176/21A2,2,-IA2,2,1B2,_,2 - 16/3A_,_,-IA_,_,_B_,2,1 +

32/21A2,2,-IB_,_jB2,2,_ + 24/7A2,2,-IB$,$,$ + 4/21A_,2,0B_2,2,1 + 8/21A2,2,0A2,2,1B2,_,I +

64/21A2,2,0A2,_,2B_,_,O - 32/21A_,_,oB2,_,oB2,_,2 - 8/7A2,_,oBs,s,2 - 64/21A2,2,1A2,_,2B2,2,-I +

8/3A2,2jB2,2,-IB_,2,_ - 4/21A2,2,1B2,2,oB_,2,1 + 2A2,2,1Bs,I,I + 24/35A_,2,1Bs,s,I +

32/21A2,2,2B_,2, 0 + 128/21A2,2,2B2,2,-2B_,_,_ - 88/21A2,2,2B2,2,-I B2,2,1 - 4A2,2,2Bs,l,O -

24/35A2,2,2B3,_,O + A4,2,2 + B4,2,2,

C4,_,I = -16/7A_2,2,oB2,2,1 - 88/21A22,2,1B_,_,-I + 64/3A_,2,-_A2,2,1B2,2,_ -

704/21A2,2,_2A2,2,2B2,2,1 - 128/21A2,2,_2B2,2,1B2,2,2 + 96/TA2,2,-2BS,$,$ +

44 /21A2,2 -1B2 2,1 - 32/21A2,2,-I Az,=,oB2,2,:I + 88 /21A=,2,-1Az,=,l B2,2,1 -

32/21A2,2,-IA2,2,2B2,2,0 - 32/21A2,=,-].B2,2,oB2,_,] + 16/7A2,2,0A=,2,1B],2,o +

64/21A2,2,oA:L],sB_,2,-I + 16/21A2,],oB2,=,-IB=,2,= - 8/TA2,2,0B2,2,oB2,2j + 4A2,2,oBs,l,1 -

32/35A2,2,oB$,s,I + 8/TAs,2,1B_,=, 0 + 256/21A2,2,1A2,2,zB2,2,-2 + 352/21A2,2,1B2,2,-2B2,2,2 -

44/21A2,_,IB_,_,-IB:,:,! - 2A2,],IBsj,o + 48/35A2,_,IBs,s,o - 32/3A2,2,2B2,2,-2B2,:,I +

16/21A=,2,2B_,:,_IB_,=,o - 8A_,:,_Bs,I,-I - 96/35A_,2,=Bs,s,-I + A,I,2,1 + Bi,=,l,

C4,2,0 = -16/7A_,2,-IB2,2,_ - 16/7A],2,1B2,2,-2 + 8/7A2,_,-2B2,2,1 + 128/7A2,2,-2A2,2,oB2,2,2 +

16/7A2,2,-zA2,2jB2,2j - 256/7A2,2,-2A2,2,2B2,2,o - 64/7A_,2,-2B2,2,oB_,2,_ +

48/7A2,2,-2Bs,s,_ - 24/TA2,2,-IA_,2,oB2,2,1 + 48/7A_,2,-IAz,2,1B2,2,o +

16/TA2,2,-IA2,2,2B2,2,-I -8/TA2,_,-IB2,_,-IB2,_,_ + 12/7A2,2,-IB2,_,oB2,2,1 +

6A2,2,-IBs,I,I - 48/35A2,2,-I Bs,sj - 24/TA2,2,oA2,2j B2,2,-I + 128/7A2,s,oA2,2,2B2,_,-2 +

128/7A_,_,oB2,_,-2B2,2,2 - 24/7A2,2,oB2,2,-1B2,2,1 - 8/7A_,2,1B_,2,-2B2,2,1 +

12/TA2,_,IB2,_,-IB2,_,o - eA2,2,,Bs,,,-, + 48/35A2,_jBs,s,-1 + 8/TA2,2,2B_,_,_ 1 -
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64/TA2,2,2B2,2,-2B2,2,o - 4S/TA2,2,2Bs,s,-2 + A4,2,o + B4,2,o,

C4,2,-I = -88/21A],2,-IB2,2,1 - 16/7A_,2,oB2,2,-I + 256/21A2,2,-2A2,2, -IB2,2,2 +

64/21A2,2,-2A2,2,oB2,2,1 - 32/21A2,2,-2A2,2,1B2,2,0 - 704/21A2,2,-2A2,2,2B2,2,-I -

32/3A2,2,-2B2,2,-IB2,2,2 + 16/21A2,2,-2B2,s,oB2,2,1 + 8A2,2,-2Bs,I,I + 96/35A2,_,-2Bs,s,I +

8/7A2,2_IB22,2,o + 16/7A2,2,-IA2,2,oB2,2,0 + 88/21A2,2,-IA2,2,1B2,2,-1 +

64 / 3 A 2,2 _ I A 2,2,2 B2,2,- 2 + 35 2 / 21A 2,2,- I B2,2,- 2B2,2,2 - 44 / 21A 2,2,- I B2,2,- I B2,2,1 +

2A2,2,-IBs,LO - 48/35A2,_,-I Bs,s,o - 32/21A2,2,oA_,2,1B2,2,-2 + 16/21A2,2,oB2,_,-2B2,2,1 -

8/7A2,_,oB2,2,-IB2,2,O - 4A2,2,oBs,I,-I + 32/35A_,2,oBs,s,-I + 44/21A2,_,IB22,2,-I -

32/21A2,2,1B2,_,-2B2,_,O - 128/21A_,2,2B_,_,-_B_,_,-_ - 96/7A_,2,2Bs,s,-$ + A4,2,-I + B4,_,_i,

= +
64/21A2,2,-2A_,_,-ÂB2,2,i + 64/21A2,_,-2A_,_,oB2,2,0 - 16/3A_,2,_2A_,2jB2,_,-_ -

256/21A2,_,_2A_,2,_B_,_,-2 + 128/21A_,2,_2B2,2,-2B_,_,_ -88/21A_,_,__B_,_,-_B2,_,i +

4A2,2,-2Bs,l,O + 24/35A2,2,-zBs,s,o + 8/21A2,2,-_A2,2,oB2,2,-I + 176/21A2,2,-_A2,2,1B2,2,-2 +

8/3A2,2,__ B2,2,-2B2,_,i - 4/21A2,2,__ B2,2,__ B_,_,o - 2A2,2,-_Bs,L-_ - 24/35A_,=,-1Bs,s,-I +

4/21A2,2,oB2,2,_! - 32/21A2,2,oB2,2,_2B2,2,o + 8/7A2,2,oB$,s,-2 + 32/21A2,_,IB2,2,-2B2,2,-_ -

24/7A2,2,_Bs,$,-s - 128/21A2,2,_B_,2,-2 + Ai,2,-2 + B_,2,-2;

C_,o,0 = A4,0,0 + B_,0,0.

This gato operation # is a noncommutative product, here expressed in the basis of the
three-dimensional harmonic oscillator states. It has several properties that llnk the to physical

properties of the optical elements with mathematical statements on selection rules [10]. But

further, if we count the number of terms in the preceding gato operation in the symplectlc bases,

and a corresponding count in the monomial bases, we find some economy in the symplectic basis

BASIS ORDER 3 ORDER 5 ORDER 7

MONOMIAL 12 54 422

SYMPLECTIC 12 52 318

10 Economy in Aberration Calculations

Two general linear (M) and aberration (A) group elements multiply through

_{A,M} _6{B,N}- _{A # D(M_MN}. (23)

Now, the symplectlc basis kX_ is block-diagonal under paraxial --linear-- transfor-

mations, with a matrix composed of the (analytically continued) Wigner D-matrices:

213



0

0

0 0

0

0

0 0 0

0

0

0

0

0

0

[v xsjJ
0

0

0

The number of non-zero matrix elements in the two bases is

BASIS ORDER i ORDER 3 ORDER 5 ORDER 7

MONOMIAL 9 36 100 225

SYMPLECTIC 9 26 58 107

k ---4 oo

~k4/4

~ 2kS�3

The total number of operations necessary to 7th aberration order, including matrix

multiplication by the linear part is, for the two bases,

monomial : 7680, symplectic : 3882.

For this reason we conclude that the most eHicient basis to carry through aberration compu-

tations in axis-symmetric systems is the angular momentum basis of the harmonic oscillator

states.

11 Outlook

This has been a quick revision of the state of the art in seventh order aberration calculations in

axis-symmetric geometric-optics systems. We have seen that the state schemes of the harmonic

oscillator provide order and symmetry in the classification of aberrations. In these conference

proceedings we cannot go much further, so let me state that wave optics is the true objective of

this quest: We can design and specify systems in geometric optics; once this is done we would

llke to predict the imaging behavior of such a system when light of a definite color is used.
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POINT FORM RELATIVISTIC QUANTUM MECHANICS

AND RELATIVISTIC SU(6)

W. H. Klink

Department of Physics and Antronomy

University of Iowa, Iowa City, Iowa 5_4_

Abstract

The pointform isused asa framework forformulatinga relativisticquantum mechanics,

with the mass operatorcarryingthe interactionsof underlyingconstituents.A symplectic

Lie algebraofmass operatorsisintroducedfrom which a relativisticharmonic oscillatormass

operatorisformed. Mass splittingswithinthedegenerateharmonic oscillatorlevelsarisefrom

relativisticallyinvariantspin-spin,spin-orbitand tensormass operators.Internalflavor(and

color)symmetries are introducedwhich make itpossibleto formulatea relativisticSU(6)

model of baryons (and mesons). Carefulattentionis paid to the permutation symmetry

propertiesof the hadronic wave functions,which are writtenas polynomialsin Bargmann

spaces.

1 Relativistic Introduction

Despite many successes, one of the main difficulties of the old SU(6) theory [1] was that the

underlying quantum mechanics was nonrelativistic. In this paper we combine what Dirac called

the point form of relativistic quantum mechanics [2] with an SU(3) flavor internal symmetry to

formulate a relativistic SU(6) theory. The goal is to be able to get hadronic bound-state wave

functions and then compute form factors, structure functions, decay rates, and even production

scattering amplitudes. In this paper we restrict our attention to formulating a relativistic SU(6)

theory, and then introduce a harmonic oscillator mass operator to obtain bound-state wave
functions.

We will view hadrons as bound states of underlying spin _ constituents which carry inter-

nal SU(3) flavor and SU(3) color degrees of freedom. Combining a (relativistic) SU(2) spin

with SU(3) flavor then leads to a (relativistic) SU(6) spin-flavor group. The relativistic SU(2)

spin structure comes from properties of the Pauli-Lubanski operator; as will be shown in Sec-

tion 2 properly chosen sets of four vectors dotted into the Pauii-Lubanski operator generate an

SU(2) Lie algebra. Moreover in the point form of relativistic quantum mechanics all Lorentz

transformations are kinematic, n-particle constituent states called velocity states have the prop-

erty that under Lorentz transformations the internal momenta and spins are uniformly rotated

by a Wigner notation, meaning that the relativistic SU(2) spin structure can be extended to

n-particle systems.

219

PRE6;ED!Ng PAGE _LAP;K ,_lOT F!LM_D



In the point form of relativistic quantum mechanics, the four-momentum operator supplies

the dynamical information. The (interacting) four-momentum operator is written as pl, =

MV t', where M is the mass operator and V j' the four-velocity operator. The Hamiltonian is

then H = po = MV o. Since Lorentz transformations are kinematic and the mass operator

commutes with all Poincar_ operators, the theory is Lorentz covariant. As discussed in Section 3

mass operators are self-adjoint operators on the n-constituent Hilbert space that commute with

Lorentz transformations and the velocity operator. Of particular interest for hadron spectroscopy

are confining potentials; in Section 3 we will show how to construct relativistic harmonic oscillator

potentials algebraically, using generators of an underlying symplectic group.

To obtain a realistic hadronic mass spectrum mass operators that split the degenerate oscil-

lator levels are needed. We show that spin-orbit, spin-spin, and tensor operators are all readily

introduced in the context of point form quantum mechanics. Moreover it is straightforward to

construct mass operators out of internal symmetry generators; these operators can be used to

obtain Gell-Mann-Okubo and G_rsey-Radicati type mass formulae. Such operators have the

usual internal symmetry transformation properties, but the mass splittings are not given by

Clebsch-Gordan coefficients, but by matrix elements of the appropriate mass operator.

The Hilbert space of n-constituents are tensor products of representation spaces of the

Poincar_ and internal symmetry groups. The relativistic kinematics of n-particle systems is

discussed in Section 2. A hadronic wave function is an appropriately symmetrized wave function

containing spatial, spin-flavor, and color pieces. As shown in Section 4 it is convenient to

carry out the detailed calculations of the wave functions in Bargmann space, rather than the

usual Hilbert space. Thus, the color, spin-flavor, and spatial parts of the wave function are

all realized as polynomials in Bargmann spaces; the connection between these polynomials and

wave functions in the usual Hilbert space is then given in terms of creation operators acting on
a vacuum state.

2 Relativistic Kinematics

The Hilbert spaceof n-constituent particles is the n-fold tensor product of single-particle spaces

which are the representation spaces of the Poincar6 group corresponding to particles of mass m

and spin j(j = ½). In this paper we take the masses of the constituents to be nonzero; in a later

paper we will investigate the properties of hadrons as bound states of massless constituents.

For particles of mass m > 0 and spin j the representations of the Poincar6 group are well

known [3], with the representation space 7"/ = L2(R 3) x V j. The action of unitary operators

corresponding to Lorentz transformations and space-time translations is given by

U^[pjaf) = E [Ap'ja' f)DJ_',,(P'A)
O,I

U,,lpjaf) = ein*lpjaf) (2.1)

where A __ SO(l, 3) is a Lorentz transformation, a E $14 is a space-time translation and p. a :=

pTga is the Lorentz invariant inner product with the metric g = diag(1,-1,-1,-1), a is a spin

projection variable and (p, A) E SO(3) is a Wigner rotation defined by

(p,A) := B-](Ap)AB(p) E SO(3), (2.2)
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with B(p) a boost (coset representative of S0(1,3)/S0(3)) satisfying p = B(p)p r'st, pre,t =

(m,0,0,0). DJ( ) is an SO(3) matrix element and f is an internal symmetry label to be
discussed below.

The four-vector momentum p satisfies p. p = rn 7. There is some ambiguity in specifying p

which corresponds roughly to the different forms of relativistic dynamics. In the instant form

p is written as (E,/7), with E = x/m 2 q- fi./_ and wave functions are written as qa(/7, a). The

kinematic subgroup consists of rotations R E SO(3) and space translations ft. Interactions are

introduced in the Hamiltonian 7"l and pure Lorentz generators. The instant form of dynamics

has been used to obtain hadronic wave functions and form factors by several groups [4,5].

Another possibility is to write p as p_t = p_+ipv, p+ = E+pz, so that p_ = [(IP.t ]2+m2)/P+]

and wave functions are written as _a(p+,p±, a). In the front form of relativistic dynamics the

kinematic subgroup is the two-dimensional Euclidean subgroup E(2) of the Lorentz group, along

with the translations a.t = az + ia_ and a+ = ao + az. In this case the dynamics is introduced

in the p+ generators, as seen in Refs. [6] and [7].

In the point form of relativistic dynamics to be used in this paper, p is written as p = my,

with v the four-velocity satisfying v • v = 1. In this case wave functions are written as _(v, a)

and the kinematic subgroup is the full Lorentz group SO(l, 3), while the dynamics is introduced

in the four-momentum operator P_'.

Interactions will be introduced in Section 3. To see how they came about, it is first necessary

to get the free mass and spin operators. The infinitesimal transformations of Eq. (2.1) generate

the operators J_Z and P0_, the free Lorentz and four-momentum operators. From these it is

possible to form the free mass, velocity, and spin operators:

:= Po "Po ,

w(O) __ ! - zoZ r_v-- 2 c_s QO)

_,(0) l a# v"--'---2eg_,_J V(o )

Iz -1
V(_) := Pio)Mo

(Pauli-Lubanski operator)

(modified Pauli-Lubanski operator)

(2.3)

V(_) is the free four-velocity operator and will be used extensively in the following sections.

Notice that there is no "0" subscript or superscript on the Ja_ operators, because in the point

form these operators are not modified in the presence of interactions. The labels p, j, and a

appearing in Eq. (2.1) are now seen to be eigenvalues of the operators P(_) = MoV(_), W-W,

and n-W, respectively, with n a four vector; W. W has eigenvalues j(j + 1) with no mass factor

(see Ref. [3] for details).

Besides the space-time and Lorentz transformations of single-partlcle constituents given in

Eq. (2.1), there are also internal symmetry transformations which mix charges and other internal

symmetry quantum numbers. Let G be an internal symmetry group (such as SU(2) isospin or

SU(3) flavor or SU(3) color or a direct product) for which there is a unitary representation

operator Ug, g E G, acting on a vector space V with basis If). Then

Uglpjaf) = lp,jaf')Dr, i(g)
o

(2.4)
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gives the action of g e G on the basis state Ipjaf); Dl,l(g ) is a matrix element of G. Thus

[pjaf) is a basis state for the one-particle Hilbert space L2(R 3) x V j x V.

As shown in Ref. [3] (j, a) are eigenvalues of relativistic operators that form a Lie algebra

of SU(2). Let n, n± be four vectors such that n. W, n+. W form the Lie algebra of SU(2) with

a the eigenvalue of n. W and j(j + 1) the eigenvalue of W. W. If j is chosen to be ½, the spin

of the constituents, and G is chosen to be SU(3)_avor, the two algebras, relativistic SU(2) and

SU(3)f, can be combined to give a larger algebra, namely SU(6). The labels (a, f) in the basis

state are jointly transformed under the action of SU(6); that is

Uglp, j - _,a,f)l = _ Ip, J = _,a',l f')D,,,pay(g) , g E SU(6) , (2.5)
O.l _fl

so that the group element g of SU(6) mixes the relativistic spin variable a and the flavor variable

f. Da'y'al(g) is the six-dimensional SU(6) matrix element. It is the infinitesimal actions of Ug
that will be used in Section 3 to obtain mass splitting operators.

Hadrons are bound states of confined constituents. An n-particle constituent particle space

is defined to be the n-fold tensor product of single-particle constituent spaces, with basis and

group actions given by

Iplj_crlf_,... ,p,j,a,f,_} := Ipij_axfl)... Ip,j,a,f,)

ltl

= II .. (p,,n)(Apl, 31al fl Ap,,U^lpljlalfl , ,p,j,a,f,) " ' " ' J'
• " • _ ° ' I (7 a 0 o

ot=l

U,,lpljlalfl,. .. ,p,j,a,f,_) = ei E= P°"lpxjlal/1,.. . ,p,j,a,f,_)

U,,Ipaj_a_fl,... ,p,j,a,f,) := lTr(p_j_a_f_,... ,p,j,a,f,)) , (2.6)

where in the last equation rr is an element of the permutation group on n letters, S,; permutation

symmetry will play an important role in the hadronic wave functions to be discussed in Section 4.

To develop the point form of relativistic dynamics, it is useful to define n-particle "velocity

states" that are eigenstates of the free velocity operator V(_). Define

(2.7)

with _"_=_/_, = 0. We want to show that the spin labels #,_ transform like nonrelativistic

variables. To see this, consider a Lorentz transformation A acting on the boost B(v) defined in

Eq. (2.2)ff:
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UAIv, k_J_l_fo) = UAUB(olkljl#lfl, .. . ,k,j,l_,f,I

= UB(Av)Un_ Ikljlpl fl, • • •, k,j,l_,f,)

11

Z ' ' II (ko,Rw)- R,ok,,3,p,f,} D,,,=- US(A_) [R_kl,311_lfx,...,

p_ a=l

n

Z I v,R ko, o.ofo>II j°= D,,,o(Rw) (2.8)

where use has been made of the fact that the boosts defining the Wigner rotation (k_,R_)

are canonical boosts, so that (k_, Rw) = Rw (see Ref. [3]). R,0 is itself the Wigner rotation

B-X(Av)AB(v) as defined by Eq. (2.2).

Equation (2.8) states that for velocity states, Eq. (2.7), the internal momenta k',_ and internal

spins (j_pa), transform like nonrelativistic variables. If they were nonrelativistic variables, the

Wigner rotation Rw determined by v and A would be replaced by R E SO(3). But since the

Wigner rotations appearing in the velocity state are all the same rotation,_ the spins jl"" "j,

can all be coupled together to give an overall spin, the internal momenta ka can be replaced

by ka*omto, the magnitude of k and the orbital and orbital projection quantum numbers of

the oth constituent, and these coupled together to give the overall orbital angular momentum

of the n-particle constituents, exactly as is done nonrelativistically. Thus the external variables

v, and j, a (if the spin and orbital angular momentum are coupled to give the total angular

momentum of the n-particle system) transform as relativistic variables [see Eq. (2.1)] while the

internal variables transform as though they were nonrelativistic variables.

Similarly the action of a space-time translation a on a velocity state gives

U_lv, k_jo#_fa) - U_UB(v)Ik,jlplfl,... ,knj,p,fn}

= _B-'(_)_Ek.lv,Lj,_#of_)

= ei,'B(_) EJ,=Iv, E,_j,_#,_fo)

(2.9)

which means that

v(_)l,,L/_,J_)= :Iv,L_,j_>

(2.10)

where y_c, ka = _--_(w_,ka) = (_-_wa,O) = (m,,O), with wa := _/m2 + _¢,,-_:_ and rnn :=

_-'_wa. It is the free mass operator M0 acting on the n-particle space of constituents that will be

modified to give the interacting mass operator.
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The connection between velocity states, Eq. (2.7) and n-particle constituent states is

Iv, k,_j,_pof,_} = UB(oIk_j_P_f_,..., k,j,p,f,)

II

= E ]P'J'a'fl"'" ,p,_j,a,,f,,) H DI**_'. (k,_,B(v)) (2.11)

wherepo = B(,)k_, E:-_, L = o.
In the following sections we will set ja = ½, and suppress the label j_ in the velocity states.

#,_ is the eigenvalue of na . Wa and together with n+a • Wa forms an SU(2) algebra. Hence as

seen in Eq. (2.5) for single-particle states, an SU(6) element mixes the (Pa, fa) labels:

n

Uulv, Llz_,f_,_ Y_ Iv, r ,,',,• = _,,Iz_,.r,,,) H D_".C't'*.t*(g) '
t I

Paf_ a=l

g E su(6).

3 Relativistic Dynamics

In the point form of relativistic dynamics the free four-momentum operator is modified to include

interactions. The six Lorentz generators do not change when interactions are included and

hence the unitary operators U^ representing Lorentz transformations retain their form as given

in Eqs. (2.6) or (2.8). The easiest way to modify the free four-momentum operator, P(_) --

M0 V(_), is to change the free mass operator M0 to the interacting mass operator M while leaving

V(_) unchanged:

pt, := MV(_) . (3.1)

As shown in a succeeding paper dealing with electromagnetic currents and form factors, it is also

necessary to modify the free velocity operator, but when dealing with hadronic wave functions

it suffices to use only V(_). M must commute with U^ and V(_), for then

UA P_'U_ ' = UA MV(_'o)U_ '

= MU^ V(_o)U_ '

= (A-')".P _ , (3.2)

which along with [P_', P"] = 0 guarantees the commutation relations of the Poincar_ group.

The condition that M commute with U^ and V(_) is easily satisfied on velocity states. Since

U^ transforms v to Av and/_a to Rwfc,_ [see Eq. (2.8)], it follows that if the kernel of M on the

velocity state is independent of v and rotationally invariant, M will commute with U^ and Vg:

"_1 t I _3 k -- }(v',ko_,_fLlMI a_afa) v°'_s(_'' -" -"''= v )K(k,_paf; , k/_pz.f_) (3.3)
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where K( ) is rotationally invariant. Since SU(6) spin-flavor transformations can be made

rotationally invariant, it is clear that mass operators can be formed out of SU(6) generators,

resulting in relativistic SU(6) mass splitting terms.

To analyze mass operators more carefully, it is convenient to make all the internal momentum

variables independent. The internal momenta satisfy _,_=1 k,_ = 6 and the Hilbert space norm

is given from

d3p,, _..,[ d3v dZkl. dSkn

.... _ = ._o J ,/1+ _. _ ,,,, "" ,_---d-

f d3v d3kl d3k,-I 3
"- #_=yo mn_/1 + _. _ wl w,,-i

(3.4)

where kn ,,-1= - _,_---1 k,_" Wave functions are now written in independent variables as _,(k,_,/_fo),
where it is understood that a = 1... n - 1 for the internal momenta, while for spin and flavor,

a = 1... n. With n - 1 independent internal momenta, the action of the permutation group

S, changes its form from Eq. (2.6); for transpositions in which the a _ and n t± momenta are

interchanged the representation matrix is

111//!/r/!/
°° • •

1

.... .... = D(Tr)
1

"..

1 ,, k,-1 k,-1

(3.5)

where r = (a, n) E S,. All of the representation matrices /)(_') involving the n th label are

nonorthogonal; nevertheless, they form an irreducible representation of S,, with Young diagram

(n - 1, 1) (n - 1 boxes in the first row, 1 box in the second row).

In analogy with nonrelativistic Hamiltonians, interacting mass operators can be written as

perturbations of the free mass operator:

M = Mo + V, (3.6)
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where the "potential" V satisfies Eq. (3.3). As in the nonrelativistic case there are one-body,

two-body, ... n-body interactions. From Eq. (3.6) it is possible to define a relativistic Lippman-

Schwinger equation, generated by the time translation operator H = V°M:

e-imct= o = ¢,

. OCt
z & - Her

= V(°o)MCt

¢ = _ + roVe (3.7)

where the free Green function Go(z) := (1/z - Mo). Mo is of course more complicated than its

nonrelativistic counterpart; in internal momentum variables it is _],_ Crn_ + fc,_. ko.

Because mass operators are any (self-adjoint) operators that commute with V(_) and are
rotationally invariant, spin-spin, spin-orbit, and tensor forces of the kind defined in nonrelativistic

quantum mechanics can all be defined in an analogous fashion for relativistic n-body systems.

The relative orbital angular momentum operator is

.-1 1 o (3.s)
cr=l

and if generators of SU(6) for the a th particle are written )_(a'_), g(")_(A '_), ff('_), A = 1...8,

where _(A'_) are the SU(3) generators and _Y('_)Pauli matrices, then for example spin-orbit mass

operators of the form

MLS = /_" E('_))_ ('_) (3.9)

are rotationally invariant.

Mass operators may also be obtained from Lie algebra elements which commute with the

orbital and spin angular momentum. Since one of the goals of this paper is to formulate a rela-

tivistic SU(6) model and harmonic oscillator wave functions have been used for the unperturbed

energy levels (see Ref. [1]), we wish to obtain relativistic harmonic oscillator mass operators.

Consider the operators

0 a a (3.10)
0k'_

with a,/_ = 1... n- 1. These operators form a representation of the Lie algebra of Sp(2(n-1), R).

The middle operators in Eq. (3.10) come from the action of the general linear group GL(n- 1, R),

which is a subgroup of Sp(2(n- 1),R):

(Ug_)(ko_,fa)=cp((g-'fc),_#,_fa) , gE GL(n- I,R) ; (3.11)

note that though the permutation group representation D(Tr), r E S, [Eq. (3.5)] is a (nonorthog-

onai) representation of S,_, the action of S, on wave functions _ is unitary as seen in Eq. (3.11)

with g =/)(Tr).
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The Lie algebra of Sp(2(n - 1), R) is more evident if the creation and annihilation operators

°_

co.- + (3.12)

replace the ka and c3/Ok_ operators. Define

:= :

:= =

1 0

1 o oo o)(
(3.13)

Then X°,_ is a harmonic oscillator operator that commutes with L and S, and hence is a possible

mass operator; it is not of the form M0 + V, as is the case nonrelativistically, but nevertheless

has an equally spaced discrete spectrum.

With this Lie algebra of mass operators and mass operators of the form Eq. (3.9) breaking

the degenerate harmonic oscillator levels, it is possible to formulate a relativistic SU(6) model

in which the mass operators are not given just in terms of their transformation properties under

SU(6), but as actual mass operators as defined in Eq. (3.3).

4 Relativistic SU(6)

To formulate a relativistic SU(6) theory, it is necessary to pay particular attention to the permu-

tation group properties of the spatial, spin-flavor, and color parts of the overall wave function. A

hadronic wave function should be (anti)symmetric under interchange of all constituent particle

labels. Though the color degrees of freedom have only been implicitly included in the discussion

on internal symmetries, we assume that the color part of a hadronic wave function must be a

color singlet under SU(3)c with a definite permutation symmetry. The possible permutation

symmetries for n-body color singlets, labeled by the Young diagram ]Pc are given in Ref. [8].

Wave functions in the n-constituent particle Hilbert space can thus be written as

qo(v0; k,,, p_fo, c,,), where v0 is the overall four velocity of the n-constituents, k,_, a = 1... n - 1

are the internal momenta, #_,fo, a = 1 ... n the spin and flavor labels transforming under SU(6)

transformations, and ca the color label transforming under SU(3) transformations. Under a

Lorentz transformation, v0 goes to Av0, k,, --* R_f:o and p,_ _ /_, as seen in Eq. (2.8); thus

#o, the internal spin label transforms differently under Lorentz and SU(6) transformations, a

property which can be used to generate mass splittings for different spin particles with SU(6)

multiplets.
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We now wish to compute relativistic harmonic oscillator wave functions with the appropriate

spin-flavor and color symmetry:

Iv; NYs£rnt ; Xsv(6)YI, Xsv(3)f, ss3 ; lye)

Sp(2(n - 1),R) x 0(3) SU(6) D SU(3).f x SU(2) SU(3)c

(4.1)

where v is the four velocity of the hadron, N is the harmonic oscillator eigenvalue label, Y0

is the Young diagram giving the spatial permutation symmetry, and _, mt are the orbital and

orbital projection quantum numbers. Similarly Xsv(_) are the SU(6) multiplet labels, with basis

labels including the flavor (Xsu(3), f) and spin (s, s3) labels. Y! is the Young diagram giving the

spin-flavor permutation symmetry. Finally, "1" designates an SU(3) color singlet, and Yc is the

color permutation symmetry. To obtain an overall antisymmetric (for baryons) or symmetric

(for mesons) wave function, the permutation types must be coupled together, II, ® II/® Y_ ---. A

(baryons) or .5' (mesons). Once these wave functions are known, mass operators arising from

spin-orbit, spin-spin, tensor and SU(6) type forces of the kind discussed in Section 3 can be

introduced to split the degenerate harmonic oscillator mass spectrum.

Though the wave functions described in Eq. (4.1) may seem complicated, we want to show

that they can be readily computed when realized as polynomials in Bargrnann spaces. Refer-

ence [8] shows how to realize the spin-flavor and color parts of the wave function as polynomials

in Bargmann spaces, Here we show how to realize harmonic oscillator wave functions as poly-

nomials in a Bargmann space.

The holomorphic Hilbert (or Bargmann) space B(Cn-z x3) needed for the spatial part of the

wave function consists of holomorphic functions F(z) in n- 1 x 3 complex variables, z E C,-z ×3,

with the norm given by

(0)IIFII== F _ F(_)l,=o, Fe B(C,,_x×3), (4.2)

where F(O/Oz) means replacing the entries in F(z) by the differential operators O/Oz. Creation

and annihilation operators are particularly simple, in that

t
Cai _- Zai , O_ _ 1''" r$ -- 1

i = 1,2,3
0

cai- OZai

[co,,_] = 6o_6_i•

(4.3)

B(C._, ×s) is isomorphic to the Hilbert space of internal momenta fco [see Eq. (3.4)] and the cre-

ation and annihilation operators, Eq. (3.12), can be used to transform the polynomial harmonic
oscillator wave functions to wave functions in the internal momenta; examples will be given at
the end of this section.
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There are two natural group actions on elements of B that will be needed for permutation

group and orbital angular momentum operators. Write

(R_F)(z):= F(z_) ,

(LhF)(z) := F(h-lz) ,

[R_,Lh] = 0.

g•U(3) DSO(3)

h • U(n - 1)

(4.4)

That is, g • U(3) restricted to elements of SO(3) gives the orbital angular momentum opera-

tors. Infinitesimal operators coming from Lh give the harmonic oscillator operators defined in

Eq. (3.13):

3 s 0 (4.5)

i=l i=l

which along with the other two sets of operators,

3 3

xa4r_ "= E c _ c|ai _i _ E ZaiZ_i

i= l i=1

3 3 0 0

= =E o:o,0T,,'
i=1 "----

(4.6)

give the Lie algebra action of Sp(2(n - 1), R) on B, and commute with Rg, g • SO(3), Eq. (4.4).

It is convenient to transform from a Cartesian basis, with i = 1, 2, 3 to a spherical basis

with/z - 4-1, 0. The transformation is

1

1
__ -. Ca3 •

¢_:1: _ (Cial 4- ic_2)_ C_O t
(4.7)

Then

x°_ =c_+c_++4-_- +c_0_0

Xo+ = c _ c_ _1 c _ ta+ _- + co- _+ + CaoC_0

X_ - ca+c_- + ca-c_+ + CaoC[_o• (4.8)
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In the spherical basis the orbital angular momentum operators are

n-1

a=l

n--1

ot-----]

L_ =(L+)t . (4.9)

We now want to construct a relativistic harmonic oscillator mass operator out of the op-

erators in Eq. (4.8) that commutes with the permutation group S, and the orbital angular

momentum operators, Eq. (4.9), for then spatial wave functions will be polynomials in z labeled

by N, Y,, _, and mr, PllVY, tm,)(z), as required from Eq. (4.1). By construction the X°_ commute
with the angular momentum operators, Eq. (4.9); we now show that the symmetric group action

is a subgroup of U(n - 1), so that if the harmonic oscillator mass operator MHo is chosen to be

MHo -- rnX °

n--1

= m x o, (4.10)
0----1

it will automatically commute with S,. The factor m in Eq. (4.10) is a constant having the

dimensions of mass, and sets the mass scale for the hadronic mass spectrum.

As shown in Eq. (3.5), the action of permutation group elements zr E Sn on internal mo-

mentum vectors k_, a = 1... n - 1 results in nonorthogonal n - 1 dimensional representation

matrices; nevertheless, as can be ascertained by taking traces of these matrices and using char-

acter formulae [9], the Sn representation matrices are irreducible, with Young tableau (n - 1,1).

The corresponding orthogonal matrices will be denoted by D(Tr), so that

7rESn_D(_r) C0(n-1)CU(n-1)

(z,F)(z) = F e t3(C,-1×3). (4.11)

That is, the orthogonal representation matrices of dimension n- 1 of the group S, act on elements

F in B via the U(n- 1) action defined in Eq. (4.4). Since the L,_ action is generated by orthogonal

matrices D(Tr), L_ will not only commute with X ° = _"_ Xa_,° but with X + := _o X +_,_, and

X- := _"]_aX_-,. Thus, we have Sp(2, R) x S, embedded in Sp(2(n- 1),R) in which each
eigenvalue of X ° carries a definite permutation symmetry and X ± raise and lower the polynomial

eigenfunctions of X °.

X- acts as a lowering operator on X ° eigenfunctions. The simplest polynomial correspond-

ing to N = 0, Y, = S, and _ = 0 is p(z) = 1:

PiN=o,Y.=s,t=o)(z)= 1(= 10)). (4.12)
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There is then a tower of eigenstates generated by the raising operator X + = )-_,, zo_z,_,:

PI2N,S,t=o>(Z)= (x+)NI0)

= IE ZvtPZvtPl N •

ot,#

(4.13)

Similarly there is a tower of e = 1 states, starting with N = 1, given by the polynomials z_,,

with zo+ the polynomials with L3 = +1. At higher levels in the angular momentum towers,

states cannot be uniquely labeled by Y,; additional operators commuting with X ° and Sn must

be introduced; the construction of these operators is given in Ref. [10].

Constituent quark models assume that baryons are bound states of three quarks. To con-

clude this section we exhibit polynomials for baryons consisting of three constituents. The

relevant permutation group is $3, and the representation matrices D(Tr) are given on page 224 of

Ref. [9]. There are three types of irreducible representations, Y, = S (symmetric), A (antisym-

metric) or M (mixed, two dimensional). We list here some low N polynomials for e = 0, 1, 2 and

L3 = g. (The other angular momenta can be obtained from the lowering operator L_, Eq. (4.9),

which means differentiating the given polynomials in a prescribed way):

piN,y.,t,O( Z) = d """dl0)

IO,S,o,o) = 1 = IO)

, EzL)  E L4,1o)I2,S,O,O) = _7_._ '. + =# a,p

_ ; _ z_ z_.)

_'_ kz;.,_.-E =
I2,M,0, 0) =

f Zl+

]I,M, 1, 1) =
( Z2+

12,A, 1, 1) = :_2 (zl0z2+ - zl+z20)

12,s,2,2) = ½(;L + _+)

1 2 2

]2, M, 2,2) = _(z,+- z2+ )

(z;+z2+)

=4+1o)

= 4+1o)

=  (CIo4+-4+4o)1O>
, +-- 2

=;(4;-4t )to>2

t f= c_+c_+lO)
(4.14)

The coefficients appearing in front of the harmonic oscillator polynomials normalize the polyno-

mials to one; these factors are easily computed using the differentiation inner product, Eq. (4.2).

Moreover the polynomial eigenfunctions are easily transformed to harmonic oscillator wave
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functions in internal momentum variables. In this case the vacuum state ]0) is realized as

e 2 and the creation operators in the right-hand column of Eq. (4.14) are given in

Eq. (3.12).

When the spatial polynomial wave functions with permutation symmetry Y0 are combined

with the spin-flavor and color (for which Yc = A) wave functions, the resulting symmetry type

must be antisymmetric. For a given Ya this fixes YI, namely

Y, _ dim SU(6)

M M 7O

S S 56

A A 20

5 Conclusion
L

We have shown how to construct a relativistic quantum mechanics using Dirac's "point form," in

which Lorentz transformations are kinematic and interactions appear in the mass operator. The

four-momentum operator is then the product of the mass operator and the four-velocity operator.

For eigenstates of the four-velocity operator, mass operators are rotationally invariant self-adjoint

operators. Mass operators corresponding to spin-orbit, spin-spin, and tensor forces are readily

constructed because the internal coordinates of velocity states transform like nonrelativistic

coordinates. Nevertheless, the theory is covariant in that four vectors transform in the usual

way under the kinematic Lorentz group. A modified Pauli-Lubanski operator, in which the

four-velocity operator replaces the four-momentum operator, when dotted into appropriate four

vectors, forms a relativistic SU(2) spin algebra. The eigenvalue of the spin Casimir operator

is j(j + 1). Combining this SU(2) algebra with an internal symmetry into a larger symmetry

produces mixing between spin and internal symmetry quantum numbers in a relativistically

invariant way.

When the internal symmetry is SU(3) flavor, and the spin of the constituents is 1, the result2

is a relativistic SU(6) theory. In such a theory there are many ways of choosing mass operators

(such as QCD inspired mass operators), but the simplest choice is a harmonic oscillator mass

operator with equally spaced mass eigenvalues. Such a mass operator is not constructed like

its nonrelativistic counterpart, with r 2 potentials between each of the constituents, but rather

is constructed algebraically using a symplectic algebra. By using Bargmann spaces it is possi-

ble to realize the harmonic oscillator wave functions as polynomials with definite permutation

properties. Moreover, the harmonic oscillator mass operator can be modified without changing

the polynomial eigenfunctions by adding on the operator X+X -, in which case the eigenvalues

N = 0, 1,2,... become (N - g)(N + 3_?+ 1), where e is the orbital angular momentum.

Mass operators can also be formed out of SU(6) generators, which then give Giirsey-Radicati

type mass formulae [11]. By adding such mass operators to spin-orbit or tensor mass operators,

it should be possible to reproduce the observed baryon mass spectrum. And if constituents and

their antiparticles are combined into a larger internal symmetry, it should also be possible to fit

the meson spectrum, as well as the spectrum of some of the low-mass nuclei.
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Once realistic relativistic wave functions for mesons and baryons are available, it should be

possible to compute form factors, structure functions, decays, and the like for hadrons viewed

as bound states of spin ½ constituents. In a succeeding paper [12] we show how to formulate a

point form relativistic quantum mechanical impulse approximation, wherein the electromagnetic

properties of the hadrons are determined by the electromagnetic properties of their constituents.

It is possible to generalize the relativistic SU(6) theory to a Fock space theory, where the

Fock space is formed by taking the direct sum of the n-constituent Hilbert spaces discussed in

this paper from n equals zero to infinity. Such a Fock space is the appropriate space on which

to compute decays of excited baryons, such as the A ---, 7r + N decay which was forbidden in the

old SU(6) theory. Finally, we mention that mass operators need not commute with the number

operator; for such mass operators hadrons consist of a direct sum of an indefinite number of

constituents and correspond to the current quarks in QCD, in contrast to constituent quarks.
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Abstract

Using techniques of geometric quantization and SO0(3,2)-coherent states, a notion of

optimal localization on phase space is defined for the quantum theory of a massive and

spinning particle in anti-de Sitter spacetime. We show that this notion disappears in the

zero curvature limit, providing one with a concrete example of the regularizing character of

the constant (nonzero) curvature of the anti-de Sitter spacetime. As a byproduct a geometric
characterization of masslessness is obtained.

The present contribution is based on a joint work with Stephan De Bi_vre (see references

quoted below).

1 Introduction

It is a well known fact that the Poincar(_ group, _+T(3,1), the kinematical group of Minkowski

spacetime, can be obtained by means of a contraction from the anti-de Sitter (ADS) group,

SO0(3,2), the kinematical group of anti-de Sitter spacetime. The contraction parameter is the

constant positive curvature _¢ of the anti-de Sitter spacetime. This contraction procedure is

thus nothing but a zero curvature limit. According to this fact, one would like to approximate

T'+T(3,1)-invariant theories by SO0(3,2)-invariant ones, hoping that such approximations give

rise to regularized relativistic theories [1] [2]. Indeed, the nonzero curvature equips the AdS

theories with a lengthlike parameter, which is actually the source of the sought regularizations.

Up to now, this very stimulating idea has not been fully exploited, though it has received a

large amount of attention for its potential implications in the context of quantum field theories.

The main drawback of the known approaches arises from the emphasis made on the spacetime

or the momentum space realizations of those theories. Indeed, it is a known fact that such

realizations, in both Poincar_ and AdS cases, lack of a natural notion .of 16calization. More-

over the modulus of the wave functions corresponding to the one particle quantum states of a

Poincar_, as well as an AdS, free massive theory can not be interpreted, in those realizations, as

a probability distribution. The regularizing role of _; is thus not effective for such realizations.
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In this short contribution we propose the phase space realization as the regularizing alter-

native. In fact, for the case of a free massive spinning particle in AdS spacetime, the phase

space is a K_ihler S0o(3,2) homogeneous space, whose (geometric) quantization gives rise to a

discrete series representation of SO0(3,2). The latter is known to be a square integrable rep-

resentation, so its Hilbert space contains a particular family of quantum states: the coherent

states. A natural notion of localization is attached to these states. They are optimally localized

states in phase space. Moreover the modulus of the wave functions of the quantum states in

this realization can be actually interpreted as a probability distribution.

Here we exhibit the explicit form of these coherent states and we show how their physical

interpretation arises. We also stress the disappearance of this notion of localization in the

flat space limit, confirming the effectiveness of the regularizing character of _. We proceed as

follows. In section 2 we describe the classical theory, in order to fix both the notations and the

physical interpretations. In section 3, the quantum theory is obtained through the application

of geometric quantization, then the explicit form and the zero curvature limit of the optimally

localized states is given. Section 4 contains a brief discussion of a geometric characterization

of masslessness as it arises from the description of section 2. For more details we refer to the

papers [3], [4], [5] and [6].

2 The classical theory

The phase space description of the classical theory of a spin s and mass m _ 0 free particle

in AdS spacetime finds its best formulation within the scheme developped by Souriau [7]. The
,_,,

latter construction starts with the determination of an evolution space, (E_ ,w_), which is a

presymplectic manifold (,% is a closed but degenerate 2-form), with a projection on the AdS

spacetime of constant curvature _, Mr. The symmetries of Mr are helpful guides in doing so.
50123

In fact, M, is just the one sheeted hyperbolo'id in (Rs,r/), whith diag 77= (--+++),

y.y-_r/ooyay_ = _(y5)__(yO)2 + (yl)2 + (y2)2 + (y3)2= _ -2 (2.1)

o,_ E {5,0,1,2,3}. Clearly, O(3,2) is the isometry group of (2.1), its connected component to

the identity, SO0(3,2), is the so-called AdS group.

We choose for E_" the SOo(3,2)-principal homogeneous space, E_" "_ S0o(3,2), realized

through the following SO0(3, 2)-invariant constraints in R 25 (five copies of (R s, 77)),

Y'Y = _ -2, q.q = -m 2, u.u = 1, v.v = 1 and t-t = m2s 2, (2.2a)

y • q = 0 = all the other scalar products (2.2b)

rn2$

e_p_ y°q[3u_t,Q_' = _ and ySqO_ yOq5 > 0. (2.2c)

The physical interpretation of the coordinates (y,q.u,v,t) is then as follows: in (2.2a) y is the

position on the hyperboloid (2.1), q is its conjugate momentum, t is whatwe call the AdS-Pauli-

Lubanski vector. The remaining five-vectors u and v are introduced in order to have a covariant

description of E_ "s,i.e. E_ 's _ SO0(3,2). They shall represent the spin part in the quantum

theory. The two last constraints (2.2b-c) are needed in order to fix an orientation.
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The choice ofw E is constrained by the requirement that the projection on M_ of each integral

curve of the completely integrable distribution generated by kerw_ in E_ '_, results in a time-like

geodesic of M_, i.e. the dynamic of the theory is obtained from kerw E. Such an w E is provided

by,

w E = dyAdq+ _du Adv. (2.3)

This choice is not unique but it fulfils the above dynamic generating requirement. The phase

space of the theory, _,_ ,w_j, is obtained by symplectic reduction of w_). It appears,

for _ -_ s, to be the SO0(3,2) symplectic homogeneous space S0o(3,2)/S0(2) × S0(2). For

symmetry reasons i.e. obvious action of SO0(3,2) on E_ ,we use (E_ ,w_) as the arena for

the forthcoming constructions. The special case _ -- s is discussed in section 4.

In order to carry out the zero curvature limit in a meaningful way, we introduce a new set

of coordinates on E_ '_. This is the set of four-vectors (x,p,a,b,s). Interpreted in the same way

as the five-vectors (y,q, u,v,t), they are related to the latters through the following equations,

yS = Ycos_z °, yo= Ysin_z ° and _= ,_, (2.4a)

where -lr _< _z ° _< _r, $ E R 3 and Y = _/_-:_ + (£)2; and

q.dy = g_,,,p"dz _, u.dy = g_,,,aUdx _', v.dy = guvbUdz _" and t .dy = guvs_'dx _'. (2.4b)

Here gu_ is the metric of M_ for the global coordinates (z°,i) and #,u E {0,1,2,3}. The zero

curvature limit ofgu_ is just the fiat Minkowski metric. The constraints (2.2a-c) translated in

terms of the new coordinates become,

gu_pUp_ = --m 2, g._aUa _= 1, g._bUb _ = 1 and g_,_sus _ = m2s 2, (2.5a)

guppY's _ = 0 = all the other scalar products of the subset (p,a,b,s), (2.5b)

eu_6pUa_b_s 6 = m2s and p0 > 0. (2.5c)

The physical interpretation of the above constraints can now be confirmed by their zero curvature

limits.

3 The quantum theory and the optimal localization

The methods of geometric quantization allow one to quantize the classical theory described

above [8]. In other words, using those methods one is able to construct the unitary irre-

ducible representation of SO0(3,2) associated to the toad joint orbit of SO0(3,2) for which the

phase space v,,_,_ is a covering. Exploiting the principal bundle structure E_ '_ _ SOo(3,2) --0

SO0(3 2)/S0(2) × SO(2) _v'n" the prequantum Hilbert space, 7"(, is realized as follows., .¢-J _. ,

{ }H= w:E_"----*C [¢12dp_m"< oc, Y5o¢=i--¢ and Y121P=isw . 3.1)
rn,j K

Here d#_" is the invariant measure on E_ 's and )'5o and )'1_ are the left invariant vector

fields generating kerw_. Since E_ 's _ S0o(3,2), there exists a natural action of SOo(3,2)

in L_(E_",d#_"). This yields the left regular representation of S0o(3,2). The latter restricts
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to a unitary (reducible) representation in 7"(, i.e. the representation of SO0(3,2) induced by the

character e'(_ _+_'t of SO(2) × SO(2). Indeed, this holds provided m and s are both integers.

There actually exists a positive invariant K_ihlerian polarization of _w"_" allowing one to select
rrt_$

in 7"/ an invariant subspace 7-(_ . The restriction of the previous unitary representation to the

latter gives rise to a unitary irreducible representation of SO0(3,2). Concretely,

et (3.2)

where Z, = }_i+i};s, i6 {1 2,3} and -- = Y, 23 + iY31. The Yc,_'s are the left invariant vector

fields. The way one obtains the unitary irreducible representation carried by 7-/_,' is known in the

mathematic litterature as the holomorphic induction, it yields the disrete series representation

of SO0(3,2) with highest weight (--_,s). (A necessary condition for the unitarity is m > s.)

The quantum states of the theory are representated by well defined wave functions belonging

to 7-(_ . The physical interpretation of their modulus as probability distributions on E_ '_ is
I'r_, $also well defined. The particular states belonging to the orbit, O_ C 7"(_ , of the unitary

representation of SOo(3,2) passing through the highest weight state _o0 possess many interesting

properties [9]. These states, which are nothing but the generalized coherent states of 5"O0(3,2),

are in a natural way optimally localized in phase space. In fact, by construction they are labeled

by points w E E_", specifying them through the equations,

<t#w [.Lo,,o ] _w) = L,_z(w), Va,,_ @ {5,0,1,2,3}; (3.3)

here the L,_z's are the classical observables and the L,_'s are their quantum counterparts.

The determination through (3.3) of the ten Laa(w) specifies in fact uniquely the leave of the

distribution kerw E passing through w. Thus by symplectic reduction a unique point iv E '_"_"

is specified by (3.3). The state q_w is then said to be localized in _v E m"X:_ . Moreover, since

the coherent states minimize the incertainty relations associated to the commutation relations

of the Lo_'s, this notion of localization is then optimal.

The optimally localized states are given by the following formula,

(3.4)

Here (z,_) -- w are the complex coordinates of E_ 's associated to the K/ihlerian polarization,

they are related to the coordinates given in (2.2) through the transformations z = K y - im -1 q

and _ = u-iv,

The zero curvature limit of these states is as follows,

lim _,, (,(z _) = m 2p%(tY - :g') e -ip'(_'''-=') (3.5)

where _, = a, - ibm,, # E {0,1,2,3}. Clearly, these states are no longer optimally local-

ized. They are completely delocalized in position (z), perfectly localized in momentum (p) and

still optimally localized in spin ((). This zero curvature behaviour supports the regularization

argument stressed in the introduction. In fact one can consider the AdS states in (3.4) as

regularizations of the (generalized) Poincar6 states in (3.5).

238



4 Remarks on masslessness

When evaluating ker,,; E in section 2 two possibilities actually arises. Either _ = s or m_ 5g s.

We have dealt here and in [3], [4] and [5] only with the second case, which corresponds to a

massive elementary system. In fact, when _ _ s dimkerw_ = 2 and then dim_V'n's = 8, since

_" rr_., $ -- rr_., .q_ = E_ /kerw_. This eight dimensional phase space becomes in the zero curvature limit

an eight dimensional Po]ncar_ (_IPI.[.(3,1)) phase space [4] [5]. It is well known [7] that only

the massive (m y_ 0) and spinning (s y_ 0) free particles on Minkowski spacetime have their

dynamics described by an eight dimensional P+T(3,1)-invariant phase space. This confirms the

fact that the AdS systems for which " ¢ s describe massive AdS elementary systems.

The situation is different when _ = s. Actually, in this case dim kerw s = 4 and then

dim _" = 6. The limiting theory is clearly no longer the (m¢ O,s y_ 0) Pi(3, 1)-invariant one

(the limiting phase space is also six dimensional). The known six dimensional T_+?(3, 1)-invariant

phase spaces are those associated to the (m = O,s y_ 0) and (m ¢ O,s = 0) free particles

on Minkowski spacetime. Since the contraction SOo(3,2) ---* P+T(3,1) preserves the SO0(3.1)

Lorentz subgroup, the spin part is not altered in the zero curvature limit. Hence, the obvious

candidate for the limiting theory is the (m = 0, s ¢ 0) T_+T(3,1)-invariant system. Thus, the

AdS systems such that _ = s describe massless AdS elementary systems. A deeper analysis of

this phenomenon is addressed elsewhere [6]. There one can find a more rigorous treatment.
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ABSTRACT

Proper-time relativisticsingle---particleclassicalHamiltonian mechanics isformulated

using a transformationfrom observer time to system proper time which isa canonicalcontact

transformationon extended phase space. It isshown that interactioninduces a change in the

symmetry structureof the system which can be analyzed in terms of a Lie--isotopic

deformation of the algebra ofobservables.

I. INTRODUCTION

We begin with some historicalremarks. In the transitionfrom nonrelativisticto

e A)2(P-
relativisticquantum mechanics, the Hamiltonian H - 2m + V isreplacedby

_e A)2 + m2c411/2H = [c2(p _ + V. It was quitenaturalto expect that the firstchoicefora

relativisticwave equation would be

= _e A)2 + m2c411/2ih_t (x,t) ([c2(p _ % V)g(x,t), (1.1)
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where P - --i_.V.

In a survey article on relativistic wave equations, Foldy [1] points out that in the

absence of interaction, equation !.1_ _ives a verfectly __ood relativistic wave eouation for the

description of a (spin zero) free particle. When _ is not zero, the non--commutativity of

with _ appeared to make it impossible to give an unambiguous meaning to the radical

operator. Historically, many authors [2] attempted to circumvent this problem by starting

with the relationship (H - V) 2 = m2c 4 + C2(1 _ - e/c A) 2 which led to the Klein-Gordon

equation. The problems with this equation were so great, that all involved became frustrated

and it was dropped from serious consideration for a few years. Dirac [3] argued that the

proper equation should be first order in both the space and time variables, in order to be a

true relativistic wave equation. This lead to the well-known Dirac equation.

In the same paper that Dirac provided the basic ideas which lead to the Feynman

integral [4], he noted that "the Hamiltonian method is essentially non-relativistic in form,

since it marks out a particular time variable as the canonical conjugate of the Hamiltonian

function."

Dirac's position, that the equation should be first order in the space and time

variables, emphasizes the relativistic invariance point of view in the merging of special

relativity with quantum mechanics. From the quantum mechanical voint of view, one could

argue that a pro_r relativistic wave equation would elevate the time coordinate to the same

level as the suace coor_nates, so that all become operators. In the relativistic quantum

theory of the present day, the time coordinate does not have equal status with the space

coordinates.

The Proper-Time Problem

If one attempts to implement the successful procedures and methods of nonrelativistic

quantum mechanics with the special theory of relativity, it is well-known that problems of
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physical interpretation appear. The problems are well-known, and discussed by many writers

[5]. In order to clearly see one apparent problem, let us note that the three fundamental

relationships of classical special relativity:

dr (1 _ _)1/2, E = mc2(1 _ _)-1/2i]T-- '
g C

E = (c2p2+ m2c4)t/2,

may be uniquely combined to give dr mc2(c2p 2 + m2c4) -1/2 If we now make the_---

dr mc2(---c2_,2A -t- m2c4) -1/2 Thistransition to quantum mechanics, P -, ---iTtV,we obtain _- =

reset is consistent wit____hhquantum mechanics but is inconsistent with the _ attempts 5_ to

treat _roDer time as _aparameter.

The Third Postulate Problem

The two postulates of special relativity are:

1. The physical laws of nature and the results of all experiments are independent of the

.

inertial frame of the observer.

The speed of light is independent of the motion of the source.

The first postulate abandons the notion of absolute space, while the second postulate

abandons the concept of absolute time. It is of interest to note that another postulate is:

3. The correct implementation of postulates 1 and 2 is to require that time be represented as

a fourth coordinate (Minkowski space) and to require that the relativistic laws of physics

be invariant or covariant under Lorentz transformations.

This third postulate was proposed by H. Minkowski, a well-known mathematician in the

early part of the 20th century. Most of the physics community of the time did not accept it,
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regardingitas a mathematical obstructionwithout physicalcontent.

The inabilityto obtain an alternateapproach dictatedby physicalconsiderations

forcedacceptance ofthe currentimplementation. Although the second postulateeliminated

absolutetime, the transformationtheory associatedwith postulate3 revealeda new unique

time variableassociatedwith the observed system,itsproper time. The purpose of the

present paper isto show how the use of thisvariablein placeof the observer time variable

leadsto a conceptually(and technically)much simplerimplementation of the specialtheory

of relativity.To be sure,the use of thisvariableisnot new. However, we treatthe

transformation from observer time to system proper time as a canonical contact

transformation on extended phase space. This approach forces the identification of the

canonical Hamiltonian which generates the Lie Algebra bracket. The problem of interaction

is discussed for two-particle momentum -independent potenti-als_ These include, of course,

the important case of the relativistic harmonic oscillator. We confine our study to the

single-particle classical theory. The many-particle classical theory and the quantum case

will be explored elsewhere.

In Section 2 we formulate proper-time Hamiltonian dynamics for a single classical

massive particle and discuss some properties of the group of proper-time transformations on

extended phase space. Section 3 is devoted to the discussion of the case of particle interaction

for two-body potentials independent of the particle momenta, and Section 4 contains some

concluding remarks.

2. SINGLE--PARTICLE FORMULATION

The dynamics of a classical observable can be conveniently studied by Hamiltonian

0A 0B 0A 013
mechanics using the Poisson bracket {A(p,q), B(P,q)} - _ _- - _- _p. The Hamilton

equations ensure that the time development of an arbitrary classical function W(q,p,t) is

given by
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_tW-(q,P,t) - (H, W(q,P,t)) + _t--(q,P,t).

H
Defining the proper time r by dt = _ dr, the proper-time evolution of the function

mc

W is given by the chain rule:

dW dWdt H,W} +_V_- = _-_-- _-_ =
mc

(2.1)

An energy functional K which is conjugate to the proper-time _"will be defined by

{K,W) - ---_H,W) with K -- mc 2 when H - mc 2. If the mass m remains invariant during
mc

the evolution, this functional can be directly determined to be

K = 2m--_c +
(2.2)

and the evolution of the function W in terms of r can be expressed as

dW {K,W} + 8W8--_-= _--.

Consider the behavior ofa singlenoninteractingparticleof mass m, with momentum p

as measured in some inertialframe. The usual form ofthe Hamiltonian representingthis

system isH = q/c2p2 + (mc2) 2. For thisexample, the conjugate proper energy isgiven by

p2
K = "T_ + mc2" Severalinterestingpointsshould be noted:

a. The functionalform of the energy K isthe same as that ofthe nonrelativisticenergy of the

system, even though the system isfullyrelativistic.

b. The momentum parameter in the functionalform of the energy K isthe momentum as

measured in the originalinertialframe, not the proper frame of the particle(which of

coursewould measure zero momentum). This emphasizes the form of the transformation

as a canonicaltime transformation,ratherthan as a Lorentz transformation.

245



c. If the particle were to interact with external influences, the proper frame would not be an

inertial frame, but the proper time is always defined.

Transformation Group

We noted earlier that the proper time is invariant for all inertial observers. However,

different observers will use different Hamiltonians to describe the phase flow of the system. In

order to relate the phase flows for different inertial observers, we note that the proper-time

transformations form a subgroup of the full group of transformations on the extended phase

space which, since they do not transform the time, include the group of symplectic

diffeomorphisms.

Consider two inertial observers in frames X,X" with extended phase space coordinates

(p,q,t), (p',q',t') respectively. Let L denote the set of Lorentz transformations on

space-time reference frames, L(X,X' ): X -4 X', and denote by T the set of canonical

proper-time transformations defined on extended phase space. We denote the map

(P,q,t) _ (P,q,r) by T(q,t,r).

THEOREM. The proper-time coordinates on X are related to thos_ on X' .b_2:the

transformation:

Sm(q',q,T ) = T(q',t',r) Lm(X,X')T-l(q,t,r).
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Proof. The proof fonbws from the commutativity of the following diagram.

L

X(q,P,t) ,X'(q',P',t')
N

T X T X ,

(q,P,r) --> (q',P',r)
S

It is easy to prove that, for each fixed system, the set of proper-time transformations

between inertial observers is a group which relates the dynamics as viewed by one observer to

the dynamics as viewed by any other observer.

We have used the particle mass in the statement of the above theorem to fix the

observed system. The group of proper-time transformations depends on 14 parameters

(m,.P,q,P' ,q" ,r). It follows that the free-particle laws will be the same for all inertial

observers and will be form invariant under a similarity group action on the Lorentz group.

COROLLARY. There existPQincare _ran_form_.tionsthat preserve the time coordinate.

Proof. We note that,in the proof ofthe above theorem, both (.q,P,r)and (q',P',r)are

inertialframes in the free-particlecase.

Lie--Isotopic A_ebras

Prior to studying the case of interactions, we introduce the essential ideas concerning

Lie-isotopes and their properties. For a complete review of these objects, we refer to [6]. Let

G denote a given Lie algebra with bracket [A,B] = AB - BA and let T be an invertible

element in G. A Lie-isotope of G is then defined as G with the bracket

[A,B]* = A,B - B,A -=ATB - BTA. It is easy to show that [, ]* is a Lie bracket and that
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(G, [, ]*) is a Lie algebra. It turns out that two nonisomorphic groups may have isotopic Lie

algebras. The standard example concerns the groups SO(3), SO(2,1). These are symmetry

groups for the following respective Hamiltonians:

These Hamiltonians lead to the same equations of motion and to the same conservation laws

(via Noether's theorem) for the components of angular momentum Lb(b = 1,2,3). Using the

4-T-,
notation ATB -- ATB - BTA, we have

and

[Lb,Lc]-- q_i 6j-_j,[_= 0 0 1

[Lb,Lc] =_ otj_-_j, 0 0 1 '

for the respective Lie algebras of the groups SO(3) and SO(2,1). In the latter case we have

T = [a_ = T -1.

In order to understand the requirement that T be invertible, recall that the group

SO(3) leaves the standard inner product <.a,b> 3 = alb 1 + a2b 2 + a3b 3 invariant while the

group SO(2,1) leaves <a,b>2,1 = alb 1 - a2b 2 + a3b 3 invariant. We can write

<a,b> 3 -- (ua) t I(ub) - (a) t I(b) = (a) t (b) so that utIu = I if ut -- u -1, u e SO(3); while

<a,b>2,1 = (u.a) t I(ub) = (a) t I(b) if ut Iu = i for u e SO(2,1) with I = T -1.
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3. Interaction

The question of where to put the potential energy was essentially resolved when it was

found to fit perfectly as the scalar component of a four-vector. Since this point of view is

being questioned in our approach, we must revisit this issue.

Consider the following Hamiltonians:

H = [c2p 2 + (mc 2 + V)2] I/2,

H = [c2p2 ÷ m2c411/2 ÷ V,

Case 1.

Case 2.

corresponding to two different ways of describing particle interactions.

be independent of the momenta.

In case 1 we obtain

Here, V is assumed to

d_] c2 dt = H

_-=--ffP,a_. mc 2 + V'

so that

dP
N

and _7 = -VV..

_t P = (mc2H+ H) (-VV),

d_
= (m + ",I__.)_1p

c-

We note from (3.1)that,when V << mc 2,

(3.1)

d9 P

_¥=_, (3.2)

the corresponding nonrelativisticform relativeto the time r.

We take K as in (2.2)so that,by an analogue of (2.1),we have

dW H {H,W} or
- mc 2 ÷ V
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Thus, ifwe setT -- (I + __)-I which we note iscomparable to unity in the nonrelativi'stic
mc

regime (3.2),we obtain

dW _yTOW e_ T_ {K,W}*a--_--= _-_-- _-¢ m, -=

demonstrating that the proper-time dynamics isdescribedby an isotopicLie algebra. We

inferfrom the above discussionthat the interactioninduces a change in the sltmmetrv structure

ofthe system.

We can formalizethisresultas follows. Define I = T -1 and replacethe complex

number field£ by C = {cI:c E C}, so that C isan example of an iaofieldfor which I isthe unit

[6].For example, the multiplicationof two isonumbers isdefinedas

c.l_= (ci)T (bi) = cbl = (cb)" for c,b_ C.

In a similarmanner, a Lie algebraG can be "deformed" to obtain a Lie-isotopeof G as

discussedin Section2.

For case2 we obtain

ds c2P dP
_- = ly'x_, _ =-vv ,.

d,. -
_-_= mc-_ mc

d_ P dP H -V (-VV),
=_,_ =(_) _

and the analogue of (3.3):
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dW H_(I Vo_¢'r -_)_--_--(1 V ff¢¢
mc - - -

In the presentcase we setT = 1 _ vi_and I = T -I so that T = T -I I in the region V < < It.

The operator K is again given by (2.4), and we find

p2 . P,2 v 2
K=_2-m+mc2+Vll + (m--if) +2m--_c " (3.4)

For purposes of comparison, we note that for case 1 we obtain from (2.4):

p 2 V2

K = -_--_+ mc 2 + V + 2m--_c"
(3.5)

We note that the two Hamiltonians (3.4),(3.5)agree in the nonrelativisticlimitbut differ

from each other in the ultrarelativisticregime.

4. CONCLUDING REMARKS

We have discusseda formulationof single--particleclassicalrelativisticHamiltonian

mechanics in terms ofa proper-time implementation of specialrelativityusing a

transformationfrom observer time to system proper-time which isa canonicalcontact

transformationon extended phase space. The problem ofinteractionwas investigatedfor

two-body potentialsindependent of the particlemomenta. Itwas shown that the interaction

induces a change in the symmetry structureofthe system which can be analyzed in terms of a

Lie-isotopicdeformation ofthe (Lie)algebraofobservables.

In both casesconsideredin Section3,the totalenergy of the system isconserved. In

the firstcase we findan easy physicalinterpretation;viz.,the particleisinteractingwith a

comoving force. The second casedoes not seem to have a simple interpretation.We infer
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from it the possibility that the particle can tell the difference between a change in mass at

each point and an external comoving force which does not depend on its clock. We believe

that our approach makes the four-vector concept unnecessary and solves the interpretational

problems associated with the second case.

ACKNOWLEDGMENT

We thank R.M.. SantiUiforinformationand advice concerningLie---isotopicalgebras.

252



REFERENCES

[1] L.L. Foldy, in Quantum Theory of Radiation and High Energy Physics (D.R. Bates, Ed.),

Academic Press, New York, 1962.

[2] E. SchrSdinger, Ann. Physik 81, 109 (1926); W. Gordon, Z. Phys. 40, 117(1926); O.

Klein, Z. Phys. 37, 895 (1926); V. Fock, Z. Phys. 38, 242 (1926); J. Dudor, Ann.

Physik 81, 632 (1926); Th. de Donder and H. yon Dtmgen, C.R. Acad. Sci. Paris

183,22(1926).

[3] P.A.M. Dirac, Proc. Roy. Soc. (London) AllT, 610(1928).

[4] P.A.M. Dirac, Phys. Z. der Sowjetunion, Band 3, Heft 1 (1933).

[5] J.R. Fanchi, Amer. J. Phys. 49, 850 (1981); S. Schweber, An Introduction to Relativistic

Quantum Field Theory, Harper and Row, New York, 1962; L.L. Foldy, Ref. 1.

[6] J.D. Ksdeisvili, SantiUi's Isotopies of Contemporary Algebras, Geometries and

Relativities, Had_onic Press, Palm Harbor, Florida, 1992.

253





N93-27335

REMARKS ABOUT MASSIVE AND MASSLESS

PARTICLES IN SUPERSYMMETRY

S. V. Ketov and Y.-S. Kim

Department of Physics
University of Maryland at College Park,

College Park, MD 20742, USA

Abstract

The internal space-time symmetry and simple supersymmetry of relativistic par-
ticles are briefly discussed in terms of the little group of the Poincar_ group. The
little group generators in a finite-dimensional matrix representation of the N = 1
super-Poincar$ algebra are explicitly constructed. The supergeometry of a massive
case continuously becomes that of a massless case in the infinite-momentum limit.
The origin of the gauge transformations associated with the massless supermultiplets
becomes transparent in that limit.

1 Introduction

The concept of the little group of the Poincar_ group turned out to be very useful in analyzing
the internal space-time symmetries of elementary particles and, hence, in assigning quantum
numbers for them [1,2]. The internal space-time symmetry groups for massive and massless
particles are known to be locally isomorphic to the three-dimensional rotation group 0(3) and
the two-dimensional Euclidean group E(2), respectively. The little group of the massless particle
can also be represented by the cylindrical group, which is isomorphic to the Euclidean group,
when the cylindrical axis being parallel to the momentum [3]. The little groups for massive and
massless particles are in fact related by the Wigner-Inonfi-type group contraction [4]. As was
explained recently [5], the little group for massless particles is an infinite-momentum zero-mass
limit of the little group for massive particles.

Our purpose is to extend those observations to the case of supersymmetry. Here we will restrict
ourselves to the case of simple or N = 1 supersymmetry in four space-time dimensions, though
the extended supersymmetries with or without central charges [6], as well as higher-dimensio'nal
supersymmetries, could also be studied along similar lines. The role of Wigner's little groups in
particle theory and supersymmetry is illustrated in Table I.

We denote the generators for translations and Lorentz transformations by P, and M,,_, re-
spectively, and for global supersymmetry transformations by Qa. The algebra of global simple
supersymmetry is an extension of the ordinary Poincar_ algebra, and it is known as the N = 1
super-Poincar$ algebra [7]. It comprises

I[M._.,M_o]_ = rl.xM, o + rl_.,,M.x - rl.oM,. _ - rl_._M.p ,

I[M,,_, P:,]_ = rl.xP_. - rl_._P. ,
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:_ Ji [M. ] ( )°b

{Q°,Qb}+ = (7"c),,_P,,

[P,,p,_]_ = [P,,Qo]_ =0, (1)

where the third line means, in particular, that the Q transforms as a spinor under Lorentz
transformations. The most important equation is represented by the fourth line, which allows to
interpret the supersymmetry as the square-root of space-time.

We use the conventions in which x" - (z', t) = (z, y, z, t) and ,7 = diag(+ + +-). In eq. (1)

the _ denote the Lorentz generators in the spinor representation, _ = ½[_/_,%]_, the C is the

four-dimensional charge conjugation matrix, and the 7 _' are Dira¢ matrices in four dimensions.

2 Matrix Representation of Supersymmetry

An explicit 5 × 5 matrix representation of the N = 1 super-Poincar_ algebra (1) is known due to
Ferrara and van Nieuwenhuizen [8]

M_I_

0

0

0

0

0 0 0 0

,P.=

0

0

%(1 - 7s) 0

0

0 0 0 0 0

0 0 0 0 [(I+ 75)C],o
0 0 0 0 [(_+ _)C],°
0 0 0 0 [(i+ 75)C]3o
0 0 0 0 [(i+ _s)C],o

(1--3's)oi (i-'Y5)°2(1-7s)o3 (1-3's)°4 0

(2)

In particular, the relation [P_,, P,,]_ = 0 easily follows from the definitions % = i7172%70, ")'52= 1.

All of the momentum-component operators in eq. (2) are in fact nilpotent and, hence, the repre-
sentation (2) can serve for the massless case only. Clearly, this finite-dimensional representation
of the super-Poincard group is not unitary. Another convenient representation of the genera-
tors of the super-Poincar6 group in terms of differential operators is provided by the superspace

[7] parametrized by (z",0°,da), where 0's represent the Grassmannian anticommuting spinor
coordinates in the two-component notation:

?o = t_a , %, = .. , (3)-_a, 0 b. = (+_ri,1); a = 1,2

The representation of the super-Poincar6 algebra in superspace reads [7]

v. = M = - +
UlY
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0 0

Qo = -i_-g - (a"0._)o, _a = iff_ + (Oa"O_)&,

where the o and o are the Grassmannian left derivatives, and

This representation can be used for both massive and massless cases.

(4)

(5)

3 Little Group and Wigner-Inonfi Contraction

According to Wigner [1], the little group is the maximal subgroup of the Poincar_ group whose
transformations leave the four-momentum of a given particle invariant. For a massive point
particle one can choose a Lorentz frame in which the particle is at rest. In this frame, the little
group is clearly the three-dimensional rotation group. The whole group of Lorentz transformations
is generated by these three rotation generators Ji and, in addition, three Lorentz boost generators
K_ [1,2]. Hence, the little group of the moving (say, along the z direction) massive particle can be
obtained by boosting with the operator B(r/) = exp(-r/K3). Then the little group is generated
by

J_ =(cosh r/)J1 + (sinhr/)K2,

J_ =(cosh 77)./2 - (sinh r/)K1 , (6)

J_ =J3 .

The idea is to consider the rapidly moving massive particle for large values of I/. Then after
renormalizing the generators J_ and J_ as N1 = -(coshr/)-lJ_ and N2 = (coshr/)-lJ_, in the
infinite-r/limit one obtains

N1 =K1 - J2 ,
(7)

N2 = K2 + .]1 •

These operators and J3 satisfy the commutation relations of the E(2)-like little group for massless
particles [1,2,9] and, hence, the massless case is not needed to be considered as independent.
The supersymmetry representation theory was usually considered separately for the massive and
massless cases, while the Wigner-Inonfi group contraction provides a connection between them.

In case of the representation (2) of the super-Poincar$ algebra, let /5 = P0 + P3 be the fixed

momentum. Then it is easy _o check that the associated little group is generated by the threegeneratorsamongM._ : _ 717_, (_01+ _s_) ~ (7o+ 7_)71and (_0_+ _) ~ (70+ 7_)7,.
Taking the convenient representation of the 4 × 4 7-matrices, in which

(10)7i= -i_ri 0 , 70= -i 0 , 7s = 0 -1 ' (8)

where we have introduced the standard 2 × 2 Pauli matrices as

(01) (0i)(10)0"1 _ , 0"2 = =
1 0 -i 0 ,_3 ,0 -1

(9)
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we have

C = i723'0 = 0 -i_r2

to satisfy the defining equation C_'. = --%Tc for the charge conjugation matrix C. Therefore,

we find

(0 0-i O)(0 0 1 0)

0 0 0 i ,_'2C= 0 0 0 1
"hC= -i 0 0 0 1 0 0 0 '

0 i 0 0 0 1 0 O
(11)

0 0 i 0 ,%C= 0 0 i 0
_aC= 0 i 0 0 0 i 0 0

i 0 0 0 -i 0 0 0

Now it is easy to calculate the square root Q of the given momentum/5 in the supersymmetry

algebra:
4 4

0 = Z aoQo, = Z aoa (.y.c)o v,= 2[,, (12)
a=l a,b=l

i.e. find the appropriate numerical coefficients d_. The result is given by

/00001/0 0 0 0 0

= 2e-'"14(Q_ + Q3)= 2 e-''14 0000 0 , (13)

0000 0

0010 0

so that (_2 = /5 indeed. One should emphasize that no such notion as the little group of (_,
can be introduced, since the Q-operators are defined in the spinor representation space and that

group would be trivial. Now it becomes clear why the generators of the little group of 15 do not

commute with its square root Q.

With each massless particle one can associate a circular cylinder whose axis is parallel to
the momentum. Then one can rotate a point on the surface of this cylinder around the axis or
translate along the direction of the axis. As is well known, the rotational degree of freedom is
associated with the helicity, while the translation corresponds to a gauge transformation [3,9].
This translational degree of freedom is shared by all massless particles. In case of supersymmetry,
we can extend the contents of gauge transformations to all massless supermultiplets by considering

again the massive supermultiplets in the infinite-momentum limit.

Taking the mass value to be equal to 1 for convenience, the massive particle at rest. is charac-
terized by the four-momentum P_"_ = (0, 0, 0, 1). The same particle moving with the momentum

p along the z direction, has the four-momentum P_ = (0,0,p, V_ + 1). Renormalizing this

operator as P_ _ P-_P"m = P_, we obtain in the infinite-p limit that P_ = (0,0, 1, x/_ + p-2)

P_' = (0, 0, 1, 1), which is just the conventional choice of the four-momentum in the massless case.
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These very simple observations are still very useful in the case of supersymmetry. The super-
symmetry algebra can conveniently be represented for our purposes here in the two-dimensional
notation of eq. (3) as

{Q.,Q_}+ = a_P.,

{Q_,Q_}+ = {Qa,(_} = 0. (14)

Now, on the one hand, we immediately see that in the massive case at rest we obtain a Clifford
algebra of the form

{Q_,Q_}+ = la3 , (15)

where all of the Q-operators are active. They can be interpreted as the operators of creation and
destruction, and then used to develop the massive supermultiplets structure [6,7].

On the other hand, in the massless case we obtain instead

= (1 +

(20)1 + a3 = 0 0 ' (16)

which means the degeneracy of the supersymmetry algebra. Eq. (16) can be obtained from
eq. (15) in the infinite-momentum limit after the renormalization Qm,s, ---* Qma, Bl¢, induced by the

transition P_.r ---* P_' discussed above. This gives rise to the reduced supermultiplets structure
since only a half of the Q-operators are now active. The rest represents the supersymmetric
gauge transformations which always accompany the massless supermultiplets containing photino
or gravitino in this picture (their role is to kill the redundant degrees of freedom), just like
the invariance under the translational gauge symmetry is associated with photons and gravitons
[2,10].

The main point of our brief discussion is that the massive and massless cases in supersymme-
try should be considered on equal footing, the connection between them being provided by the
Wigner-Inonii contraction, which has a clear physical meaning. Of course, this fact is already
known and can be read off, in particular, from the contents of Refs. [11,12]. Nevertheless, we
would like to stress its conceptual simplicity in this paper, and give it in the most obvious way,
which was not presented in the past.
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TABLE I. Symmetries of massive and massless particles

The first two rows display the unification of the energy-momentum relations and the internal
symmetries of massive and massless particles, as given in Ref. [5]. The third row means that
supersymmetry can also be included into this picture.

Energy

and

Momentum

Spin, Gauge

and

Helicity

Supersymmetry

Massive

or

Slow

$3

S1 ,5'2

Q1,Qi

between ---*

_ E= v/"m_ + p_ _

Little Groups ---*

Square Root

of Space-Time

Translations

Massless

or

Fast

E=p

Gauge Transformations

Q1,(_i

Non-Active Charges
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Abstract

We show that Dirac (Kemmer) equations are intimately connected with (para)supercharges

coming from (para)supersymmetric quantum mechanics, a nonrelativistic theory. The

dimensions of the irreducible representations of Clifford (Kemmer) algebras play a fundamental

role in such an analysis. These considerations are illustrated through oscillatorlike interactions,

leading to (para)relativistic oscillators.

1 Introduction

Supersymmetric quantum mechanics (SSQM) as initiated by Witten [1] is

characterized by a superposition of bosonic and fermionic operators, leading from an

algebraic point of view to the so-called Lie superalgebras [2]. It is now well known [3] that

some of their generators i.e. the supercharges, can be related to Dirac hamiltonians if the

spin-orbit coupling procedure [4] is under study. In particular, when oscillatorlike

interactions are considered, this connection gives rise to the Dirac oscillator [5] whose

nonrelativistic limit corresponds to an ordinary harmonic oscillator with a strong spin-orbit

coupling term.

Moreover, extensive studies have recently combined bosons and parafermions [6]

leading to parasupersymmetric quantum mechanics (PSSQM) [6,7,8]. The Lie structures

subtended by this generalized context are now referred to as parasuperalgebras [9]. We

plan to show [10] here that the corresponding parasupercharges can be connected with

Kemmer hamiltonians [1 1] when a specific procedure of parasupersymmetrization,

compatible with Kemmer algebras [12], is considered. We also prove [1 3] that the
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n0nrelativistic limit of the associated Kemmer oscillator is an ordinary harmonic oscillator

still coupled with a spin-orbit term but where the values of the spin involved in this term

are now zero or one.

The contents of this communication are then distributed as follows. In Section 2, we

point out the connection between SSQM and Dirac hamiltonians through the free case

and the harmonic oscillator one. Then, in Section 3, we visit the extension to the

parasupersymmetric context by considering again the free and the harmonic oscillator

contexts.

2 Supersymmetric Quantum Mechanics and Dirac Formalism

Let us recall that the N=2-supersymmetric quantum mechanics [1] is characterized

by the existence of two supercharges Q1 and Q2 satisfying the relations

/Q a QI_I = 25 H/ ' I al_ ss '
(2.1)

Hss,Q _ = 0 , a,13 = 1,2 , (2.2)

where Hss is thesupersymmetrichamiltonian. In the so-called spin-orbit coupling

procedure [4], these supercharges are realized through 4 by 4 matrices associated with

the irreducible unitary representations of the unitary Liesuperalgebra su(212) [14],

when the 3-dimensional spatial context is under study. More precisely the free case

corresponds to

4 2

P--- (2.3)
Hss = 2m '

1___ J pJ
Qc, = 12m q_a ' a = 1 ,2 , (2.4)

i

where the sum over repeated indices is understood. As the hermitian matrices q)'

generate su (212), we can propose the following choice

goJ1 o_j J = i J= , £o2 13,, , (2.5)
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leading to identify the free Dirac hamiltonian H D with

HD-oc-p+ml3 = 12m Q_+m_. (2.6)

Here the velocity of light is taken to be one. The second supercharge leads to a new

Dirac hamiltonian unitarily equivalent to the usual one given by Eq. (2.6), as it is easily

verified through

U = -_1 (I+iJ3). (2.7)
12

The harmonic oscillator case can be studied in a completely parallel way. Its

supersymmetrized version is characterized by

P2 +lmo) +(3+ • ) ,x 2L ® (2.8)Hss = 2m 2 2

l--J-- (_.. p - i m o) 13_. x ) (2.9a)
Q1 = ;2 m

These two supercharges (2.9) give rise to two (unitarily equivalent) Dirac hamiltonians by

using analogous identifications to (2.6), the first one coinciding with the Dirac oscillator

proposed by Moshinsky and Szczepaniak [5]. These two operators lead to the same

nonrelativistic limit [15] i.e. an ordinary harmonic oscillator with a strong spin-orbit

coupling term.

3 Parasupersymmetric Quantum Mechanics and Kemmer
Formalism

The relations characterizing the N=2-parasupersymmetric quantum mechanics in

terms of the two parasupercharges Q1 and Q2 write [10]

Q3"3Q_QaQ__ = QaHpss ' (3.1)
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2} _Q32 Qa,QI_ -Q_QaQI_ a = QaHpss ' (3.2)

- = 0 a,13 = 1,2 , (x ¢ 13 (3.3), H PSS' Qa '

where H PSS is the parasupersymmetric hamiltonian and where there is no summation

on repeated indices.

The 3-dimensional free case is still associated with (2.3) and (2.4) but now the

J correspond to the Kemmer algebra K (4) [12]matrices _p_

°l}J I_Jl [13° I}J! J = i I_ (3.4)= L , J ' (1)2 ' i'

Herethe matrices _, satisfy

13 13v13_+i3x13v13" = 2g,,,_x+2gvx_, , goo = "gii = 1. (3.5)

This realization enables the following identification for the free Kemmer hamiltonian [11]

[io 13j] o oH e = , ,pl+ml_ = 2"(2m Ql+ml3 , (3.6)

and it also ensures a new proposal with respect to the second parasupercharge, unitarily

equivalent [10] to the one proposed in (3.6).

The harmonic oscillator context is subtended by parallel identifications leading in

particular to

H =il3°,l_J]pJ+imo0{l_°,i3J}x j. (3.7)

The nonrelativistic hamiltonians corresponding to (3.7) in the spin 0 and spin 1 cases are

respectively given by [13]

H _2 + im 2x2 _
o 2m 2 2

(3.8)

H1 = 2m _-mco - _ 3+2 - ,
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where S j (j = 1,2,3) refer to the 3 by 3 spin 1 matrices. Through these results, the

system described by the hamiltonian (3.7) is called the Kemmer or pararelativistic

oscillator [10].
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Abstract

We calculatethe algebra of the observablesfor 2+1 super de Sittergravity,for

one genus of the spatialsurface. The algebra turns out to be an infiniteLie algebra

subject to non-linearconstraints.We solve the constraintsexplicitlyin terms of five
independent complex supertraces.These variablesare the true degrees of freedom of

the system and theirquantized algebrageneratesa new structurewhich we referto as

a "centralextension"ofthe quantum algebraSU(2)q.

1 Introduction

The discovery by Witten that many gravity theories in 2 + 1 dimensions axe equivalent to

Chern Simons theories,and are in principleexactly quantizable, has sparked a great deal of

interestin theirstudy [1].Perhaps the key obstacle in carrying out thisquantization explicitly

has been our poor understanding of the observable phase space. Pure Chern-Simons theories

in vacuum axe locallytrivialand interestingsituationsariseeither in the presence of sources

or when the topology of the space-time manifold isnon-trivial.In either case, the observable

degrees of freedom for the fieldtheory are the traces of the holonomies (alternativelycalled

the integrated connections) associated to non-contractible loops of the space-time manifold

M, which are classifiedby the fundamental group _rt(M). These traces span the reduced

phase space of the theory in a highly redundant way. Indeed, the group 7ri(M) is infinite,

while the dimension of the reduced phase space is known to be (2g - 2) × dirn(_), where

is the Lie algebra considered in the Chern-Simons action. The traces are subject to non-

linearconstraints (NLC) which depend on the characteristicequation for the matrices in the

defining representation. Our approach here isto firstreduce the classicalsystem to a finite-

dimensional observable phase space and then quantize. Unfortunately, this is an extremely

dii_culttask, which has only recently been solved for arbitrasT genus in de Sittergravity 12'.
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The reduced pha_ space is well-understood for any genus in Poincard gravity [3],but in terms

of inhomogeneous variables which have not yet been generalized to curved spacetimes. The

purpose of thiscontribution isto provide the reduced phase space for one genus in 2+1 super

de Sittergravity.

2 The Algebra of Supertraces

Following previous discussions, we will consider the case when the space-time manifold has

the topology Air - _E × R, where R is the time and _ is an arbitrary closed, orientable two-

dimensional surface of genus g. Also we will restrict the discussion to only one genus of such

a surface. The Poincar(_ [4,5], de Sitter [6], and conformal [7] cases have been previously

discussed along these lines and the Poisson bracket algebra of the traces calculated. The

quantized version of the algebra of observables for the de Sitter case provides a realization of

a pair of commuting SU(2)q quantum algebras [8].

Witten's formulation of 2+1 dimensional gravity theories as Chern-Simons theories has

been extended to the supersymmetric case in Ref. [9], where the super de Sitter case is studied

by considering the orthosymplectic group OSp(l]2; _' ) as the gauge group. The system is

described by the Chern Simons action [10],

I= _Tr dA--_AAA

where A - A_dx _' ( _ - 0, 1, 2) is the superconnection

AA, (1)

A = AATA = e"P,,+ W°Jo + x°U_ + O_v_, (2)

which takes values on the Lie algebra of OSp(II2; • }. Here TA : (Pa,Ja, U_.,Va), where

Pa, Js(a - 0, 1,2) are the bosonic generators and Ua, Va (a - 1,2) are the fermionic ones. The

fieldsXa, e a are spinors whose components are odd Grassmann numbers.The trace in Eq.(1)

isdefined in terms of the group-invariant non-degenerate bilineartensor

0 17a b 0 0

r}ob 0 0 0
Tr(TATB) - DAB -- 0 0 --2ea_ 0 ' (3)

0 0 0 2e_

where rlab = diag(-1,1, 1),e,n_ = -e/_,,, with e12 = -t-1 and ea-T e_/_ = 6_. The generators

satisfy the superalgebra of OSp(ll 2); V) which is given in Ref. [9].

The constraints equations that follow from (1) imply that A is a pure gauge, that is

A =d¢¢ -1 where ¢ E OSp(ll2; _). The Poisson brackets of A are easily calculated from the

action (i)[hi,

{A'{x),Ai(Y)} P.B. = -2e'i M 6](x - y), {4a)

where x,y are generic points on the _, i,j = 1,2 are spatial vector indices on Z, e_i = -_,

with _1] = +1 and
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1 (u_®u=
M - DABTA ® TB = Pa ® Ja + Ja ® Pa + 2 - Va ® V a) (4b)

with DAC DCB = 6BA.

Let us consider two generic points P, Q on E and a path p joining them, parametrized by

x(t), t E [0,1] with x(0) = P and x(1) = Q. The solution to the differential equation

,/,R
= = A,¢ (5)
dt

subject to the boundary condition ¢(0) = 1, where At =- AaT a is a tangent vector along p,

will depend only on the homotopy class of p and it is denoted by ¢(p) (see Ref. [6] for details).

For a second path p' with end points Q, R we have the solution ¢(p') of (5). The solution for

the path p_p, with end points P, R is then

¢(p'p) = ¢(p')¢(p). (6)

By restricting to closed paths, this equation defines a group homomorphism ¢ : 7rl(E) -+

OSp(l[2; _). The fundamental group of the surface E based on the point B, _rz(E,B), is pre-

sented via 2g generators u_, v_ i = 1, ..., g which satisfy the relation uzvxu-_XVxX...ugvgu_Xv_ 1 =

1.

Let ¢,¢ be generic elements of OSp(ll2;_ ). The Poisson brackets of the integrated

connections ¢(p), ¢(a) of two elements of rl(E), with base points P, Q respectively, which

have a single intersection may be calculated from (4) by a procedure already established in

Refs. [4,6]. The result is

{,_=_(p), ¢. " (o)}p._.= 28(-z) [(,¢_)-,('_))(g(°)-g(,))+(go')-_(°))(g(")-g(°))l
M_s '_ ¢, _(p_)xb-- _(pl)¢_ v (a,)¢_ Seal) (7)

where M_e _ = DAS(TA)_ _ (Ta)e _. The subindex / (f) labels that part of the path before

(alter) the intersection and a = _(p, a) = -s(a,p) = =El is called the intersection number.

The integrated connection ¢(p) is not gauge invariant, but the supertrace C(p) -

Str¢(p) = (-1)g(") Xbc," is, namely:

c(p) = c(=,p=,-_) (8)

with p E lrz(a) and u being any open path. Equation (8) expresses the invaxiance of C(p)

under a change of the base point of _ri (a). Thus, one can calculate the Poisson bracket of two

closed paths p and a based on two different points P and Q respectively and make P = Q after

the calculation, so that p, a become elements of 7rz(a; Q). By supertracing (7) one obtains [13]

{ c(p), c(o) }.B = ,_V_ (C(po) - C(po-')), (0)

for paths with a single intersection or with no intersection (s = 0). This result is the same

that has been obtained for the de Sitter, Poincaxd and conformal groups [4-7].
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By repeated use of (7) and with the help of (6) we obtain the following general formula

for the Poisson brackets of elements p, a of _ri(E; Q) with n intersections

{C(p), C(a) >P.B. = iv/-_Z s, (C(pka,) --C(akpk I)), (10)

k=1

where sk isthe intersectionnumber of the k-th intersectionand the subindex k on each path

means that the product of them is constructed by taking the k-th intersection point as the

base point, instead of the point Q.

Any matrix _b(p) which is an element of OSp(I[2; _) satisfies the generalized Cayley-

Hamilton identity

_(p3)_(o(,)+2)(_(p2)-_(,))_I= 0.

Multiplying (11) by _b(ap -1) and supertracing one obtains the non linear constraint

(ii)

R(p._)- o(,)C(p_)- o(p)o(_)- 0(,2o)+ O(p_-')+ 20(,_)- 20(_)= o. (12)

In order to obtain the algebra of observables we must take into account the relation (12). This

relation appears to be an ideal of the traces algebra. Although we were not able to obtain an

algebraic proof, computer calculations in various examples indicate that R has zero Poisson

bracket with the traces, as in the ordinary de Sitter case [6]. This implies that the relations

(12) hold "strongly", i.e. that they can be used within the Poisson brackets (10).

Fortunately, it is possible to solve the relations R(u,v) = 0 explicitly, by expressing

all traces on one genus in terms of five fundamental ones, which can be chosen as C(u) --

A, C(v) = B,O(uv) = C, C(uv 2) = D and C(uvu2v 2) = E. This property can be shown

to be a direct consequence of the identity (12).

Finally, we can calculate the algebra satisfied by these variables. To this end it is more

convenient to define the following combinations of the basic traces previously introduced

I+A I+B l+O
X= -- Y= --, Z=--

2 ' 2 2 '

1(*+° 1V= _ -_ +X-2YZ ,

I+E
U=

2
Z(I + 8XYZ - 4X 2 - 4Y 2

+ 8(X + Y)V + 4V).

(13)

This choice is dictated by the property that in the de Sitter limit (fermionic variables equal to

zero) X, Y and Z go into the variables used in Ref. [6], while U and V go to zero. The Poisson

brackets of these variables can be computed with the help of (10), assuming that the relations

(12) are indeed an ideal of the algebra. We find

{X,Y}p.a" = isV_(Z - XY - V),

{x,V}p.8. = {x,u},,.s. = {u,v}p._. =o,
(14)
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plus cyclical permutations of X, Y, Z.

We quantize the above system using the correspondence principle XY- YX =

{X, Y}P.B. and symmetrising the XY product. The result can be written as

ihx

elO/2XY - e-iO/2YX = 2isinS/2 (Z - V), (15)

and cyclical, where, tanS/2 = _ and U,V are central elements. The de Sitter limit (U =2

V = 0) on Ref. [6] is clearly recovered from Eqs. (15) now in terms of arbitrary complex

variables X,Y and 2. The algebra (15) provides a central extension of SU(2)q [14], with V

being the central charge.

3 The NLC Constraints

These are relations among the supertraces (see for example Eq. (12)), which constitute

the basic tool for reducing the original infinite dimensional supertraces algebra to a finite one.

A general way of obtaining such relations is starting from a Cayley-Hamilton type identity

satisfied by the matrix. In the case of a supermatrix M, the characteristic polynomial is not

given by p(x) = Sdet(M- xI), and the problem of constructing such polynomial in the general

case seems to be still an open one. The basic definition is p(x) = II_(A_ - x), where A_ are the

eigenvalues of M and the idea is to translate this into =simpler" operations which would bypass

the explicit calculation of the eigenvalues. In the case of an arbitrary 2 x 2 supermatrix with

entriesMI2 = a, M12 = cz, M2t = _, M22 = b, where a,b (cx,_) are even (odd) Grassmann

numbers, the characteristicpolynomial is

p(x) = (a - b)x2 - Ca2 - b_ + 2_Z)_ + (abCa- b) + Ca+ b)_/_), (16)

and one can verify that p(M) - 0 as a matrix identity. Another explicit example of such

polynomials is Eq. (11) which corresponds to a particular case of a 3 x 3 supermatrix.
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Abstract

The quantum state of a wormhole can be represented by a path integral over all asymp-

totically Euclidean four-geometries and all matter fields which have prescribed values, the

arguments of the wave function, on a three-surface which divides the spacetime manifold

into two disconnected parts. Miuisuperspace models which consist of a homogeneous mass-

less scalar field coupled to a Friedmann-Robertson-Walker spacetime are considered. Once

the path integral over the lapse function is performed, the requirement that the spacetime

be asymptotically Euclidean can be accomplished by fixing the asymptotic gravitational mo-

mentum in the remaining path integral. It is argued that there does not exist any wave

function which corresponds to asymptotic field configurations such that the effective gravi-

tational constant is negative in the asymptotic region. Then, the wormhole wave functions
can be written as linear combinations of harmonic oscillator wave functions.

1 Introduction

Wormholes have been considered as instantons, solutions of the Euclidean Einstein equations,

which consist of two asymptotically Euclidean regions connected by a throat [1,2]. These classical

wormholes are saddle points of the Euclidean action and therefore, they allow the Euclidean path

integral to be approximated semiclassically. One makes the dilute wormhole approximation in

which the wormhole ends are far apart from each other, so that one can consider that wormholes

do not interact and then, they can be treated separately. Wormholes on the Planck scale may

affect the constants of nature and, in particular, may provide a mechanism for the vanishing of the

cosmological constant [3,4]. Wormholes may play an important role in solving problems associated

with the complete evaporation and disappearance of black holes [2]. However, classical wormholes

may only exist for very special types of matter, those which allow the Ricci tensor to have negative

eigenvalues [1,5,6]. This may place a strong restriction on the possibility that wormholes have any

role in these processes.

However, we need not restrict ourselves to such a semiclassical treatment and the special types

of matter that it requires. More generally, one can regard wormholes as solutions of the quantum

Wheeler-DeWitt equation with some suitable boundary conditions. Hawking and Page [7] have
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proposed that the boundary conditions are as follows. The wormhole wave function can be repre-

sented as the path integral over all asymptotically Euclidean four-geometries that match a given

compact three--geometry which is the argument of the wave function. This can be interpreted

as saying that there are no gravitational excitations at infinity (i.e., at large distance compared

with the characteristic scale of the wormhole). An extra surface term which eliminates the in-

finite contribution that comes from the asymptotically Euclidean region should be added to the

action. It will be seen that, once the path integrals over the lapse and shift functions have been

performed, the requirement that the spacetime is asymptotically Euclidean is equivalent to the

fixation of the asymptotic gravitational momentum [8]. Also, one must integrate over all matter

fields which have no sources in the asymptotic region. This reflects the fact that there are no

matter excitations at infinity. This is accomplished by requiring that the matter Hamiltonian

must vanish asymptotically. If one considers a coupled scalar field with a potential as the matter

content, this means that, at infinity, the field must approach an homogeneous configuration at

which the potential has a vanishing minimum [8].

In what follows, we shall study a massless homogeneous scalar field minimally and conformally

coupled to a Friedmann-Robertson-Walker (FRW) spacetime. It turns out that, as in many other

physical theories, harmonic oscillators are present in wormhole physics. In fact the wormhole wave

functions, in these models can be written in terms of harmonic oscillators wave functions.

2 Minimal scalar field

We shall consider a massless homogeneous scalar field q_(r) minimally coupled to a FRW whose

metric can be written

ds 2 2G3____/ N2(r) 2 )= _dr + 2q(r)dfl]_, (1)

where N(r) is the lapse function which measures the proper time separation between two neigh-

whose radii are represented by _. The action for this system takesbouring three--spheres

the simple form

f0 ° 1 1) 1 -2 2] = dr (_rqdlrc_/b - NH), H = -_ (-_r_q + + -_q 7re, (2)

whre H is the Hamiltonian and the relations between the canonical momenta _%, _r_, and the time

derivatives of the variables are given by _'q = -O/N, _r# = q2_/4N. The wormhole wave function

is defined by the path integral over all asymptotically Euclidean four-metrics and over all scalar

fields whose asymptotic configuration is given by a constant value _o. If the four-metric is going to

/"be asymptotically Euclidean, then the variable q must have the behaviour q(r) ._ drN(r) when

r ---+o0, as can be seen from the expression for the line element. This means that the asymptotic

condition must be rrq(e¢) = -1. Since we have to fix the asymptotic momentum rather than the

canonical variable q, it will be necessary to introduce the term rqq[,___-_ in the action, so that the

variational problem associated to it, subjected to the boundary conditions mentioned above, be

well posed. Therefore, the action will have the form I = ]- _'qq[,=oo.

274



Under time reparametr[zations defined by the transformations

,hN(r) = t(r), ,5¢ = {_,eH}, _Tr( = {Tr(,eg}, (_ = q, ¢) (3)

thevariation of theactionisM= -e(O) [ ___q,(¢_'({('H}-H] +2e(oc)H Ir=_. The boundary
"r_O

conditions ensure that H[_.=o = 0 and, therefore, the action will be invariant under transformations

such that e(0) = O, i.e., that do not change the arguments of the wave function, which are defined

at "r - 0: q(0) = q', ¢(0) = ¢'. The wave function can, then, be written as

=] VNf .h II (4)
(=q,¢

where C,,h is the set of histories which satisfy the boundary conditions, F is the gauge fixing

condition that singles out a representant of each equivalence class under time reparametrizations

and Alp is the Fadeev-Popov determinant which ensures that the path integral does not depend

on this choice. It is easily seen that the simplest admissible [9] gauge fixing condition is N = 1.

Any other history N(r) can be obtained from this one by means of the time reparametrization

whose coefficient e(r) is the only solution to the equation N(r) - 1 = _(r), subjected to the

fcondition e(0) = 0. This solution is e(r) = -r + drN(r). The Fadeev-Popov determinant is

independent of the integration variables and, therefore, the wave function acquires the form [8]

(q" ¢') = fc,,h DqD_r'D¢:Drc_e-I["¢']' (5)

where I [q, 6] = _0_r (_'q_ + rcq_ - H) - q_', ]_-=_, and Cwh is the set of histories such that

,_(_) = -1, ¢(_) = S0. (6)

q,rq = xTr_+ t,rt, _r, = 2(z_r, + tTr.), (7)

q(O) = q', 6(0) = ¢',

With the change of variables [10]

q = (z2 _ t2) ½ 1 t' ¢ = 2 tanh-Z -'x

the action takes the simple form

I

The boundary conditions (6) transform into

H=_I (-Tr_ + _rt2 + 1) (s)

z(0) =q'cosh2¢', t(0) =q'sinh2¢', _r,(oo)=-cosh2¢0, 7rt(oo)=sinh2¢0. (9)

and the measure into DxT_t:Drx:D_rt, because the Jacobian is equal to one.

To do the path integral

_o (q', ¢') = f (10)
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with the boundary conditions (9), it is convenient to shift the integration variables

x (r)--£. (r)+ X (r), t (r) --/(r) + T(r), (11)

where _ and [ correspond to the classical solution of the variational problem associated with (8)

which satisfies the boundary conditions (9). Explicitly, this solution is

2.(r)=rcosh2¢o+q'cosh2¢', [(r)=rsinh2¢o+q'sinh2¢'. (12)

The new variables X and T satisfy the conditions: X (0) = T (0) = O, Px (c_) = PT (_c) = O.

Then, the action (8) splits into two parts

I[x,t] = Io [£,t-] + I2[X,T], (13)

where Io [_, t-] = q' cosh (¢'- ¢0) is the action for the classical solution (12) and

1 (_p_ + p_)} (14)

The linear term 11 [_,[,X, T] vanishes identically due to the fact that (12) is a saddle point of

the action (8). The measure in the path integral (10) is directly changed into :DX:DPxDTDPT.

I0 does not depend on X or T and then, can be taken out of the integral. The remaining path

becomes /Z)XZ)Texp_-¼/'-dr(-X2+ T2)} which is independent of q' and ¢' andintegral
• / k. dddU-

therefore, it turns out to be a numerical factor [10]. Thus, up to numerical prefactors,

• _ (q, ¢) = exp {-q cosh 2 (¢ - ¢0)}, (15)

which had already been found as a solution of the Wheeler-DeWitt equation [11]. This wave

function can also be written as a linear combination of harmonic oscillator wave functions

ql_0(q,¢ ) = _ _(¢o)ql,,(q,¢), c,,(¢o) = sinh" ¢o (16)
n=O cosh n+l ¢0

where _,,(q, ¢)= ¢,, (_/_'qcosh ¢)¢,_ (v/_sinh gl) and ¢,_(x) are the harmonic oscillator eigen-
functions.

This wave function behaves in a regular way when the three-geometry degenerates. However,

the linear combination
+0¢

_k (q, ¢) = f_ood¢oe-' *° (q, ¢) (17)

is an eigenfunction of the operator :re with eigenvalue k and therefore, has non zero flux through

each three-surface. This wave function cannot close off with a four-geometry and will oscillate

an infinite number of times when the three-geometry collapses to zero. In fact, once the integral

over ¢0 is performed, the wave function (17) takes the form

• k (q,¢)= (is)
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where Kikl2 (q) is a modified Bessel function of imaginary order. This wave function will oscillate

for q < Ik/21, while for q > Ik/21, it will decrease exponentially. Thus, Ik/21 can be considered

as the throat radius of the wormhole [7]. Since (17) is a Fourier transform, it suggests a kind

of uncertainty relation between the asymptotic field and the wormhole throat radius. This could

be expected because k does not only represent the throat size but it is also the eigenvalue of the

momentum conjugate to the scalar field and therefore, k and if0 naturally satisfy an uncertainty

relation [11].

3 Conformal scalar field

When an homogeneous scalar field _a (r) is conformally coupled to a FRW spacetime, the path

integral which defines the wormhole wave function can also be done explicitly in a similar way.

The FRW metric can be written in the convenient form

ds 2 = _a2(r) (dr 2 + df_) . (19)

With the field redefinition _ (r) = X (r) a -1 (r), the Euclidean action for this system becomes

l fo_.(_a _ a_ _ laI = _ - + + x_)+ _; (a_- x_)I=_. (20)

The boundary conditions are, in this case,

a (0) = a', qa(0) =_a'= X-- _ti(oo) = 1, _a (oo) = _X(o¢) = _0. (21)
a t _ a a

The conditions at r = 0 indicate which are the arguments of the wave function. The conditions at

r _ _ mean that the spacetime is asymptotically Euclidean and that the field _ takes the value

_0 at infinity. The wormhole wave function will be labeled by the asymptotic field value _o:

_P_o (a', X') = fc.h _DaDxe-l[_'x]' (22)

where C,,h is the class of histories that Satisfy (21).

Let

1+_0_ ( 2_ox'_a(r) = a' cosh r + 1 _-""_oa' - -- sinh r,- 1+_ /

1 +_a°2 (_ X') (23)_(r) = X'cosh r + 1 _a--"---_ a'- sinh r

be the solution of the classical equations of motion that satisfies (21). Then, as in the case of

a minimal coupling and due to the fact that the action is also quadratic, under the shift of the

integration variables a = a + A, X = 9_+ X, where the new variabtes A and X are such that

A x
A(0) = X(0) = 0, _(oo) = 1, _- (oo) = _oo, (24)
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the path integral (22) transforms into

q/_0 (a', X') = e-l°(_"x') / DADXe-12[A'X], (25)

where h [A, X] does not depend on a' or X' and I0 (a', X') is the action of the classical solution

(23). Then, up to numerical factors,

q%o(a,x)=exp{-_(_+_°2'_(__,o2] a2+x _

As it was expected, this wave function is also a solution of the Wheeler-DeWitt equation. The

condition

_002< 1 (27)

must be fulfilled by the asymptotic field in order to have a positive effective gravitational constant

in the asymptotic region [8]. Then, (26) will represent the wormhole wave function. Condition

(27) will also allow us to write this wave function as a linear combination of those obtained in [2]

and [7], as it happens in the previous section:

o_

q%o (a, X) = _ qo_ (1 - _o2) ½ 9,, (a, X), (28)
_0

where qG, (a, X) = ¢,,(a)¢,,(X).

4 Summary and conclusions

In the context of the minisuperspace models which consist of a homogeneous massless scalar field

minimally and conformally coupled to a FRW spacetime, it has been performed the path integral

that defines the wormhole wave function. The wormhole boundary conditions require that the

spacetime be asymptotically Euclidean. This implies that the asymptotic gravitational momentum

must have a given value at infinity. Therefore, a surface term which takes this fact into account

must be added to the action. The path integral over the lapse function can be interpreted as

a sum over all proper time separations between the asymptotic region and the surface in which

the arguments of the wave function are defined. This separation is infinite and, therefore, the

whole sum is trivially reduced to a single contribution. The action is quadratic and this allowed

us to perform the whole path integral. The problem of the unboundedness from below of the

action is harmless in these models, since the unbounded part can be isolated in a term which

does not depend on the arguments of the wave function and can, therefore, be factored out of the

wave function. In the case of a conformal scalar field, one must also impose the condition that

the asymptotic gravitational constant be positive. When this physical requirement is satisfied,

the wormhole wave functions can be written as linear combinations-of harmonic oscillator wave

functions.
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Abstract

Assuming trivial action of Euclidean translations, the method of induced representations

is used to derive a correspondence between massless field representations transforming

under the full generalized even dimensional Lorentz group, and highest weight states of

the relevant little group. This gives a connection between 'helicity' and 'chirality' in all

dimensions. We also state restrictions on 'gauge independent' representations for physical

particles that this induction imposes.

1. Introduction

For d = 2n + 2, the generalized Lorentz group SO(2n + 1, 1) commutation relations are

[JAB, JCD] : i(SAC JBD -I- 5BDJAC -- 5ADJBC -- _BCJAD) (1.1)

with A, B = 0,... (d - 1) where 5 is the d dimensional Kronecker symbol (SAB = 1 if A =

B; 0 otherwise), the boosts in the ith direction are defined as

Ki = iJio = -iJoi (1.2)

and for i,j 7_ O, the rotation generator in the i,j hyperplane is Jij --- -Jji.

Alternatively, the commutation relations may be written

[JAB, Jco] = i(9ACJBD + gBDJAC -- gADJBC -- gBCJAD) (1.3)

where g = diag(-1,1,...,1,1) with the boosts generated by

Ki = Jio = -Joi (1.4)

and the rotations generated by Jij = -Jji,fori 7_ j. The -1 in the metric in (1.3) arises

from the i on the boost generators in (1.1) ; to 'Wick' rotate the noncompact algebra to

the compact algebra of the special orthogonal algebra SO(2n + 2), or vice versa,

SO(2n + 1,1) _ SO(2n + 2)

iJio _ Ji,d (1.5)

g_5.
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S0(2n+2) =_ D,+, hasrank = n+l, dimension = (n+l)(2n+l), #ofroots = 2n(n+l),

# of positive roots = n(n + 1), # of simple positive roots = (n + 1), where the roots

are all the raising and lowering operators in the algebra, the simple roots are the linearly

independent raising or lowering operators, and the positive simple roots are just the linearly

independent raising operators in the algebra.

The relevant little group of Wigner is defined to be the maximal subgroup of the Lorentz

group that leaves invariant the 'standard' momentum of a particle in d = 2n+2 dimensions.

We choose our massleas particle to be moving in the d- 1 direction with d momentum

k u = (k,0,...,k);_ = 0,...,d-1. For d= 2n+2 the little group is generated by the

n commuting rotations Jl=, Ja4,.--, J(2,-1,2n) which will be the Caftan generators (and

hereafter the 'weight notation', notated by a subscript W, will refer to the specification of

a state in terms of the eigenvalues of this ordered set of Cartan generators), and the 2n
'translations'

L + = Ji,_,+l + iJi,o, i = 1,...2n (1.6)

which, using (1.1) can be seen to form an Abelian subalgebra

[L,+, =0. (1.7)

Each translation indexed by i is a sum of a boost in the ith direction and a rotation in the

i, d - 1 plane. The commutation relations of the little group are

[L,+, =0

[so, = i(eikL;- +)
[Jij, Jkt] = i($ikJjl -- permutations).

(1.8)

The little group (1.8) is not semi-simple (it has an Abelian subalgebra of translations) and

is isomorphic to E(d- 2), the Euclidean group in d- 2 dimensions.

L_ .= Ji,2n+l - iJi,o = L + - 2iJi,o (1.9)

also form an Abelian subalgebra (but they do not belong to the little group for above

choice of standard momentum), since

Note also that

[LT,L-_] =0. (1.10)

[L+,Lf] = 2iJij,i ¢ j

= 2J:n+a,o,i = j

and under complex-conjugation

(L+) * = -L_-

(L_-)* = -L +.

Much will be said about the significance of L + shortly.

(1.11)

(1.12)

282



We now state a key assumption: the translation generators annihilate physical

states. There are a number of reasons for this: (1) Finite dimensional representa-

tions only: The group transformation corresponding to the translation L +, is written

as D+(xi) = e-ix'L,'+; the dimensionality of the representation is characterized by the

length of the translation vector )--_i X_" For finite dimensional representations the transla-

tion parameter Xi = O, Vi. (2) Gauge-independence: In general, an eigenstate of the Caftan

generators of the little group J12,... J(2n-l,2n) is not an eigenstate of the translation gen-

erators L + since they do not commute. The eigenstates of the Caftan generators can be

written as the d dimensional polarization vectors (e.g. in four dimensions the generator J12

which generates z-rotations has the eigenvectors e_ = (0, 1, +i, 0)). It can be checked, for

instance, that the transversality condition required for the photon vector potential to be a

Cartan eigenstate is not invariant under finite translations. In fact, the translations gen-

erate effects identical to Abelian 'gauge' transformations [1] [2]. Thus the requirement of

trivial translations is the requirement that only 'gauge independent' objects be considered.

We believe that these two consequences of trivial translations are desirable from the point

of view of making a scattering theory for a finite number of physical degrees of freedom

without auxiliary conditions, as in [3] [4]. (a) 'Factorization' of invariant operators: It

can also be shown as a rather nontrivial consequence [5] that the eigenvalue of an invari-

ant operator in the enveloping algebra of the higher dimensional Lorentz group factorizes

into the eigenvalue of a generalized Pauli-Lubanski pseudovector and and a simple factor

related to the boost generator.

2. The Main Theorem

Only the main results are highlighted here and the interested reader is referred for fur-

ther details to [6]. Define a physical .field A as a representation transforming under the

full higher dimensional Lorentz group and obeying the condition of trivial translations

L+A = 0, i -- 1, 2... 2n.

Main Theorem: A physical field A is a highest weight of the Lorentz group.

Proof: Take the full group to be SO(2n + 1, 1). The little group is then E(2n). By

definition, a physical field is annihilated by all the translations L+,... L+,,. Now, a highest

weight is by definition the state annihilated by all the linearly independent raising opera-

tors. For SO(2n + 1, 1), which is rank n + 1, we need thus to find the n + 1 positive simple

roots and show that they all annihilate the physical field. To this end, we first want to

prove the following fact:

Lemma: All the raising operators can be made using linear combinations of the translation

generators.

Proof of Lemma: Since there are 2n available translations, and n + 1 required linearly

independent raising operators, for n > 1, i.e. for four dimensions or more, there are cer-

tainly enough translations available to make all the linearly independent raising operators.
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We choose the Cartan generators in SO(2n + 1, 1) to be J12,..., J2,-3,2,-2, J2n+l,0. We

claim that the complete set of linearly independent raising operators for n > 1 is

(2.1)

52+n_l + iLTn.

For instance, for the four dimensional Lorentz group (n = 1) the two linearly independent

raising operators are L + ± iL +. To check, in any dimension that (2.1) is indeed the

complete set of linearly independent raising operators, commute each member of the set

with the Cartan generators using (1.1) and (1.8) to obtain the coordinates of the positive

simple roots in the Caftan basis. Translating this to the Dynkin basis [6] [7] obtain the

rows of the Cartan matrix. But since the rows of the Cartan matrix are defined to be

the coordinates of the linearly independent raising operators under commutation with the

Cartan generators, (2.1) is in fact all of them. With the physical field condition and (2.1)

the theorem is proved. QED

Note that using (1.11) we obtain

[L_ + iL++l,Li - iLk+l] = 4(J2,+1,0 + Ji,i+l), i --_ 1,3,5,2n - 1 (2.2)

and

[i + - iL+,L-Z + iL_] = 4(J12 - J3o). (2.3)

Since the right hand side lies in the Cartan sub,algebra, the lowering operator corresponding

to each of the raising operators is obtained by replacing L + --_ L_-, i --_ -i in (2.1). With
the definition

E +1,1,o ..... o = A+ =- L+ + iL+

E + A +-
-1"'°'"° = -L+-iL+ (2.4)

E_,_l,o,..., o = A- - L 1 - iL 2

E-1,-1,o ..... o = A+ - L-Z + iL_

where the subscripts on the roots E denote the eigenvalue under commutation with the

Caftan generators,

[A+,A +] = [A+,A+] = [A+,A-] A +=[ _,A-] = 0 (2.5)

we note that A + and A ++ _ are raising operators in two orthogonal directions (with A- and

A+ the orthogonal lowering operators). In four dimensions, 4 + A +. +, are the two linearly

independent raising operators, and A_-, A+ are the corresponding lowering operators. From

the physical field condition

L+A= 0¢, A++A=A+_A=0 (2.6)
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which means that the physical field is a highest weight, and complex conjugating the last

two equations with the use of (1.12)

A-A* = A+A* = 0 (2.7)

which shows that the complex conjugate is the lowest weight. Looking, for instance, at

the weight diagram for the left and right handed spinors in four dimensions (in Dynkin

notation)

Left Right

(+1 O) (0 + 1)

(-1 0) (0 - 1)

(2.8)

we confirm the result of (2.7) that indeed the spinors are inequivalent and self-conjugate

(i.e. the weight diagrams reflect to minus themselves).

3. Helieity-Chirality Correlation in Higher Dimensions

In one of his classic papers on 'Feynman Rules for Any Spin', Weinberg [8] proves that

the annihilation operator for a massless particle of helicity A and the creation opera-

tor for the antiparticle with helicity -A can only be used to form a field transforming as

U[A]Vn(x)U[A] -1 = _m D-r_[A-1]¢m(Ax) under those representations [A,B] of S0(3, 1)

such that A = B - A 1. This restriction arises solely due to the non-semi-simplicity of the

little group for massless particles; in particular due to the requirement that the Euclidean

'translations' of the little group act trivially on the physical Hilbert space. As a direct con-

sequence of Weinberg's result it is observed that in four-dimensions a physical left-handed,

helicity -j particle can only correspond to a representation [j + n, n], (n is an integral
1

multiple of _) whereas a physical right-handed, helicity j particle can only correspond to

the representation In, j + n]. The generalization of the statement to higher even dimensions

will be stated as the following corollary to the main theorem:

Helieity-Chirality Correlation: A physical field of the full group corresponds to a high-

est weight state of the little group (given trivial action of translations), and the eigenvalue

of each generator common to the full group and the little group remains unchanged under

the projection of a representation of the full group to a representation of the little group.

Proof: Since the little group with trivial translations is just the orthogonal group in

two lower dimensions, a subset of the linearly independent raising operators of the full

group is exactly the complete set of linearly independent raising operators of the little

group, with the caveat that they have to be appropriately Wick rotated to obtain the

compact form. For SO(2n + 1, 1) (n > 1) as the full group, the subset of (2.1) without

the last raising operator, L2n-1 + iL_n, upon Wick rotation, is the complete set of linearly

independent raising operators for SO(2n). For example, for S0(5, 1) the raising operators

are L + +iL +, L + +in +, whereas for the little group of trivial translations ,_ SO(4)they are

L + + L +. Since the full set of raising operators annihilates the full group highest weight,

1 A and B correspond to independent SU(2)'s.
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and the projection from the full group to the little group is an orthogonal projection (since

the boost generator is the only non-common generator and it commutes with the Cartan

generators of the little group), it follows that the little group state is a highest weight state

of the little group, and most importantly, the eigenvalue of the Cartan generators of the

little group is invariant under the projection (hence the consequences of the corollary are

most explicit in the weight notation). To recapitulate, the helicity-chirality correlation in

higher dimensions is nothing but the fact that under projection of the field representation

from the full Lorentz group to a little group state, the elgenvalue of the Cartan generators

remains unchanged.

In conclusion, we demonstrate that our main theorem and corollaries reproduce some
familiar results of four dimensions:

• In weight notation, the last result shows why a chiral left-handed field transforming as
1

(-½,_)w(1 [ !,012 in conventional SU(2) x SU(2) notation) corresponds to a helicity -g

particle and a chiral right-handed field transforming as (½ ([0, 2, ½)w' !] in conventional

notation) corresponds to a helicity ½ particle.

eUsing ½(J 4- iK) = A, B and the definition J3A - J12A = AA, with ,k the helicity, we get,

on using the physical field condition and (2.1)

(L+I - iL+2 )A = 0 ---* (A1 - iA2)A = 0 _ A3 = -A
(3.1)

(L + + iL+)A = O _ (B, + iB2)A = O _ B3 = B

since A, B generate independent SU(2) algebras and A1 - iA2 is the lowering operator for

one and B1 + iB2 is the raising operator for the other. Then, by definition Ja = A3 + B3 =

B - A = A which is Weinberg's condition [8] .

.As mentioned earlier, the translations are also generators of Abelian gauge transforma-

tions. Requiring them to be trivial restricts us to gauge independent, finite dimensional

repesentations of the full group. Our theorem and the corollary then tell us what is the

little group representation corresponding to this gauge independent full group represen-

tation. For example, the representation corresponding to the field strength tensor in the

conventional (SU(2) x SU(2)), Dynkin and weight basis is:

F "" = [1,0] + [0,11 = (2,0)0 + (0,2)D = (--1, 1)w + (1, 1)w (3.2)

which has J12 eigenvalues +1 and so is admissible as the J12 eigenvalue remains unchanged

and corresponds to the correct helicity of the photon as we project to the little group state.

However, the vector potential corresponds to

A t =[ ,71=(1,1)o=(0,1)w (3.3)

which has a J12 eigenvalue of 0 which does not correspond to a transversely polarized

helicity =t=1 photon.

I am grateful to Prof. Howard Georgi for his insightful comments, as well as for travel

support to participate in the Workshop on Harmonic Oscillators. I would also like to thank

Prof. Y.S. Kim and Dr. D. Han for inviting me to present this work.
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Abstract

Recently,ithas been shown that Dirac'sbispinorequation can be expressed,in an equivalent

tensor form, as a constrainedYang-MiUs equation"inthe limitof an infinitelylargecoupling con-

stant.Itwas alsoshown that the freetensorDirac equation isa completely integrableHamiltonian

system with Lie algebra type Poisson brackets,from which Fermi quantization can be derived

directlywithout using bispinors.In thispaper we investigatethe Yang-MiUs equation for a finite

coupling constant.We show that the nonlinearYang-MiUs equation has exact plane wave solutions

in one-to-one correspondence with the plane wave solutionsofDirac'sbispinorequation.We apply

the theory ofnonlineardispersivewaves to establishthe existenceof wave packets.We investigate

the CPT violationofthese nonlinearwave packets,which could leadto new observableeffectscon-

sistentwith currentexperimental bounds.

1 Introduction

In a recent paper [1] it was shown that square-integrable positive energy bispinor fields in a Minkowski space-

time cannot be physically distinguished from constrained tensor fields. It was also shown [1], [2] that the free

tensor Dirac equation is a completely integrable Hamfltonian system with (non-canonical) Lie algebra type

Poisson brackets, from which Fermi quantization can be derived directly without using bispinors.

Also, it was shown [1] that the tensor Dirac Lagrangian may be derived from the following Yang-Mills

Lagrangian for SL(2,C) × U(1) gauge potentialsA_ and complex scalarfieldp:

!

L=-Z Re lAMAS] + _ (Dao)- V(IpI') (1)

where a ='p + c where c is a constant, and V - V(Ip[ 2) is a smooth (at least twice ditferentiable) function of

[ P 12. The gauge potentials A_ satisfy the orthogonal constraint:

A_ AKp -- --Ip[2g_ (2)

where g_ is the metric tensor. More detailed discussion of formulas (1) and (2) is given in Section 2. With the

further condition:

Lira g-2 V - _1 p 14 (3)
g--,=
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where g'is the Yang-Mills coupling constant,and settingc - 2m./g where m. is the fermion mass, then

the Dirac Lagrangian equalsthe Yang-Mills Lagrangian (I)in the limitthat the coupling constant g tends to

infinity.

The factthat the freeDirac equation isa constrainedYang-MiUs equation in the limitof a largecoupling

constant issigni_cantfor both classicaland quantized theories.The classicialtheory,which we regard as the

firstquantized theory,ischaracterizedby the classicalobservablesgivenby the electriccurrentJQ,the energy-

momentum censor T QB,and the spin-polarizationtensor Sa_v.These classicalobservablesare su_cient to

describemany experiments with electronbeams [3].The presentpaper addressesthese classicalobservables.

In Section 2,we considerthe Lagrangian (I)forthe case of a finitecouplingconstant g,We show that for

any smooth self-interactionV( rP{2),the constrainedEuler-Lagrange equationshave exactplane wave solutions

in one-to-one correspondence with the plane wave solutionsof Dirac'sequation.We apply the theory of non-

lineardispersivewaves [4]to establishthe existenceof wave packets.

For the specialcase V ==½ 631p 14we show that:

a) The mass, m, of each plane wave isindependent of amplitude and equalsI glcl.

b) The wave packets are identical _th bispinor wave packets.

c) The wave packets are covariant under the CPT operation (defined in Section 3).

1 4,When V _ _ b3[ p[ the properties (a), (b), and (c) are all violated. However, we show in Section 3 that

these violations could lead to new experimental observations consistent with present bounds for CPT viola-

tions.

2 Plane Waves and Wave Packets

In [I]we showed that Direc'sbispinorLagrangian equalsthe Yang-Mills Lagrangian (I)inthe limitofan infi-

nitelylarge coupling constant g. In the remainder of this paper we willinvestigatethe possiblyobservable

effectsof a finitecoupling g.

First,we show in this sectionthat the Euler-Lagrange equations for (I) and (2) have exact plane wave

solutionsin one-to-one correspondence with the plane wave solutionsof Dirac'sequation.For finitecouplingg,

and generalV, the mass ofeach plane wave depends on itsamplitude given in formula (2)as Ip I.However, for

the specialcase inwhich V I=I 4,g2 I P I we will see that the mass equals the constant _ g I c l, and hence is inde-

pendent of amplitude.

Second, we wdU est_bliJhthe existenceof wave packets using resuJtefrom the theory of nonlinear disper-

sivewaves [4].The most significantdeparture from linearityisthe splittingof the group velocityfor finiteg
I

and generalV. However, again forthe specialcue inwhich V =._ g2 #p[4 the velocitysplittingdoes not occur,

and the wave packets are identicalto the bispinor wave packet_ which are derived from Dirac'sequation.

The Euler-Lagrange equations for (I) and (2)are given by:.

D_A'_ ---2 _ A'a

D"Ah-2gRe[i Dpo]-- [q]

DfD, ¢_+ V'p - Re [_,_]p (4)

where _._ - k_ are the Lagrange multipliersforthe constraint(2),where V' denotes the derivativeof V with

respectto Ip[2,and where the Yang-Mills covariant derivativesD v actingon A_ and a are given.by:
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D Ah-

D_o- V_o+igA_a (5)

Again, o ffi p + c and solutions AK and p of equations (4) are required to satisfy the constraint (2).

Plane wave solutions of equations (4) are defined by:.

AO(x_) - Ao(0)

A*a(x 15) = e2i0_,_)T _*a(0)

p(Z}) l p(O) (6)

where xB s R4 denotes the space-time coordinates, T generates a one-parameter subgroup of SL(2, C) gauge

transformations, and 0(x _) ="pB x_ where pBs R4 denotes the momentum variables. Note that if A_(0) and p(0)

satisfy the orthogoneJ constraint (2), then the same is true for A_(x p) and p(x ¢) for all xIsg R4, since in formula

(6), the SL(2, C) gauge transformations generated by T preserve the orthogoxml constraint. Note also that

T (_Q ," i _* XA*, (7)

forsome _* _ Casatisfying_*" _* - 1.(The readerisremindedthatSL(2,C) isthecomplexificationof SU(2)

forwhich we can take_* 8 R3.)

On differentiatingformula(6)we getusing(7):

Vp A_- 0

va p - 0 (8)

Note in formula (8) that the A*ahave twice the rotation rate of bispinore, and pa Pa" m2 where m is the

mass in Dirac's equation. SuppoN that the plane wave, (6) utisfy the mune conditions which are satisfied by

bispinor plane waves, given a, foUowe:

pa Ao _ 0

pa_*. + m IPi _* (9)

where the positive sign is used for particles and the negative sign for antiparticle,. Since p is constant by (8),

formula (9) can be regarded m, the initial conditions for the field_ A_. Note that formula (9) is consistent with

p_ p_ - m 2, _" _"- 1, and the constraint (2), and moreover, Pa for lmrticles become, -Pa for antiparticles.

Conversely, with pQso defined, formula (9) defines _* and hence the gauge generator T in formulas (6) and (7).

Substituting (8) into the first two equations (4), using (2), (5), and (9), we g_

A °A_l A ." A p
= -2 p. pp + g2 _mp__l2 ol 2 + __ (2m2:1:2 mglpl + E_IPi')I IPl 2 (10)

Note that _ - _ and by the constraint (2), _ is reaL (Recall that A_ is real and A'. is complex.)

Now substituting (10) into the last equation (4), we get:
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4m2-----6mg Ipl -V'+g2cJS+g2(jp+cl2-2WPl 2) (11)

Clearly, since all other terms are real, c_ is also real. Without loss of generality, we assume that c > 0, hence

p is real. Choosing p > 0 for particle plane waves and p < 0 for antiparticle plane waves, formula (11) becomes:

(o 9°4 (m 2 -- -'_--/ + 6g -- -- V' -- (12)

with the obvious solution:

(13)

We see in this case that the mass m =- gc/2 is independent of amplitude.

Wave packets are defined to be plane waves with slowly changing parameters (e.g., amplitude, spin, and

momentum). To describe such wave packet_ we introduce "slow" coordinatesy_ - ex_,where e isa small

parameter, into formula (6)as follows[4]:

Ao(._)__o_)

_',,(:e)- e_'-': _'' X',,_)
p (x_)-.p_)

where O (x_)- O(e x_),etc.The resultingequations governing the wave packete [4]are given

(14)

P_Ptt n rn 2

VQ pp -- V_ Pa

V=J ffi- 0 (15)

where now p_ - Vo 8, where m - re(p) is given in formula (12), and

-F vo, va==pJm, F-?p2+4p3Jo (16)

To analyze equations (15) we now consider a space-time with one space dimension. Then v, - (v o, v i) and

the group velocity is v - vt/v o.

That is,

1

Vo- y - V_
Vt IV'/ (17)
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Similarly, xa _= (t, x). Formula (15) becomes:

--_ (FT) + (FvT) -- 0

at (mvT) + _x (my) =" 0

The equations for the characteristic curves for (18) are easily derived [4], and are given by:

dx v-J:8
E - x_+----_

where

(18)

(19)

- II/l_ (20)

where F' and m' denote the derivatives of F and m with respect to p. On the curves (19) we have:

y2 dv -, ± _ dp
(21)

1

When V - _ g2 t p[4, m' =- 0 by formula (13) so that by (21), dv - 0, that is, v is constant on the charac-

teristic curves (19). Since then 5 - 0, the curves (19) are straight lines. It is then straightforward to show that

the wave packets are identical to bispinor wave packets.

1
In general, for wave packets to exist, 5, in formula (20) must be real. If V _ _ g2 [P [4 a general wave packet

will split into two wave packets that propagate along the characteristic curves (19).

3 CPT and Velocity Splitting

By the Caftan map, the CPT operation which, for bispinors, is given by [5]:

becomes for the tensor fields A K and p:

¥ (x as) -.i% ¥ (-xP) (22)

A_ (x_) -. A_ (_xtS)

p (x _) -.-p (-x p) (23)

Note that because of the constant c, the Yang-MiUs Lagrangian L in formula (1) is not covarlant under the

CPT operation (23). Nevertheless in the limiting case that the coupling constant g tends to infinity, the Euler-

Lagrange equations commute with CPT. In this section we examine the question of CPT violation for finite

coupling g.

One of the main tests for CPT covariance is the equality of particle and antiparticle masses [6]. According
1 4

to formula (13), when V =- _ g2 Ipl the masses are equal. Therefore, suppose instead that
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_.2

V- _ 1014 + elpl'

where e is a small parameter. Then to first order in e, formula (12) gives:

(24)

m =- 2_ + 3_ p (25)

Since p _ 0 for particle plane waves and p _ 0 for antiparticle plane waves, the mass difference Am is:

2e
Am =- _ Jp[ (26)

On substituting formula (25) into (20), the velocity splitting 28 becomes, to lowest order in e and g-_

(ignoring factors close to one; i.e., V_):

28- _ (27)

Assuming a fractional mass difference for electrons and positrons of one part in a million, the velocity

splitting would be 28 - 10-s or 3 × 105 meters per second, which should be observable in experiments that

measure the spreading of low energy electron wavepackete. CPT violations of 10-6 are consistent with current

observations of particle-antiparticle mass difference and suggest new experiments to observe velocity spiittinp

of 3 × 105 meters per second, or less [6].
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Abstract

A Galilean covariant approach to classical mechanics of a single particle is described.

Within the proposed formalism we reject all non-covariant force laws defining acting forces

which become to be defined covariantly by some differential equations. Such an approach
leads out of the standard classical mechanics and gives an example of non-Newtonian me-
chanics. It is shown that the exactly solvable linear system of differential equations defining

forces contains the Galilean covariant description of harmonic oscillator as its particular case.

Additionally we demonstrate that in Galilean covariant classical mechanics the validity of
the second Newton law of dynamics implies the Hooke law and vice versa. We show that the

kinetic and total energies transform differently with respect to the Galilean transformations,

1 Introduction

Recently we have proposed a new approach to classical mechanics which leads to a manifestly

Galilean covariant models of mechanics for a single interacting particle [1]. Our main goal was

to construct a self-consistent and complete scheme avoiding all relations of standard classical

mechanics which break the Galilean covariance. It is easy to see that all such relations belong to

the class of the so-called _constitutive relations" [2] and in order to achieve our goal we had to
reexamine the role of these relations in mechanics. The relation between momentum and velocity

is an example of the Galilean covariant constitutive relation [3] while all explicit expressions of

the mechanical forces in terms of positions and velocities, called force laws, obviously break this

covariance. Hence, in a Galilean covariant formulation of classical mechanics of a single particle

we have to reject all known force laws. To keep the formalism as predictive as the usual one

we propose to determine all mechanical quantities from the set of differential equations of the

evolution type.

Our program leads us to a broader than Newtonian formalism model of classical mechanics
in which more than one vector-valued measure of mechanical interaction is introduced. The time

evolution of these measures is described by a set of differential equations called the equations of the

environment which are used to determine the interaction of the particle with its environment in a

fully covariant way. The simplest version of such a scheme contains two measures of interaction:
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the customary force F (t) measuring the momentum non-conservation and a new quantity which

we have called the influence I(t) governing the time evolution of the acceleration. We do not

assume a priori the Galilean covariant Newton's second law of dynamics in the form

M_(0 = _(l) (1.1)

where M denotes the inertial mass of the particle because this equation is not of the evolution

type for the acceleration and contains a physical constant. According to our general philosophy [2]

we avoid to use any such constants unless we really need to introduce them as phenomenological

parameters. In our case this will happen only for the equations of the environment for which

without any doubt we are forced to use in the theory some information of the phenomenological

character. All the remaining equations describing the particle are universal, interrelate only basic

theoretical concepts and do not contain any phenomenological constant. In our theory the exper-

imental input is used therefore only for the description of the environment and we consider this

fact as a big advantage of our formalism. The relation between classical Newtonian mechanics

based on the equation (1.1) and our scheme is established using (1.1) as a constraint put on the

set of solutions of the differential equations. It is also a constraint put on solutions of the equation

d_e(l) 1
_i = _(0 (1.2)

which in the framework of the Newton's mechanics follows from the definition of f(t). The solu-

tions of our model which satisfy (1.1) we shall call Newtonian solutions while solutions satisfying

the relation (1.2) only will be called the generalized Newtonian solutions.

2 Linear model

The aim of this talk is to illustrate our approach on a simple example of linear evolution equations

for the force and influence. We shall show that such a model includes, as its particular case, the

Newtonian mechanics of the material point which motion is defined by the force provided by a

linear in position and velocity force law.

In the case under consideration the complete set of differential equations describing the system

consists of two purely kinematical equations of motion

_d_c__,e___z,= ¢(0 (2.1)
dt

one dynamical equation of motion

one equation of balance

d_(t) = _ (l) (2.2)
dt

dY(t)
= f(t) (2.3)

dt

dy(t) = £ (t) (2.4)
dt
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and the system of two equations of environment

dP(t)
dt

dI(t)

dt

= oF(t) +/3/'(t)

- 3'P (t) + 6Y(t)

(2.5)

where £(t), 6(t), if(t) and/7(t) are the trajectory function of the particle, its velocity, acceleration

and momentum, respectively. The meaning of ff (t) and I(t) has been explained above and the

parameters a,/3, 3' and _5represent dimensional coupling constants specifying the model.

The model is covariant with respect to the Galilean transformations parametrized by a rotation

R, a boost iT, and a space-time translation (if, b) if all mechanical quantities used obey the following
transformation rules

_(t) _ e'(t') = RZ(t) + at + i

i(t)-, i'(t')= Ri(t)

_(t) _ y'(t') = R_(t) + _ Z

P (t) _ P'(t') = RP (t)

i'(t) --, P(t') = Rf (t)

(2.6)

(2.7)

(2.8)

(2.9)

(2.10)

(2.11)

where

t ---, t' = t + b (2.12)

and m is the Galilean mass of the particle [3] which we shall not assume to be equal to the inertial
mass.

As we stressed in the Introduction the only external parameters characterizing the mode] are

coupling constants in the equation of the environment (2.5). The mutual relation between them

defines the shape of general solution of (2.1) - (2.5). Denoting by A the matrix of coupling
constants

3'

= _+

and their following combinations by A±

l [trA + ¢(TrA) 2 -4detA] (2.14)

we may write down for 4detA > (TrA) _ the general solution of the equations (2.1) - (2.5) in the
form

_(t) = ,4 + Bt + _t 2 + 5 exp(A+t) + ff_ exp(A_t) (2.15)

_7(t) =/3 + 2Ct + 6 A+ exp(A+t) + E A_ exp(A_t) (2.16)

if(t) = 2C + if) A2+exp(_+t) + g A2_'exp()__t) (2.17)

(2.18)__ _ e_p(__t)
3' 3'
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F(t) = 6- A+ A+3/_ exp(A+t) _- )_- _3_ E exp(A_t) (2.19)
3 "r

Vector-valued constants A,/3, (,/9,/_ and/3 are the integration constants of the system of differ-

ential equations (2.1) - (2.5) and in order to satisfy the transformation rules (2.6) - (2.11) they

have to transform in the following way

X--. 2= RX- bRg + b R( - + i (2.21)

_ B' = RB - 2bRC + ff (2.22)

(_ --, ("= RC (2.25)

z3-. 6'= (2.26)
fly _ ff_'= Rff, exp(,__b) (2.27)

fi ---, fi' = Rfi + rnff (2.28)

which explicitly show how their values depend on the choice of the reference frame.

Here we should like to stress the difference between our approach, demanding the Galilean

covariance as the most fundamental feature of the theory and standard expositions of mechanics

which treat it almost always as a branch of the theory of ordinary differential equations. There

is no principle of relativity in the theory of differential equations and, consequently, there is no

problem of transformation properties of the solutions and integration constants. In contradistinc-

tion to mathematics, this subject is of primary interest to physics and we have to realize that the

integration constants take the whole responsibility for the transformation properties of all physical

quantities. This means that the original preparation of physical system already contains almost

the whole information on the symmetries of this system. The time evolution of the system has

only to preserve the original symmetries. It should not be unexpected that in our scheme which is

an example of a non-Newtonian mechanics (and, as a matter of fact, its generalization) the careful

analysis of the properties of integration conStantsand their relation to the initial conditions may
lead out of the framework of standard classical mechanics.

There is a lot of different initial conditions which may be imposed on the solution (2.13 - 2.18).

For instance, we may use the values of the first four derivatives of the function av(t) at the same

instant of time to to fix the values of the constants A to E. It remains in obvious contradiction to

the widely spread opinion that in mechanics only the initial position and velocity are needed for

the unique determination of the trajectory. This is the property of Newtonian mechanics only in

which the relation (1.1) is always satisfied. In our formalism the acceleration if(t) and the force

(t) are a priori independent as determined from independent equations and the relation (1.1)

imposed on these quantities reduces the number of degrees of freedom for initial conditions. It

enables us to calculate some parameters of a model in terms of the other. We shall see below that

it may be used for determination of the inertial mass M in terms of the coupling constants given

by elements of the matrix A.

The analysis of the model depends on the mutual relation between TrA and detA. In order to

concentrate the attention on the harmonic oscillator problem we shall omit the case TrA > 4detA

because it does not describe oscillatory motion. The complete analysis of the problem will be

found in [4].
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3 Oscillatory motion

It is immediately seen from (2.14) and (2.15) that the trajectory (2.15) oscillates if the inequality

(TrA) 2 < 4detA holds and the oscillations may be damped or not depending on the value of ReAi.

The reality of all mechanical quantities requires that the constants/9 and/_ are complex valued

and they must be complex conjugated
3 = E" (3.1)

which is the first condition restricting the arbitrariness of integration constants A,/_, C,/),/_. The

Newtonian condition (1.1), as well as its generalization of the form

F(t) = M [_7(t)- 2C] (3.2)

are satisfied provided

M= 6-_+ A+= _5-A_ A_

supplemented additionally in the Newtonian case by the Galilean invariant relation

(3.3)

d = 0 (3.4)

Relation (3.4) fixes invariantly one of the parameters of the solution and we shall use it as a
criterion of the Newtonian character of the solution considered.

Substituting in (3.3) the values ,_+ from (2.14) we come to the conclusion that the equality

(3.3) may be satisfied only for a = 0 which gives

M = (3.5)

The value of the Galilean mass m remains arbitrary because it is a parameter which identifies the

particle and has nothing to do with its possible interactions.

Taking into account (2.15) and (2.19) it is easy to see that the famous Hooke force law

F(t) = -k£(t) (3.6)

may be satisfied in a selected reference frame for which ,4 = /_ = C = 0 i.e. only for reference

frames satisfying the criterion (3.3) of the Newtonian character of mechanics. This means, be-

cause of the invariance of this relation, that the Newtonian condition (1.1) is equivalent to the

requirement of the existence of the Hooke law. This fact has a far going consequences because in

all treatments of the foundations of mechanics the forces are measured by dynamometers which

operate on the principle of the Hooke law. Therefore any mechanics using such an operational def-

inition of forces must be Newtonian. The Newton laws of mechanics follow thus from the adopted

operational definition of force. In order to detect any violation of these laws we should first invent

a new operational definition of the force not based on the Hooke law. It is indeed a very surprising

conclusion which however uniquely follows from our more general approach to mechanics.

The above conclusion is less surprising after observing that the linear relation between mo-

mentum and velocity

_t) = Mi;(t) (3.7)
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is possible also in the Newtonian mechanics only. Therefore the almost always assumed relation

(3.7) prevent to observe any deviation from the Newton's laws. We have to conclude that many

fundamental assumptions of standard mechanics are interrelated and their possible interrelations

may be found only if the analysis is performed in the framework of the approach to mechanics

more general than the standard one. Our method is just an example of such a scheme.

For the non-Newtonian mechanics we may replace the Hooke law by the relation

f(t) = -k [Z(t) - X- gt-ddl (3.8)

which for A = g = C - 0 reduces t.o (3.6). Using again the solutions (2.15) and (2.19) we come

to the conclusion that (3.8) may be satisfied only if

Together with (3.3) and (2.14) it implies that

(TrA)_/(TrA) 2 - 4detA = 0

(3.9)

(3.10)

The square root must be different from 0 due to the condition 4detA > (TrA) 2 assumed and
therefore we must have

TrA = 0 (3.11)

Since we already have got c_ = 0 this condition gives _ = 0. The frequency of oscillations is given

by

w 2 = detA (3.12)

and because of (3.5) and o = 8 = 0 we have

J = -B'_ = -M7 (3.13)

We may therefore conclude that in the framework of Galilean covariant approach to classical

mechanics the non-Newtonian generalization of the standard harmonic oscillator is given by linear

evolution equations for the force and the influence and that the matrix of the coupling constants
has the form

(0 :)A = w 2 (3.14)

-_,

The most general Galilean covariant linear relation between the force, the position and the velocity

is the non-Newtonian generalization of the superposition of Hooke and linear friction ('7 < 0) forces

which, after substitution of (2.15), (2.16) and (2.19) into it leads to the following relations between

parameters of the model

MX__ = r/A+-_

(3.16)

MX 2- = r/A_-to
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if additionally the generalized Newtonian condition (3.2) is demanded. We are still restricted to

the case 4detA > (TrA) 2 which gives the only solution of (3.16) in the form

r/ (3.17)

K

-y = M2 (3.18)

and it immediately follows from it and (2.15) that the matrix of coupling constants

0, M)A= t¢ rI

describes damped oscillatory motion with frequency given by

17
and an amplitude damping exponentially according to the factor exp-_t.

(3.19)

(3.20)

4 Kinetic and total energies

In the standard approach to classical mechanics the kinetic energy is defined by one of the equiv-

alent expressions
"2

/72(t) M v (t) 1
k(t) - 2M - 2 = 5/7(t). if(t) (4.1)

where M is the inertial mass of the particle. Relations (4.1) are a straightforward consequence of

the Newtonian relation between momentum and velocity (3.7) which in Galilean covariant scheme

proposed should be treated as additional assumption only. Discarding (3.7) as a priori valid

we cannot identify the inertial mass present in second law of dynamics and the mass parameter

appearing in the momentum transformation rule (2.9). The general relation between momentum

and velocity written down with Galilean mass introduced into it has now, according to [3], the
form

/7(t) = (m - M)g(t0) + Mg(t) (4.2)

where g(t0) is an integration constant having the meaning of an initial velocity which has to be
specified from initial conditions.

We define the kinetic energy as bilinear form of momentum and velocity satisfying two funda-

mental conditions put on it:

i.) the balance equation

dk(t) =/_ (t). _7(t) (4.3)
dt

and

ii.) the Galilean transformation rule

1 -.2
k(t) k'(l') = k(t) + n (t) . Z + (4.4)
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According to these conditions [3] the kinetic energy is given by

k(t) = m- M _2 M._2 (to) + 5-v (t) (4.5)

which, in notation introduced by (2.15) - (2.20) and in Newtonian regime (_ = 0, may be written

down as

(_mMJB) 2 M-.2..k(t) = =-_) + --_v (t) (4.6)

To obtain the correct formula for the kinetic energy in non-Newtonian regime we shall start with

the general expression

k(t) A!Y2(t) + B62(t) + C_(t) . if(t)+

+_. _(t) + st + ut2+ A
(4.7)

The transformation rule (4.4) implies the following conditions and transformation properties which

parameters in (4.7) have to obey

A' = A, B' = B, C' = C

B = -2(1 - 2mA)

C = 1 - 2mA

u'= u, (4.8)

_'=/_

I_' = Ia- 2ub- R_. ff

while the balance equation (4.3) gives

1 mM
A= B= C=

2(rn - M)' 2(m - M)'

M

m-M

= -2MC

2M (; M ).eu- .i =-M -

(4.9)

u= 2M2 (2
rn-m
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It is obvious that the balance equation (4.3) cannot fix the value of the constant A in (4.7) which

remains arbitrary but has to satisfy the transformation rule listed in (4.8) as the last. For example,

we may represent A in the following form

= -  ,to- (4.10)

with (£o, to) denoting the space-time coordinates of an arbitrary event. They may be chosen as

coordinates of an event for which the momentum and the velocity of the particle simultaneously

vanish. Such a choice guarantees that the kinetic energy also vanishes at this point which we
consider the most natural condition possible to demand.

Substituting all values of coefficients (4.9) into (4.7) we obtain

(fi- MB) 2 M
k(t)

2(m - M) + _-G2(t) - 2M_. [_"(t) - £0 (t)] -

(4.11)

2M 2M2 --"2 2
m - M (fi- MB). _ to + _--_/.C to

and comparing it with the expression obtained for the Newtonian case (4.5) we see that the only

parameter which controls the Newtonian character of mechanics is _ the vanishing of which is
equivalent to vanishing of _, p, v and A in any reference frame.

In contradistinction to the kinetic energy the definition of the total energy E for conservative

system cannot be based on the above listed basic properties of the kinetic energy. The balance
equation for the total energy

dE

d---t-= 0 (4.12)

does not give any hint on the transformation rule of E. This rule cannot be of the same shape as

for the kinetic energy since this immediately leads to a contradiction. Indeed, if we suppose

1 -2

E _ E' = E + n/7(t), ff + _rnu (4.13)

the conservation law (4.12) implies that

d/7(t) = 0 (4.14)
dt

which is true for free particles only. To construct the correct expression for the total energy

we shall start from the general bilinear form of 6,/7, _, t, F, f which satisfies the following two
conditions:

i.) it reduces to the expression for k(t) if fi = f = 0,

ii.) it satisfies the conservation law (4.12).

After straightforward but tedious calculations it can be shown that the only form which obeys
these two conditions is given by

7(6 2-TM)fi2+ 1 "2 6 - "
E = k(t) + 2(3`M) 3 2-_I (7_/)_F. 1+

(4.15)
+ ---;-7.F. 6- -I

3`M 3'
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and consequently we shall take it as the definition of the total energy for the Galilean covariant
harmonic oscillator.

It is now easy to see that under Galilean transformations the total energy changes according

to the following rule

( 1 ,,10,E --, E' = E + R :(t) + -_

The most important point is connected with the quantity in the second term. It shows that the

momentum associated with the total energy E is not the momentum fi(t) but

1 (_ff(t)- Mf(t)) (4.17)
P =/7(t) + _--_

which is conserved in time because of the fundamental equations (2.4)- (2.5). The difference in the

transformation rules for the kinetic and total energies is a new fact in mechanics which without our

Galilean covariant approach to mechanics could not be derived. Here we would like to remark this

so important fact is not specific for the non-Newtonian case only. As we have mentioned several

times the Newtonian case which is equivalent to the Galilean invariant choice C = 0, $ = 0.

However it must not be taken directly by putting these values into (4.15) because such a choice

corresponds to the singular system of algebraic equations used to determine coefficients in (4.15).

The correct result is given by

(EN=-_- a72+_+w.) +)C ff_+ f (4.18)

where w _ = -_'M according to (3.13) and X is arbitrary parameter. It remains in full agreement

with our previous result obtained in [1] within less general approach and gives for the total energy
the Galilean transformation rule

EN'---_ E_ = EN+ R fi+w2 ) .ff +-_rnu (4.19)

which means again that the total energy transforms differently from the kinetic energy and that

its transformation properties are associated with a conserved quantity

P = fi(t) + Mr(t) (4.20)
0.2 o

and not with ordinary momentum/7(0.

5 Conclusions

We have demonstrated that the requirement of the Galilean covariance of classical mechanics leads

to a formalism broader than the standard Newtonian one. The new formalism enlarges the class of

mechanical systems including those with some unusual properties. In particular, in the next talk

we shall discuss the application of the formalism obtained to description of the so-called confined

systems.
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ABSTRACT

A formulation is given for a collection of phonons (sound) in a fluid at a non-zero

temperature which uses the simple harmonic oscillator twice; one to give a stochastic

thermal "noise" process and the other which generates a coherent Glauber state of phonons.

Simple thermodynamic observables are calculated and the acoustic two point function,

"contrast" is presented. The role of "coherence" in an equilibrium system is clarified by

these results and the simple harmonic oscillator is a key structure in both the formulation

and the calculations.
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1. Introduction

The problem of understanding the thermal properties of a radiation field in a finite

volume is both old and subtle. 1-3 Here a sound wave propagating in a water will be studied

and the key issue will be the interaction of the sound radiation with the fluid matter and

with the walls of the container. The time scales of sound waves, v -- 20 - 2 x 109Hz,

and those of the water molecules lead to adiabatic (isentropic, if approximately reversible)

thermodynamic processes rather than constant temperature transitions. 4 This work is a

special case of a project by one of us (AVN) which addresses the full nonlinear problem of

bubble formation by sound waves. The linearized problem will be studied here, where the

fluid has a coherent interaction with the sound radiation and an incoherent, or stochastic,

interaction with the reservoir.

The harmonic oscillator has played a central role in the coherent states 6-11 and will

be used for the coherent (Poisson) process describing the phonon radiation the sound field.

Since the reservoir is incoherent the total interaction with the fluid is partially coherent. 14,15

The reservoir is analogous to Feynman's rest of the universe _2 and Han, Kim and Noz 13

have shown the relation of this idea to quantum squeezed states and time-uncertainty.

The model presented here will use the simple-harmonic-oscillator twice: first to gener-

ate "stochastic or chaotic" noise and second to generate a Glauber coherent state of scalar,

longitudinal phonons. This is a more realistic model of noise, in that it has both coherent

and a random components. It will be called partially coherent following a standard useage

in quantum optics. The density, entropy free energy and a two-point function which gives

the acoustic contrast are all calculated. The reason that the SHO is so useful is that since

their Gaussia.n functions are dense in L 2, quantum mechanics guarantees that the crucial

interaction between the fluid and the sound radiation can be approximated by an infinite

collection of oscillators. This is why the approach of Planck 2 was correct even though

quantum mechanics was not yet created. Also, finite energy classical solutions will lie in

L 2 or at least in the Soboler space H 1 = L 2,1, which is the space where the "function"
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and its "gradient" are square integrable.

In Sec. 2 the model will be presented, and the density p, the entropy S, the free

energy F and the pair correlation function g(2) are calculated for both single and N-mode

partially coherent states. In Sec. 3 the Conclusions and Outlook are presented.

2. The Model

In Fig. 1, a schematic is given which shows a source of sound So (treated as a coherent

state of phonons) a fluid F in thermal contact with the reservoir R, which is much larger

than So or F. In general, phonons can enter the fluid from So and the fluid and reservoir

can exchange particles as well as heat but all other exchanges are negligible.

Source of Fluid,

Phonons, _ F

So

Reservoir,
R

Fig. 1. Schematic of the system modeled. The source of a coherent state of phonons

is So, F is the stationary fluid volume and R is the reservoir which is much larger than the

sum of So and F. The wavy lines indicate boundaries which allow particles and energy to

pass.
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The idea is a modification of one due to Kaup 1_'17 that cavitons (here bubbles) are

solitons (here solitary waves). In other cases, Williamsson and Wieland is, Glimm 19, and

others have shown that many physically interesting model solutions for plasmas and clas-

sical fluids are nonlinear, coherent exitations of the medium. The formulation given can

easily be generalized to M1 independent random components of noise and M2 indepen-

dent, coherent components. Thus, solitons and some other nonlinear modes could easily

be added to the analysis.

The phonons are bosons so that their creation and destruction operators a*, a satisfy

the canonical commutation relations,

[a,a]= 0 = [a*, [a,a*]= 1 (1)

and a unique, translationally invariant Fock vacuum 10 > exist s.t.

a(-_,t)[O >= O (2)

The astersik power of an operator is its adjoint (a* and a are not self-adjoint) and on a

complex number is its complex conjugate. Physically, the Fock vacuum is a quantum state

with no phonons. The number operator N is defined as

N = a*a (3)

and a number or Fock states is given by

In>= (a*)nl0 >
n!

for each neZ+, the positive integers including zero. They are eigenfunctions of the number

operator with eigenvalues nez+. The Fock representation _'_F of the quantum Hilbert space

7t is the L 2 closure of the linear span of the In > states. The inner-product of the Hilbert

space will be written as < .,. > and the inner-product compatible norm is written as
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II II= [< ", >1%,For any complex valued zeC 1 the unitary displacement operator, U(z),

acting on the Fock vacuum yields the minimum uncertainty coherent state [z > given by

gn

Iz >= V(z)[0 >= e-M`/2 E _nl. In > (4)
n=0

The Fock vacuum is the ground state of the SHO for the minimum uncertainty coherent

states which will be used here.

complex number z is written as

In terms of c-number co45rdinate q and momentum p the

z=(q,p)=q+ip

so that C 1 corresponds to the phase-space of the (1 - d) system.

coherent states are that

alz >= zlz >

and

< zl, z2 >= e -½(z' -'2)(z_-")e-_("t_'=-'_'=)

(5)

Two properties of the

(6)

(7)

From eq. (7) it is clear that the coherent are continuous in the label z and therefore are

an overcomplete family of states, OFS. The L2-closure of the linear span of the coherent

states ]z > provides a continuous representation of the physical Hilbert space which will

be written as 7-/c_.

A density operator is a positive, self-adjoint operator which satisfies

p2= p= p. (s)

The expected value of an observable A = A* in a state ¢e7-/with corresponding density

operator p,p can be expressed as

< A >_=< ¢,A¢ >= Tr(pcA) (9)

And additive thermal noise can be added "by hand." The entropy of the system, S, is

given by

S= -kBTr[pInp] (10)
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where kB is the Boltzman constant. In information theory, one can set kB = 1/I_2 and still

use eq. (10). The entropy is obtained from maximizing eq. (10) subject to the constraints

Tr(p) = 1 (11)

and

Tr(pN) =c (12)

where ceR 1 is a parameter which labels the strength of the thermal state. If the thermal

noise is Gaussian, its density operator can be expressed as

p(c) = --_cl/ d2ze_,=12/Clz>< zl (13)

In 7@ this can be re-written as

oo Z2 np(c)= 1 _2ze-lzt'/%-'zl"Z -eFlr' >< _I (14)
7I'C

n=0

Using Fubini's theorem to interchange the integral and the infinite sum and then expressing

z in plane polar coordinates gives

p(c)= (c+ 1)(1+ 1/_).+,

in the Fock representation. A similar calculation of the entropy gives

(15)

S= kB[(c + 1)ln(c + 1)-cln(c)] (16)

This sort of calculation was given by Glauber 1°, Wolf TM, Sudarshan a5 and probably by

others. The nth-order correlation function, g(")(X1,..., Xn), with Glauber's normalization

convention is

g(n)(Xl,...,Xn) :--
G(",")(X_,... X2,)

2n 1/2

YI [G(l'i)(Xk,Xk)]
k---1

, (17)
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where the G(i'J)'s are Green's functions or correlation functions. This is a quantum gen-

eralization of the classical coherence degree 7 of Born and Wolf. 2° The visibility v of a

two-slit interference pattern is related to 712 by

v = 1 + 1_,2(_,)1 (is)

which physically represents the extremes in intensity. For the two-point function, g(2)(.),

the G(nm)'s are chosen s.t

Tr[pN(N- 1)1

G(2)(p) = Tr(pN)]2 - 1 (19)

This object is proportional to Glauber's g(2) in ref. (10) but is not equal to his function

because of different normalizations..

In the case of the thermal states,

9_)(In >< _1)=

the Fock representation of g(2) for n _ 0 is given by

Tr[]n >< nlN(N-1)] n 2 -- n 1
- I .... 1=--- (20)

n 2 n

Tr(ln >< nlN)] 2

A coherent state is very different from eq. (20) since

Tr[[z >< z]N(N-1)] _1=0
2g_2)(Iz>< zl)=

i.e. the Glauber state is perfectly coherent.

For the thermal states,

(21)

not surprisingly, g(2) has the opposite behavior from eq. (21)

because

(2)9_hPrh(c)l =
, I. ><.N(N- 1)]Tr 7"_)_,,+,/cJ

/ 1 _,n+l t

E [(T_-f) L 1+-TTT7) nin- 1)]
" -1

2
(22)
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Defining

eq. (22) becomes

1( 1).+1f.(c).- (c+1) 1+1/c

E f.(c)( n2 - n) - E f,,(c)n

g_(c) = " 2 = 1 (23)

which is perfectly incoherent. Now a partially coherent state has a density operator which

is given by

1
[d2xe-I*l_lClz + x >< z + xlp(z; c) Y(z)pTh(C)U*(z) =

7rc d

h calculation similar to the one outlined between eqs. (14) and (15) gives

T,_[p(z;c)N] -- Tr _

= IzJ2+ c

(24)

× e-1×12/c_--_,n [( z + x)"(z* + x*)" }., n!rn! e-1"+=12/2[n>< nlNf"'_]

(25)

It is straightfoward to calculate the entropy of the partially coherent state from

S(z;c) = -kBTr[p(z;c)In(pz;c))]

=-kBTr[p(c)ln(p(c))]

= S(c)

= kB[(C+ 1)ln(c+ 1)--c In(c)] , (26)

where eq, (16) was used in the last two equalities. The pair correlation function, 9 (2), of a

partially coherent state is given by

g(2)[P(Z;C)]= l-- ,zl2 )2c, c + Izl2 ' (27)

in the coherent state basis. Let m _> n with m, neZ+ and form the nrnth matrix element

of the partially coherent density operator as

< n,p(z;c)m > = c -Izl2/(l+c) 1 1
1 + c (1 + l/c)('+"� 2)

()( ),_! 1/2 z pm ( Izl_
• _ V/C(l+c) "-re\c(1 +c)

(28)
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where P_(r) is the polynomial given by

m rn! rk
P[_(r) = E k!(l + k)!(m - k)!

k=0

The thermal or noise density can be found from the c _ 0 limit of the previous equation

and is given by the familiar expression

<  ,p(z;0)m >=  -Izt z"(z*)m
(29)

By calculating another Gaussian integral, an overlap of two partially coherent states is

found to be

exP[l+cl+c2] (30)

(1 + cl + c2)
Tr[/9(z 1;C')tO(z 2;C 2)] =

Clearly as cl --* c2 = c, eq. (30) reduces to

1

Tr[p(O;c)p(O;c)] -- -1 + 2c (31)

Remark: The non-zero part of the entropy S(c) = S(z; c) and the non-unit part of

Tr[(p(z,c)) 2] give ameasure of the nagnitude of the departure from apure coherent state.

The generalization to M modes, with M a positive, finite integer is straightforward. Let

(a, z) be M x 1 matrices, let (a*, z*) be 1 × M matrices, 1 the M x M unit matrix where

k = 1, 2,..., M labels which mode. Let B be a given non-singular, Hermitian, M x M,

positive, covariance matrix and express the M-mode Fock state as

M

1/21'''" '/2m >: H (a*)nk I0 > (32)

k=l _"

where nk is the occupation number of the kth-mode. The M-mode thermal density operator

is given by

prh( ) =
e-a°ln(l+B-l)a

det(1 + B) (33)

1 f .S-1det(B) H d2x" e-x" _lx >< xl ' (34)
z_l
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where x = (xl,...,XM) is the M-component, complex, coherent state amplitude. The

entropy of an M-mode phonon packet is given by

s(13)= kBTT[(1+ S)tn(1 + 13)- 13t_s]= S(x; 13) (35)

for both the incoherent and the partially coherent cases. The pair correlation function g(2)

for an M-mode partially coherent system is

Tr[13.13 + 2z* • Bz]

g(2)(z;13) = (Tr(13) + Izl2F - (36)

which has the limits

and

g(2)(0,13) = 1 (37a)

g(2)(z,0) = 0 (37b)

To find the partition function for the partially coherent system one needs the mode energy

ek for the kth-mode which is real

ek --e_ , (38)

and the M-mode vector

---.+ e2

C_

which is a vector-valued, intensive variable. The mode energies for the k th mode is

Ek = nkek = E_

where nk is the occupation number for the k th mode and

,_'= (El,... ,Era)

(39)

(40)

(41)

is a real, vector-valued, extensive variable dual to eq. (39). In this more general case the

density operator p(z; B) which maximizes the entropy

S = -kBTr[p Inp]
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is subject to the constraints

and

Tr(p) = I , (42a)

Tr(pa) = z , (42b)

Tr(pa*) = z" , (42c)

Tr(pa* 7 a)= z* ---*ez+ e--_ (42d)

Let fl be an m-vector with the value fl = I/kBT for each component and express the

given covariance matrix for bosons as

--._ ....._

B = B(fl) = (e- _' e _ 1)-1 = (e-_E _ 1)-1 (43)

( A similar argument for Fermi-Dirac particles would replace -1 by +1 in eq. (43) but

this is not needed here.) The partition function Z(fl, V) is now

1

Z(fi, V) = det(l-_--flE) (44)

at thermal equilibrium and V is the volume of the fluid plus radiation. From eq. (44) all

of the equilibrium thermodynamic quantities can be calculated, for example the average

energy g is

when classically

Ere-ZE" Oln(Z)
g = _ = - (45a)

z Off

Z(fl, V) = _ e -_Er (45b)
T

and in quantum statistical mechanics a Trace over matrix elements of e -fill is taken. The

pressure p is

10ln(Z) (45c)
P-fl OV
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and the (reversible) differential work dW is

dW = -pdV (45d)

and the previous equation can be used to obtain

dW - I Oln(Z) dV
fl OV

The entropy of eq. (10) can also be written as

s = kB[Z_(Z)+ Z_ (45e)

and the Helmholtz free energy is

F(_, V) = -_Zn[Z(fl, V)] (45f)

The coherent state density operator can be given as

p(z) = det [(1 - e-'E)e -(a*-z*)zE(a-z,] (46)

Near equilibrium, a Kubo linear response theory 21 can be established by studying small

deviations from equilibrium where the fluctuations will be equal to the dissipations. This

exercise will be left to a future project.

3. Conclusions and Outlook

A two-component thermodynamics was formulated for a fluid in thermal equilibrium

with a reservoir radiated by a coherent state of phonons. One future project will be to

derive the Kubo fluctuation-dissipation theorem for this system, another will be to compare

and contrast these results with both the Langevin equation and the stochastic quantization

approaches. These future studies should illuminate (or simplify) the lattice Monte Carlo

methods.

Much remains to learned from harmonic, SHO, systems.
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Abstract

The equilibrium quantum statistics of various anharmonic oscillator systems including

relativistic systems is considered within the Wigner ph_e space formalism. For this purpose

the Wigner series expansion for the partition function is generalised to include relativistic
corrections. The new series for partition functions and ell thermodynnmic potentials yield

quantum corrections in terms of powers of/t _ and relativistic corrections given by Kelvin

functions (modified Hankel funktions) K_,(mc2/kT). As applications are treated the sym-

metric Toda oscillator, isotonic and singular anharmonic oscillators and hindered rotators,

i.e. oscillators with cosine potential.

1 Introduction

In recent years, the Wigner formalism as a phase space representation of quantum mechanics,

quantum field theory and quantum statistics has found growing interest [1,2]. One of the main

fields is the theory of anharmonic oscillator systems modelling various quantum systems, e.g.

solitonic systems, quantum field theories, and transport processes in more complicated systems.

The purpose of this paper is twofold,

1. to generalize the Wigner series expansion of equilibrium phase space quantum statistics in

order to include special relativistic systems,

2. to show applicability and utility of the formalism by means of various examples.

Up to now a small number of papers on relativistic quantum theory in the Wigner formalism

have appeared for equilibrium as well as for nonequilibrium systems. The topics treated for

nonequilibrium processes range from multiparticle production and kinetic theory [3] to cosmology

[4]. In the realm of relativistic phase space quantum mechanics there exist only a few papers.

Janussis et al. [5] starting from the Dirac Hamiltonian introduce a Wigner function with 4x4

spinor components. Ali [6] discusses the quantization of relativistic systems on phase space whereas

Kim and Wigner [T] describe a covariant phase space representation for harmonic oscillators. A

relativistic Fermi gas is treated in the frame work of the grand canonical ensemble by Greiner et al.
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[8]. A pseudo-classical phase space description of the relativistic electron in terms of Grassmann

variables was given in several versions [9]. There are also papers on relativistic quantum kinematics

[lO,11].
Over the years, fundaamental problems regarding the correct description of simple systems

such as the classical relativistic harmonic oscillator and its quantization have been treated in a

number of publications, see f.i. [12-15]. Important papers on the covariance problem are [7,16] ;

a symplectic formulation of relativistic quantum mechanics has been given in [17,18]. We develop

a Wigner formalism which is frame dependent. The focus of our attention is the comoving frame,

i.e., we use the so-called synchronous gauge [19].

2 Relativistic Wigner Formalism

One of the advantages of the phase space methods of quantum statistics - Wigner-Weyl formalism

[1], coherent state methods [20], Husimi transforms [21] or Bargmann representation [22] - is the

possibility to evaluate exactly the partition function by means of a phase space integration. In

practice it is convenient to expand the phase space integral into the Wigner series in powers of h 2

[23] as a basis of semiclassical quantum statistics.

The (non-relativistic) Wigner function fw(q, p) can be defined as the Fourier transform of the

off-diagonal elements of the density operator (qlP [qJ) (for systems without spin) [1]:

1 f z z

/w(q,p) f (2xl_) / J dzexp(ipzll_)(q- _ l p [ q + _) (1)

Here f is the number of the degrees of freedom of the system considered. The density operator is

given in the coordinate representation by

(q[P ]q') = E ¢_(q')w,_¢_(q) (2)
f_

with w,_ = exp (-flE.)/Z, where H¢,_ = E,_¢. ,/3 = 1/kT, and the partition function is

Z = Tr exp (-fl/:/)= E exp(-flE.) (3)
I't

Within the frame of the Wigner formalism the partition function can be expressed as

= f/dqdp w(q,p;_) ,Z (4)

where flw - (exp(-fl/:/))w is the Wigner equivalent of the operator _ -- exp(-fl/:/) defined as

aw(q, p; fl) - dz exp (ipz/h)(q - _ ] fi [ q + _) (5)

The Bloch equation for the calculation of flw within the Wigner formalisms reads

Oflw( q, _)
= -Hw(q, p) cos(_A)_w(q, p; ,8) (6)

P;

Off ,_
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here Hw(q, p) is the Wigner equivalent of the Hamiltonian _I, and A denotes the Poisson Bracket

operator or symplectic differential operator

o_-o'_ " c3"- _-'
A- (7)

Op aq aq Op

acting in (6) to the left and right hand sides. Up to now the formalism is completely exact.

The partition function (4) can be calculated by means of a phase space integration without any

knowledge of the energy levels of the system considered and without the necessity to sum up an
infinite series of Boltzmann terms exp(-BE,,), the zero-point energy beeing already included.

In order to elucidate the principle of our formalism, we consider a system with a single degree

of freedom characterized by a Hamiltonian H = H0(lfi) + V(_) with

H0( ) = +  2c2- 2 (8)

and the potential energy V(q) . One has Hw(q,p) -- Ho(p) + V(q). The Wigner series [17] for

the partition function Z is given by

+oo

'//g - 27ch dqdp exp(-_(H0(p) + V(q))} E h2" +,(q,p;/3) (9)
rt----0

with @0 = 1 , @, : n-th quantum correction. Solving the Bloch equation (6) for our relativistic

quantum system yields

-8/_2H_'V" + _4B3(H_ 'V ¢ + H_ V") (10)@t(q,P;3)

where the primes denote differentiation with respect to the corresponding variables. We restrict

ourselves to the first quantum correction.

We will evaluate (9) with (10), this approximative partition function is denoted by Z0z • We

begin with the p-integration:

with

and

Zot(k,,_) - Zo(k,.) + Zt(k,.)

1 J e_aso(P)dpZo(_,_)= 2t"-h

i + 1/93(H_'V_+H_V'_dPZt(k,.)=

(11)

Substituting p/mc = sinh tt and using [43]

oo

eb¢°'h_ cosh utt dt_ = K_(b)
0

(12)

where the K_ denote the Kelvin functions (modified Hankel functions) one gets

Zo(_,n) = 2_e+O':mcAq(3mc _) (13)
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and after some algebra

Z,(k,_)

x

where the series expansions

and

= 22,,rh_--i_+_"dch2r-ln2v"+t8,., 2_/93V'_]x

x [21-_sK,(_mc' )- -_28t¢,%(_8mc')+ _28Ks(,Bmc')]+

+ 2_e+_'_C_mch_3V"c2x

[-'_28Kl(_mc_) + _28Ks(_mc_) - l-_ Ks(_mc')] (14)

3
[1 + p2 l-S/2 = [1 + sinh 2 u] -s/2 ~ 1 - 5 sinh 2 u + 15 sinh _m2c 2 -- 8

(15)

p_ p2 1-'
m--T-c_[I+ --m2c_ = sinh_u[1+ sinh2u]-I ~ sinh_u - sinh4 u

(16)

have been used.

Now the integrationover the momentum space isdone, and (13),(14) represent,as a main

result,the partitionfunctionup to thefirstquantum correction,proportionaltoh2,and relativistic

correctionsup to second and fourthorder in p/mc . To proceed furtherone has to take into

account the potentialV(q) of the system considered. Then the fullpartitionfunction(in our

approximation)isgivenby

(17)
dq exp(-_gV (q))Zo,(k,.)(q)Zo1= Zo + Z, =

Here we only mention that with

in Zo(,u,-,)and

_2_ 3 _Z e_,(l+_.z)_r 35 Ks(z)_W_z e_,(l+_" 99)Kl(z) ~ e-* (1 + _) K3(,) =-- ' ' 8Z

in Zl(k,,O the non-relativistic limit is reproduced correctly.

3 Toda oscillator

As a first example we choose the symmetric relativistic quantum Toda oscillator with the potential

V(q) = 1Io (coshaq- I) (18)

Itseigenvaluesare not exactlyknown. Ifwe compare (18)with the potentialV(q) = m wg q_/2

ofthe harmonic oscillatorwe find

a= _/m_2olVo (191
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wherew0 is the (circular) frequency for harmonic (i.e. very small) oscillations. Toda molecules are

discussed in [24], generalizations thereof in [25]. There exist a few papers on quantum statistics of

toda chains [26] and Toda fields [27]. The non-relativistic phase space quantum statistics of the

symmetric Toda oscillator with (18) is treated in [28]. The dynamics of non quantum relativistic

Toda lattices is the topic of [29-31].

The part Z0 of (17) becomes

1

Z0 =22- _

and the part Zx can be expressed as

Zl

e_'_c, mc Kl(flmc _) e_v° 2_Ko(_Vo)
a

(20)

= 2h _xhc21 e_"c2 Kz(_V0) _2 V0 e_v° x

1 206 _ _K_(fl,_c_)] +× {-_[_g,(flmc ) - _K3(_,_c _)+

rnc2fl [__28 Kt(19rnc,) + 5"_68Ka(flmc2) - l_KS(flrnc2)]}+ 12 12
(21)

The formulae (20) and (21) yield in the nonrelativistic limit kT ,_. rnc 2 the correct partition

function of [28]. The evaluation of higher order relativistic and quantum corrections is straight

forward. From the Wigner series for the partition function, corresponding series expressions for

the thermodynamic potentials follow in the well-known manner. These results are published in

[32].

4 Isotonic or Singular Oscillator

Our next example is the quantum oscillator with the potential energy

q _- (22)
V(q) = Vo I-_- _]_

(normalized so that the potential minimum at q_,,_ = a gives V(q_,n) -- 0). This asymmetric

anharmonic oscillator appears in the literature under various headings in two different interpreta-
tions:

1. isotonic oscillator [33-36], radial oscillator (with centripetal barrier) [37-39] or inverse qua-

dratic oscillator [40],

2. singular oscillator [41] or nonpolynomial oscillator [42].

Interesting subject for oscillators of this type are the energy spectrum [38], canonical transfor-

mations [37], ladder operators and coherent states [34-36], phase space path integrals and the

dynamics and symplectic groups [37,41]. The connection with three-dimensional potentials was

discussed thoroughly [39]. Here we add the second quantum correction to the partition function:

1 m e -_v(q) _ O(q) dq (23)
Z(h i) = _ 240m 2
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where

Q(q)=-V(1) + /_(2V'V(3)') "" _V'_) - 1_16_2V_VIl+ 2-_'j_3V '4 (24)

here is v' - OV(q)/Oq, V(s) - V", and so forth. For the isotonic oscillator potential (22) all

integrals to be calculated are of the type [43]:

O0

/ e-<','+",-') = (25)
0

where the K-functions are again the modified Hankel functions (Kelvin functions) but here only

of half integer index, n is an odd integer. These functions have a simple analytical shape, in

particular one has

K+l/2(z) = e-

_z -' 1K±3/2(z) = e (I + z)

, 3 3g,,/,(_) = e- (1+ -_+ D-) (26)

In (25) one has for the isotonic oscillator

A = flVo/a _ , B = _Voa 2 , zf2Vf_f2flV0

The exact classical (i.e. semiclassical ) partition function becomes

(27)

Z:I= kT l_u_ (28)

where

= _/8vol_o_

is the classical (angular) frequency of our oscillator in the limit of very small (i.e.

(29)

harmonic)

oscillations. The partition function (28) is formally the same as the well-known expression for the

classical harmonic oscillator with (angular) frequency w.

A simple but somewhat lengthy calculation then yields the first two terms of the partition
function

kT {1 I l_w _ 1 3 kTz = _ - [_.(_) ( + _)]} (30)

where the expression in the square brackets being the famous h2/24 quantum correction. The

higher order quantum corrections can be calculated in a similar way using (25). Again all integrals

lead only to the handy Kelvin functions with half-integer index. As is well known one gets

the thermodynamic functions for a system of N oscillators from the partition function. The
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(Helmhoitz) free energy (here identical to the free enthalpy G), the internal energy U(here identical

to the enthalpy H), the entropy S and the heat capacity C = aU/c?/' are given, respectively, by

F = -NkT lnZ
0

U = NkT _'_lnZ

S = Nk(lng+T_lnZ)

O 20
c = Nk-_(T -_lnZ) (31)

Starting from (30) these functions can be written in the form of classical contribution plus quantum

correction up to terms with fi_ using the series expansion of the logarithm function:

F = -NkT{ln kT 1 hw 21 3kTZ4.(_ ) ( + _)} (32)

1 t_ _ 1 (_)_ (33)u = NkT{1 + -_(y_) + 64 YokT"
kT 1 ?_w _

S = Nkln-_+Nk{l+_.(_-_-) } (34)

1 _ _ (35)c = Nk{1 [5(_) }

More detailed estimates show that these semicl_sical expressions are of considerable accuracy for

atomic oscillators above T = 100 K, the errors being only a few percent and enlarging in the order

F,U,S,C.

5 Hindered Rotators

The internM rotation of molecular groups (f.i. the methyl group) within molecules (f.i. ethane,

polymers) or molecular complexes (f.i. C3H6 OHm) is a topic of large interest since many years

[44,45]. Related motions are the rotation of molecules adsorbed on solid surfaces [46,47] and

the torsional oscillations of molecules or ions in the interior of molecular crystals [48,49 I. The

contributions of the corresponding degrees of freedom to the thermodynamic functions and to the

equilibrium and rate constants are, generally, important. In calculations in the frame of statistical

thermodynamics these rotators were mostly treated as (classical) free rotators [50] or sometimes

as (harmonic) torsional oscillators [51].

However the rotators have to be classified, in most cases, as hindered rotators or strongly

anharmonic torsional oscillators, the more the lower the temperature is. There exists only a few

number of papers on the quantum statistics of hindered rotators [52-56]whereas the literature

on the quantum statistics of various types of anharmonic oscillators is abundant. The reason is

that the Schr6dinger equation for a hindered rotator is of the Mathieu-Hiii type whose energy

eigenvalues can be calculated only approximately. Therefore, the evaluation of the partition

function and the thermodynamic functions is possible only with numerical methods; closed general

formulae cannot be derived from this approach [52,53]. Here , the Wigner formalism shows its

ad vantages.
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The main quantities characterising a hindered rotator are the shape and the strength of the

potential barrier. For a symmetric rotator, the hindering potential can be given by .

V(¢) -" 1V0 (1 - cosn¢) (36)

where n is the symmetry number (f.i. n = 3 for the methyl group) or, more generally, by Fourier

series [57]

iv, (1 - X_ _,_cosk,,¢) (37)v(¢) = _ 0
k

In the most simple case V(¢) is dominated by the repulsive interaction with a single near-neighbour

atom within the molecule (or crystal) considered; then all coetlicients ak for k _> 2 are zero. The
presumption is also that the cosine series converges rather rapidly. A reasonable representation of

the barrier can then made with the first two terms. For the important case of n = 3 one has

1

v(¢) = _[v3(1 - cos3¢)- vscos6¢] (38)

The effect of adding a small sixfold___p0te_ntial V6cos6¢ to the threefold main potential V3cos3¢

is to broaden the potential wells at {he expanse of the barriers. (If V6 is negative then the wells

are narrowed and the barriers broadened.) For many acetates and other molecules and complexes

containing the methyl group we have V6 _: V3 (f.i. V6/V3 _ 0.15 for acetates) [57].

For a hindered rotator with a simple cosine potential the canonically conjugate coordinates

are given by the rotation angle ¢ and the angular momentum L, respectively; and the mass is to

be replaced by the moment of inertia I.

In order to have a convenient comparison with the limiting case of a harmonic oscillator

(t'_ _ oo) we introduce the angular frequency f_ of of the harmonically oscillating torsional

vibrator by

(39)_,---- n

With (36) the classical partition function is written as

21"

z,, = ,/57_ __h,,f e'°'"*d¢
0

(40)

where x = 3Vo[2. We get the well-known expression

Z¢, = Z! e-rio(X) (41)

where

zf = V"_1_ 2_ (4_)
h n

is the classical is the classical partition function of a free internal rotator of symmetry number n,

and I0(:r) is the modified Bessel function (or the Bessel function J0(ix) of the purely imaginary

argument ix) of order zero [43].
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The evaluation of the quantum corrections Z(h 2) and Z(h 4) yields with u = _hft at first

Z(h2) ffi Zle _x e"*'n* (_ cosn¢ + zsin 2 he) de (43)
0

2x

0

+ 3cosine 11 2-_- --x siQ n¢cosn¢ + x_ sin4 he)de (44)
2 6

All integrals in (43) and (44) can be expressed by Bessel functions J,,(z) of purely imaginary

argument z = i_, where v is a positive integer index [43],

_lr

t
elx co| n_

or by the modified Bessel functions

cos_¢d¢ (45)

One gets

z(h _)

z(h')

-z: e-'_#*(^_)21_(z)

+z, e-" _--_0_'(t_)'{-_',(_)+ _['o(_)- _',(_)]

24¢F,(z)- :_(z)]+ I_(_)}

By means of the recursive relations [43]

z,,__(_)- z,,+_(_)= 2,.,I,,(_)/:_

we have finally the total partition function as a compact expression

(46)

(47)

(48)

(49)

24 Io(x) + 5760 _ Io(x)" } (50)

The factor in curly brackets represents the quantum correction to the classical partition function

(41).

In the case of a modulated cosine potential given by

1

V(¢) - _V0 (1 - cosn¢ - c cos 2n¢) (51)
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where ¢ _ 0.1 for most molecules or molecuar complexes, at first we calculate the classical partition

function written in the shape

_f

z,,= Zle-" e__°'"*[i+ _ -j-,cos_2n¢]d4
0 v=l

(52)

With [431

1 2/_ i
cos2.-_2.¢ = 22;_2 co.(2, - 2k - I)2.¢ (53)

k=O

cos2U2n¢ = {_-_.2 cos2(#- k)2n¢ + } (54)
= #

one gets for Zcta seriesexpansion in terms of Bessel functions12(2#-2k-,)(x)and 140,__)(x),

respectively.Clearlythisseriesconvergesratherrapidly,and inpracticeone needs only terms up

to the order_ or t2. Thereforewe use the approximation

_T

Zct = Z/e- r" f e_C°'"_[1
Z_" J

0

_2

+ ex cos 2n¢ + e_- cos 22n¢] d¢ (55)
2

and get, by use of (45), after elementary transformations

/'_(x) x 2 l_(X)l
z = zt_-%(_)[1 + _Io-_ + dT(1 + Io(_)' (56)

Comparing this expression with the classical partition function (41) without the potential propor-

tional to ¢ cos2n¢, we identify the factor in square brackets in (56) as the potential modulation

correction factor in Zc_. With the help of the recursive relations (49) it is again possible to express

the whole correction factor in terms of the Bessel functions I0(() and A(f) only.

We content ourselves with the first quantum correction Z(h _) and write

1 / e'c°'"_[lz(_') = z1_-'_ 2 2 _v_}d#, (57)+ eR1 + e2R_]_21{-V" +

where

R, = z cos 2.¢ (58)

X 2 X 2

R2 = --2 c°s_2n¢ = -_-(1 + cos 4n¢) (59)

i
V' = 5Vo(nsinn¢ + e2nsin2n¢) (60)

= iV0(n_cosn¢ + ¢4n _cos2n¢) (61)V"
L
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After somewhat lengthy calculations using elementary formulae for trigonometric functions of

multiple arcs and (45), (46), one ends with

ttu_',:a#2 3
Z(h2) = ' 24' ' Zle-:{It(x) + cx(-_A(x) + Is(z)) - c2a} (62)

with

31,(x) + 41:,(x) - Is(x) - 214(x)) + x2(Is(x) - Is(x)) (63)x(6/o(x)O

This quantum correction again contains terms proportional to c and e_ due to the potential

modulation. From now we neglect the term e2a. For the free energy of this simple hindered

rotator we get:
F = Fc, + F(A _) (64)

where

Fct = -RT In Z! - RT(In Io(x) - x)

is the free energy of the semiclassical approximation [56], and

(65)

F(h2) = _,_,L,2r_,_ h(x) (66)
24 10(x)

Now we come to the hindered rotator with the modulated cosine potential. First we write the

full partition function according to (56)

Z = zcl + z(a 2)
12(x) x 2

= Z/e-'Io(x)[1+ exi-_ + e'-T(1

,7 -z:- ,x,(hw)'/_',I'(x)
-,,le,o,, jTtlo-"_'_ + ,x(---

= z_e-'1o(x)D+ a (_):'P_B]
24

l'(x)_I -
+ Zo(x)"

3 It(x) Is(x))]
2lo(x)+ lo(x)"

(67)

where A, B are temporary abbreviations( noticethat Io(x)>_ I ,x = #V0/2). The freeenergy

now becomes

(_w)2#2B -
F = -RT ln(Zle-:Io ) - RT{A _ 2(a' #'(_'°)' AB)} (68)

12

Here again we take the quantum correction up to terms in fi2 and consider the potential modulation

correction up to terms in e2 in the semiclassical contributions and up to terms in ¢ within the

quantum correction. With these approximations we get finally:

F : -RT InZ! - B_T(InIo(x)- x)- RT[,rx_,o(X)+ ,(_(1 + Io(I"(x)x--'--')- L,,'"l"(x)'a"_) n +

A,,r,#:(_t_)2 r l,(x ) 3 I,(x) la(x) I,(x)I,(x)
+ "- 24 "lo(x) + ex(_ + )lIo(x) lo(x) Zo2(X)

(69)
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It is well known that any multimode positive definite quadratic Hamil-
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1 Introduction

In the past three decades, decoherence (reduction) has become more and more

widely recognized, being studied in many fields of physics from non-equilibrium

statistical mechanics [1] to quantum measurement and quantum cosmology [2, 3].

The purpose of this paper is to investigate decoherence of multimode thermal

Squeezed Coherent States (SqCS's).

In the literature there are many equivalent definitions for one-mode, two-

mode [4, 5, 6, 7] and multimode SqCS's [8]. However, thermal SqCS's are usually

defined for one-mode [9]. (Two-mode thermal SqCS in thermo-field formalism

is effectively one-mode.) Therefore, in this paper we first introduce a general

definition of the multimode thermal SqCS's in terms of density operators. Then

we will discuss two related representations--the Wigner function and the char-

acteristic function--and will show that the latter is the better representation for

decoherence problems. Finally we will use the characteristic function to study

the decoherence of multimode thermal SqCS's.

This paper is organized as follows: In Sec. 2 notations, conventions and a

lemma on matrix are introduced for the mathematics used in this paper. In

Sec. 3 a unified definition of multimode SqCS's with the aid of a special kind of

Harniltonian is presented. In Sec. 4 the multimode thermal SqCS is constructed

by thermalizing the multimode SqCS defined in Sec. 3. In Sec. 5 we calculate

the Wigner functions and the characteristic functions of some multimode thermal

SqCS's. In Sec. 6 the decoherence of multimode thermal SqCS is effectuated and

it is shown that the decohered state is still a thermal SqCS.

2 Mathematical Preliminaries

Throughout this paper, _ is set equal to 1; "f' denotes hermitian conjugate and

"t" denotes the transpose of a matrix. The physical system under consideration

is of n degrees of freedom, hence the dummy indices run from 1 to n unless

otherwise specified.

\¥e use £ =< xl, x2,..., xn > and _ =< kl, k2,..., kn > for the n-dimensional

canonical coordinate and momentum respectively. Thus < £; k > is a vector in
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2n-dimensional phase space.

momentum operators corresponding to the canonical variables :_ and f_.

Canonical Commutation Relations (CCR's) are:

and i_ denote the n-dimensional position and

The

[(li,qj] = _i,/Sj] = 0, [Oi,iSj] = i_ij. (1)

[0) denotes the n-mode Fock vacuum state, i.e., the ground state of an n-

dimensional harmonic oscillator with unit mass and frequency:

(_]0> = 7r-_ exp[--l(z)2]. (2)

The number operators are defined in the ordinary way:

= ½(_ + 0,_- 1). (3)

The (phase space) displacement operator D(< if; f: >) is defined as:

/)(< e; f¢ >) = exp[i(f¢. _'- £./_)1. (4)

/9(< £;/_ >) is unitary and has the following properties:

bt(< _;_ >) = b-'(< _;£ >) = b(- < _;_ >), (5)

b(< S;/_ >) < _';/_ > b-'(< S;/_ >) =< (_- _); (/_- k) > . (6)

The coherent state is defined as [4]:

I_,f¢)= b(< _,;¢>)10). (7)

Another kind of unitary operator we will use in this paper are the elements

of metaplectic group Mp(2n,R)--the quantum analogue of symplectic group

Sp(2n,R). Mp(2n,R) is an n(2n + 1)-dimensional Lie group with its algebra

spanned by {_i_j,/3i/3j, 0i/_j +Pjqi}. The elements of the Lie algebra of Mp(2n,R)

can be organized as anti-hermitian operators in the following form:

n

i _2 [_A_J + _J_& + _,J(_J + _A,)]
_(m) -- 2 i,j=_

i

- 2<4;_> jm<_;_>', (8)
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where oij = cUi, /3ij = _ji and

rn = (
\

is a 2n × 2n real matrix [10], while

:) C sp(2n, r) (9)

1)--1 0 '

From CCR's, we have:

1 = n x n unit matrix. (10)

/3 ) < _;/_ >,=-m < _;/_ >t, (11)-7

and

[_(rnl), _(rna)] = _([ml,rn2]). (12)

Therefore the Lie algebra of Mp(2n,R) is isomorphic to sp(2n,r)--the Lie al-

gebra of Sp(2n,R)

The action of exp[_(m)] E Mp(2n,R) on < _;/_ > can be defined and calcu-

lated from (11):

exp[_(rn)] < _;/_ >t exp[-_(m)] = exp(-m) < _;lfi >t, (13)

where exp(-m) C Sp(2n,R).

Now we replace exp(-m) in (13) by a general element S E Sp(2n,R) and try

to find a unitary operator U(S) E Mp(2n,R) such that

O(S) < _;/_ >' 0(S)-' = S < _;/_ >t. (14)

From linear algebra and group theory, we know that there is a unique polar de-

composition S = RP for any element S in Sp(2n,R), where R is orthogonal, P is

symmetric and positive definite, and both R and P are in Sp(2n,R). Therefore we

can always put S = exp(mR)exp(mp), where R = exp(mR), P = exp(rnp), and

both mR and ms are elements in sp(2n,r) (rnp is symmetric and unique, while

mR is anti-symmetric and not unique) [11]. The element U(S) E Mp(2n,R)

which is unitary and satisfies (14) can be constructed as follows:

O(S) = exp[(_(--mp)] exp[_)(--rnR)], (15)
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where exp[_(-mp)] corresponds zto a generalized squeezing and exp[_(-mR)]

to a rotation in 2n-dimensional phase space. This decomposition is crucial in

the construction of multimode SqCS since the Fock vacuum is an eigenstate of

exp[_(-mR)], hence only the degrees of freedom in exp[_(-mp)] are effective in

the SqCS constructed as U(S)[0) [8].

Lemma [12]

If j_r is a symmetric and positive definite 2n × 2n matrix, then there exists a

matrix S E Sp(2n,R) (but not unique), such that

(16)

where w = diag(wl,w2,... ,wn), wj > 0 for all j.

Remarks:

(1) S E Sp(2n, R) if and only if StJS = J by definition.

(2) wj is not an eigenvalue of M in general.

(3) The eigenvalues of JM are +iwj's, hence we can calculate wj's from JM

as an ordinary eigenvalue problem.

(4) If the matrix Cj corresponds to a 2-dimensional rotation on the

< x j, kj > plane, then

0)(o 0)Od OJ CO
(17)

Therefore S in (16) can be replaced by CjS and hence is not unique.

3 Unified Definition of Multimode

Coherent States

Squeezed

The Hamiltonian we will use in this section is of n-mode, inhomogeneously

quadratic, time-independent, and with its quadratic part positive definite:

1

/:/= _ < _;/_ > M < _;/_ >t +Y < _;/_ >*, (18)

341



where M is a 2n x 2n, symmetric and positive definite (hence invertible) real

matrix and V is a 1 × 2n real vector. This kind of Hamiltonian can be transformed

into the "standard form":

/:/=/)oU0/:/0Dol/)o 1 + constant, (19)

where/)o is a displacement operator,/)o is an operator in Mp(2n, R) and

n

90 = E > o. (20)
i=l

Using the formulas discussed in last section, the derivation of (19) is straight-

forward:

1

1

_-- 5[ < _;/_:> +VM-1]M[< _;_>t +M-1Vt] +constant

1

-- 5 < (_'- Xo); (/_- ko) > M < (_- x0); (/_- _) >t +constant

1 _ ^

= 500 < _;p>/_olM/)o < _;/_ >* D o' +constant

1

= Do[_ < _;/_ > M < _;/_ >_]/)o 1 + constant

o)= Do[5 < _';/_ > S < _; ig >t]Do' + constant

-" /)o[_/-]o < _;i_> 0o' (0 wO)Uo< _;i_>' 00-']/)o' +constant

(. 0)= D°U°[5<_;/_> 0 <_;_>']0o'bo'+constant

^ ^ 1 n ^2 ^-1 ^-x
= DoUo[5_wi(_ _ +pi)]Uo D 0 +constant

i=l

/)0Uo[_)-_w,_N_]/_)ol/)o I + constant
i=1

DoUo/?/o/)o-1 bo ' + constant, (21)

where VM-' -- - < £o;_ >, Do =/)(< 2o;/¢o >) and Uo = O(S).
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Without loss of generality, we can always drop the constant term and consider

= b000 o0o,bo1 (22)

It is easy to see that the normalized ground state of this Hamiltonian is:

bo&oi0)_ Doexp[_(-mp)]lO), (23)

which is a SqCS in general, it contains the coherent state (Uo = 1, Do _ 1) and

the squeezed state (U0 :_ 1, Do = 1) as two special cases.

Therefore we can take (23) as a unified definition of the multimode SqCS.

However, since those wi's in H0 do not appear in (23), the correspondence between

(22) and (23) is many-to-one. The non-uniqueness of S, hence/_'o, will not cause

any trouble, because we have shown that S is unique up to some 2-dimensional

rotations in phase space, and rotations correspond to exp[_(-rnn)] in U(S) which

will not appear in (23).

4 Multimode Thermal Squeezed Coherent States

Consider immersing a physical system described by the Hamiltonian (22) in

a heat bath of temperature T. This constitutes a canonical ensemble and the

density operator of this system is:

= Z-' exp(--/3ft)

= Z-' exp[-#(bo/)o/T/oOo'Do')]

= Z-'Do/Qoexp(-/3/-t/o)Uo'bo _,

Z = Tr[exp(-/_/:/)] = Tr[exp(-_/:/o)].

where

(24)

(25)

This density operator _ describes a mixed state unless T = 0. In the limit as

T --_ 0, since

lim exp(-/3/:/o) = [0)(0[, (26)
/3---*oo

we have

_= bo&o{0><0{&olbo1, (27)
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which corresponds to the pure SqCS (23), hence (23) is a special case of (24) and

(24) is a "thermalized state" of (23). Therefore we can take (24) as the definition

of multimode thermal SqCS.

5 Representations of Multimode Thermal Squeezed

Coherent States

There are many equivalent representations of the density operator _, e.g.,

the coordinate representation, P-representation, Q-representation, Fock space

representation, Wigner function and characteristic function, etc. In this paper

we will discuss the last two representations.

5.1 Wigner Function

The Wigner function of a density operator _ is defined as [13, 14]:

W(_; k) = _-" [_ d_exp(2ik. U')p(_ - g, _ + U'), (28)

where p(Z, 2) is the coordinate representation of the density operator/_.

The Wigner function can also be put into the following form [15]:

W(_; 1_) = Tr[_fi, w(< £;/_ >)], (29)

where the "Wigner operator" hw(< _;]_ >) = r-"D(2 < £;]_ >) exp(ir _=1P:ri)

is a well--defined hermitian operator with < _; k > as its parameters.

The Wigner function is normalized by definition:

/__'_ d_.df_W(_.; k) = 1,

and it is real because the Wigner operator is hermitian.

function is not always posltive-definite and it is thus called the quasi-probability

distribution function over the "phase space" (_; k).

In the following, we will calculate the Wigner functions for some thermal

SqCS's. First let us consider the simplest one-mode case, i.e.,

1 2 _ 1) wN, (31)= _(p + - =

(3o)

However, the Wigner
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the density operator is:

= Z -a exp(-_w/Y), (32)

and the Wigner function takes the form [14]:

1 tanh(-_)exp[-tanh(-_)(x 2 + k2)]. (33)W(x,k) - Tr[DAw(x,k)] = -_

In the limit as T --* 0, (33) becomes

1
W(x, k)= - e×p[-(x _ + kS)I, (34)

7r

which is exactly the Wigner function of the vacuum state [14].

Noticing that the Wigner function (33) is a Gaussian distribution function in

(x, k), we can use the exponent of (33) to define the "Wigner ellipse" in the phase

space (x, k) as:

tanh(-_)(x 2 + k s) =

f)

1. (35)

The area of the Wigner ellipse represents the range of uncertainty of the corre-

sponding state. In this simplest case, the Wigner ellipse is a circle with radius

\/coth(-_f_w) >_ 1 and with its center at the origin.

Next we consider the general one-mode Hamiltonian:

(36)

the density operator is:

= z-'/)o0o exp(-#wN)0o' Do'. (37)

The Wigner function takes the form [16]:

where

w(x,k) = Z-'Tr[boUo exp(--_w/'_)_roabo akw(x, k)]

= Z-' Tr[exp(-_wfi¢)O0-1bo'/xw(x, k)/)oDo]

= Z-'Tr[exp(-_wlY)hw(x',k')]

- rrltanh(-_)exp[-tanh(-_ )(x'' + k'2)]'

X t = -- XO

(38)

(39)
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and the Wigner ellipse is:

tanh(-_)(X-Zo, k-k°)Sts(Xk-X°) =l'ko (40)

For the n-mode cases we first consider the uncoupled Hamiltonian, i.e., H =

/2/o. The Wigner function in this case is a product of each individual one-mode

Wigner function:

'_ flwi n flwi 2
W(e; fi)= 7r-"[I-[ tanh(2 )] exp[- _ tanh(--2 -)(zi + k])l" (41)

i=1 i=l

In this multimode case, we can define the "Wigner ellipsoid" in 2n-dimensional

phase space as:
n

i_1-- tanh(--ff-)flwl (x_ + k_)= 1, (42)

or equivalently,

(£; _¢)(0 T 0T) (:f; k)t = 1, (43)

where T = diag(tanh(½flw,), tanh(½_w_),..., tanh(½flw,_)). Analogously, the 2n-

dimensional volume of the Wigner ellipsoid represents the range of uncertainty.

For the most general Hamiltonian [t = /_05ro/2/0Uol/)o 1, analogue to (38),

T0 T0) S(_- _o; k- _)t],

the Wigner function is:

(_)]Bz(e; k) = rr-'_[I-I tanh
i=l

exp[--(Z-- e0;k- k)S t ( (44)

and the Wigner ellipsoid becomes:

(: °)(e- eo;fi - ;)s _ T (45)

5.2 Characteristic Function

The characteristic function of a density operator fi is defined as:

x(_-; fi) ^_ -"= Tr[pD(-x;-k)], (46)
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From the symplectic Fourier transformation of the Wigner operator fi_w(_; k) :

F[_w(£;k)] = f_: d:#d_fiXw(:_; k')exp[-i(:_, k- k' .

= b(-_;-_), (47)

we can see that the characteristic function is the symplectic Fourier transforma-

tion of the Wigner function:

F[W(£; f¢)]- X(£; f¢). (48)

The normalization condition of the Wigner function corresponds to X(0"; 0) =

1 in the characteristic function. Since the operator/)(-_; -_c) is unitary instead

of hermitian, X(_; _c) is complex in general.

The characteristic function of the general n-mode thermal SqCS, which cor-

responds to the Wigner function (44), is:

X(:_; k) -- exp[-_(x; T_ 1 S(_;fi)t+i(x.ko-k._o)]. (49)

5.3 Covariance Matrix

For an n-mode (mixed) state with density operator/3, the covariance matrix

is a 2n x 2n matrix of the form:

Q, , (50)

v,j - ((_, - (_,))(Oj- (_j))) = (_&) - (_,)(_j), (51)

v_j - ((_ - (p_))(_j- (p_.)))= (_&) - (_d(P,), (52)

1 ,= (-_(_, + f,A,)) - (,_,)(_J), (53)

where (71i) = Tr(pO_), etc.

For the thermal SqCS which corresponds to the Wigner function (44) or the

characteristic function (49), it can be proved that the covariance matrix is

11( , 0) ),_S- 0 T_ 1 (S-' (54)
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6 Decoherence Problems

6.1 General Theory of Decoherence

Consider a quantum system which contains two subsystems (A) and (B) with

the density operator PAS. Any (monomial) operator d) which corresponds to a

measurement on the system can be decomposed into d)A ® OB, where 0A corre-

sponds to a measurement on and only on (A) and d)B correspondingly on (B). If

we decohere this system by ignoring (B), i.e., not making any measurement on

(B), then the operator 0 will be reduced to d)A ® i and the expectation value of

OA will become:

(0A) = Tr[_AS(OA® i)]

---- Tr(A)Tr(a)[_AS(d)A® i)]

= Tr(A)[(Tr(s)(_AS))()A]

= T_[_AOA], (55)

where Tr(A)/ Tr(B) represents the "partial trace" which only takes trace with

respect to the degrees of freedom of (A)/(B), and PA = Tr(B)(#AB) is a well-

defined reduced density operator.

If the Wigner function W(_A, _S; fCA, KS) corresponds to the original density

operator PAB, then the reduced Wigner function corresponding to PA is [14]:

WA(_A;kA) = /__ dxBdkBW(_A,XB;kA,_B). (56)
OO

As for the characteristic function, if X(_A,_S;kA,f_B) corresponds to PAS,

the reduced characteristic function corresponding to PA will take the form:

(57)

which is a restriction of the original X(£A; is, kA; kB) to a subspace in the 2n-

dimensional phase space. From the mathematical point of view, it is easier to use

the characteristic function to study decoherence problems.
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6.2 Decoherence of a Thermal Squeezed Coherent State

From n-Mode to m-Mode

For a given characteristic function of an n-mode thermal SqCS:

X(xl, x2,. . . , x,,,, . . . , x,_; ka, k2, . . . , k,,, . . . , '- _,_,,)

1

= exp{-_(xl,x2,... ,=m,... ,=,; k,, k_,. • •, kin, • • •, k,)

)St 0
T_ 1 S(xl,x_,...,x,,,,...,x,,;kx,k_,..',k,_,'",k'_) t

+/Y2(x, koj- k_xoj)}.
j=l

(58)

The reduced characteristic function is:

x(x_, x2,..., =,,,,6;k,, k_,..., k,_,6)
1

= exp{-_(_,,_,..., _,0; k,, k_,..., k_,0)

St( T-' 0 ) S(xx,x2, O; kl k2, kmO) t0 X -1 ..._xm, _ ..._ ,

Tn

+i _(z_koj - kT0j)}
5=1

1

= exp{--_(x,,x2,...,xm;k,,k2,...,km,)I((xx,x2,...,xm;kl,k2,...,k,n) t

+i _,(xikoi - kixoi)}, (59)
i=1

where the matrix K is 2rn x 2m and still symmetric and positive-definite, its

o)elements are a subset of the the elements of S t S:
T-1

o)Ki,j = [S t T-' S],,./, (60)

(T -1 0 )K;+,,,,3 = [S t 0 T-' S]i+.,._, (61)

o)I;5,j+m = [St 0 T-' S]i,j+., (62)
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0)l(i+m,j+m= [S_ T_ 1 S]_+_,_+_, (63)

where 1 < i, j, < m.

From the Lemma in Sec. 1, we can find a 2m × 2m symplectic matrix cr such

that:

K=at( rO rO)a' (64)

where r = diag(rl,r2,...,rm), ri > 0, for all i = 1,2,...,rn.

We can make a further restriction on ri from the following physical considera-

tion: Since the reduced density operator PA = Tr(s)(_AB) is well-defined, it will

never correspond to any non-physical state. Noticing that (59) is of the same

form as (49), comparison with (54) shows the covariance matrix of this decohered

state to be:

1 1(7- 0) (cr_l)t. (65)K=_a- 0 r

Since a-1 corresponds to a symplectic (hence canonical) transformation on the

canonical coordinates,

0) ,00,
is also a covariance matrix for the same state in another canonical coordinates.

This guarantees that ri >_ 1 for all i = 1,2,... ,m, otherwise (59) will give a state

that violates the uncertainty principle. Therefore we conclude that the reduced

characteristic function (59) corresponds to an m-mode thermal SqCS.

7 Conclusion

The results of this paper are threefold (1) A unified construction of multimode

(thermal) SqCS's. (2) Proof of the statement: The decohered multimode thermal

SqCS is still a (multimode) thermal SqCS. (3) Introduction of the decohering

technique via characteristic function, which is very efficient and can be applied

to many related problems.
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ABSTRACT

In this talk, we briefly review the influence functional path-integral treatment of quan-

tum Brownian motion. We report on a newly derived exact master equation of a quantum

harmonic oscillator coupled to a general environment at arbitrary temperature. We apply

it to the problem of loss of quantum coherence.
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INTRODUCTION

Recently there has been considerable interest in quantum Brownian motion. It was

motivated by possible observation of macroscopic effects in quantum systems. Among

them are quantum tunneling with dissipation [1], loss of quantum coherence due to system-

environment interaction [2], just name a few. The newest application of quantum Brownian

motion is in quantum cosmology, where the issue of quantum-to-classical transition of an

open system is very important [3]. These issues also appear in semiclassical theory of

early universe in which noise, fluctuation and dissipation play important roles in particle

production, back reaction, phase transition, inflation and galaxies formation [4]. In these

problems, the interaction between a system and its environment is quite complicated giving

rise to nonlocal dissipation and colored noise.

The effect of nonlocal dissipation and colored noise in quantum Brownian motion is

an outstanding problem, which has been studied only to a limited extent. In some limiting

cases, the quantum master equation (the time evolution equation) for the reduced density

matrix of the Brownian motion has been derived before by different authors with different

methods. These cases are all in the class of ohmic environment, for which the dissipation

is always local [5]. It corresponds to having a linear damping force proportional to the

velocity of the Brownian particle classically. The noise associated with the dissipation is

colored at low temperature.

Our contribution reported in this talk is the derivation of an exact master equa-

tion for the reduced density matrix of a Brownian harmonic oscillator linearly coupled to

a general environment (with a general thermal bath spectral density) at arbitrary tem-

perature [6]. In our model, the environment is a set of bath harmonic oscillators with

different natural frequencies. The environment is at a thermal equilibrium state. The

system (Brownian particle) is brought to contact with this thermal bath. The derivation is

done from first principles of statistical and quantum physics with Feynman path-integral
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method and Feynman-Vernon influence functional formalism [7]. This master equation

can accommodate all possible forms of the nonlocal dissipation kernel and nonlocal noise

kernel. It is a linear partial differential equation with time dependent coefficients. The

non-Markovian character resides in these coefficients. In particular we examine the cases

of ohmic, subohmic and superohmic environment and compute these time dependent co-

efficients numerically. We show that all the previous master equations obtained otherwise

are just special examples of our master equation.

INFLUENCE FUNCTIONAL

Let us briefly review the Feynman-Vernon influence functional formalism of quantum

open system. Consider a Brownian particle with mass M = 1 and natural (bare) frequency

_2. The environment is modeled by a set of harmonic oscillators with mass rn,, and natural

frequency con. The Brownian particle is coupled linearly to each bath oscillator with

strength C,,. The total action of the combined system plus environment is

S[x, q] = S[x] + SE[q] + Sin&, q]

2 x n "_mnqn - _rn,_wnq,_} (1)

n

where x and q,, are the coordinates of the particle and the n-th bath oscillators.

It is well known that the time evolution of the total density matrix of the system plus

environment _(t) is governed by the following quantum Liouville equation

. a^ [9,,h p(t) = (2)

In the coordinate representation, the solution of the above quantum Liouville equation can
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be written as

+o¢ +_ +co +oc

--00 --00 --0_ --00

' 'o) p(x_, • ' 'o)x J(xl,qf,xrl,q},tixi,qi xi,qi, , qi, xi, qi;

where

(3)

J(xf,qf,xll,q},t Ixi,qi,x_,q[,O)

i {st_,q]-s[_',q']} (4)=-/Dx/Dx'/DqJDq exp_

is the propagator of the total density matrix in path-integral form. Here q represents the

full set of bath oscillator coordinates and the subscript i and f denote the initial and final

variables.

We are only interested in how the dynamics of the system (the Brownian particle)

under the influence of the environment (all bath oscillators). The quantity containing this

information is the reduced density matrix of the system

+oo +oo

p_(x,x I) = / cIq / clq I p(x,q;xl,q')_i(q - ql) (5)

--00 --00

which is propagated in time by the the evolution operator

+oo -boo

I.x,I.x: ix,,.:,o)..<.,,.:,o)pr(Xf,x},t)

--00 --00

If we assume that at t = 0 the system and the environment are uncorrelated

j(_ = o)= j,(o) × _(o), (7)

then
I

x I x 1

J_(xf,x_,t l xi,xi,

xi X'.

exp _ {S[x] - S[x']} F[x,x'] (s)
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The functional factor F[x, x'] in (8), called influence functional, is defined as

+_x_ .q-_ +ee q! ql

I' :I
--oc --oo --oo ql q_ (9)

It is first introduced by Feynman and Vernon [7].

For the problem described by (1), the influence functional can be computed exactly.

The result is:

t 81

i /ds2 [x(81)i(81)]7](81 )[x(.s2)_J_xt(s2)l,I.,.,=exp{-,/'.l- -..
0 0

t St

1 /dSl f ds 2 [.(Sl) - t(Sl)]Z](Sl - "2)['('2)-xt(,-s2)] }

o o

(10)

where

is the noise kernel, also

0

d

_(s) = g "_(s)

COS a¢3 (11)

(12)

and
--1- OO

v(,) f dco*(cO)
CO

0

is dissipation kernel. Here I(co) is the dissipation spectral density defined as

(13)

I(w) _ 6(w C_ (14)
= -w.)2m-_

n

The kernels r/(s) and v(s) are generally non-local. There exists an important relation

between the noise and dissipation kernels, known as the fluctuation-dissipation relation.

It can be written as
-q-O0

v(s) = / de' K(s- s')7(s') (15)

B (X)
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\

where the kernel K(s) is

nt-oo

-- w coth hw
71"

cos0Js (16)

which is independent of the dissipation spectral density I(oJ)

EXACT MASTER EQUATION

The detailed derivation of the exact master equation of a quantum harmonic oscillator

with influence functional (10) has been published in Ref. [6]. Here we just give that

equation below

i li -_ pr ( x , x' , t ) = - ( _xx2

+ _m2(t)(x _ - x'2) pr(x,z',0

- ir(t)h(t)(x - x') 2 p,.(z,x',t)

, 0 0 t)+ hr(t)f(t)(_ - x )(_ + 3_x') p_(_, x',

05 ½as x'_)} p_(x,x',t)Ox'_) + (_ -

(17)

where the time dependent coefficients axe

dl(t)
r(t)- 2_,(t)

f(t) = 2a,2(t) e2(t) -- el(t)
_2(0------_+ 2r(t)a:(o)

h(t) = _2(t) f(t) + 8 all(t) +
_l(t)-c_(t)

r(t)

The time dependent functions ci(t), di(s) and el(t) in (18) to (21) are

t t t

/dsafds2/dsa,7(t-sl)[Glz(Sl,S2)
0 0 0

+ G21(s2,Sl)]V(s2 -- s3)ui(s3)

(18)

(19)

(20)

(21)

(22)
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t

0

The elementary functions ui(s) satisfy the following boundary value problem

+2
0

ui(0)=1, u,(t)=O u2(O)=O, u2(t)= 1

and

The Green function G12(sl,s2) in (22)is

= u,(t-

(23)

(24)

(25)

(26)

711(S1)U2($2)0($1 -- $2) -- ?22(81)U1(,S2)0(S2 -- $1) (27)

G12(81,$2) --_ %_1(82)U2(S2 ) -- U1(82)_2(._2)

A similar expression for G2_(s_,s2) can be written in terms of vi(s). In all the above

equations, the index i runs from 1 to 2.

Let us take a closer look of this master equation. The first line corresponds to the usual

unitary Liouvillian evolution, which is independent of the system-bath interaction. The

second line corresponds to a time-dependent frequency shift (frequency renormalization).

The third line contains a dissipative term with a time-dependent dissipative coefficient

F(t). The last two lines contain two diffusive terms with time-dependent coefficients. All

of these terms depend on the system-bath coupling. Further, one can see that all these time-

dependent coefficients vanish at t -- 0, when the initial uncorrelated condition is assumed

valid. The frequency shift and the dissipation coefficient depend only on the dissipation

kernel while the diffusion coefficients depend on the noise kernel. From (11), (12) and (13),

we find all these time dependent coefficients are determined by the dissipation spectral

density (14).
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A simpler closed formula for the time-dependent coefficients in the master equation

can be found in the weak coupling limit (up to the first order in the coupling constant

between the system and the bath),

t

6a2(t) = 2 f d_ .(_) cosa_ (2s)
0

t

1 f d_ _(s) sinfls (29)r(t)= a
0

t

1/r(t)f(t) = _ ds _(_) sina_ (30)
0

t

r(t)h(t) = f ds u(s) cosfts (31)

EXAMPLES

An important class of dissipation spectral density is

2 03)n_ 1 _o2
I(w) = _70w(_ e-_ (32)

where A is the physical cutoff frequency and & is another frequency scale usually taken to

be A. The environment is classified as ohmic if n = 1, as supra-ohmic if n > 1 or as sub-

ohmic if 0 < n < 1. It is important to introduce the physical cutoff frequency because, on

physical grounds, one expects the spectral density to go to zero for very high frequencies.

It is clear to see that after introducing the physical cutoff frequency, the dissipation kernel

(13) is a non-local kernel even for the ohmic environment.

We have numerically computed the coefficients of the master equation given by (18)

to (21) for three different environments, namely, ohmic (n = 1), subohmic (n = 0.5)

and superohmic (n = 3). The damping constant is 7o = 0.3 and the cutoff frequency
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is A = 2000. The bare frequency _ is determined from the renormalized one, namely,

fl_ = _2 + 5g/2 _ a_ = 1 (see explanation in Ref. [6]). Both high temperature region

(T = 105) and low temperature region (T = 10) have been studied. The numerical plots

of these time dependent coefficients and detail analysis could be found in Ref. [6].

APPLICATION: QUANTUM DECOHERENCE

As a simple application, we discuss the damping of the interference between two

Gaussian wave packets [8].

Let ¢1,2(x, t) be the wave functions of Gaussian wave packets located initially (t = 0)

at x = ±x0 respectively with the same initial spread a

_D1,2(x, 0)= Ne-_ (33)

Let ¢(x, t) be the wave function of a system consisting of the superposition of these two

wave packets,

¢(x,t) = ¢l(x,t) + ¢2(x,t) (34)

The density matrix of the system can be written as the sum of three parts

p(x, x',t) = ¢(x,t)¢t(x',t) = pl( , + + (35)

The probability density function

P(x,t) =l ¢(x,t)12= p(x,x,t) (36)

can also be written as the sum of three parts

Pl(x,t) = P_(x,t) + P2(x,t) + Pi,_t(x,t) (37)

By using the influence functional (10) and the master equation (17), we get

P1,2(x,t) = ._(t)exp[ (x ± x°(t))2] (38)2 2(t)
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and

P..(x,t)= 2gP_(x,t)v/p_(x,t)_-°(')cos¢(t) (39)

where

_,(o)
• o(t)= - _-_-6-_o (40)

and

[,_(0) 2311(t) 1 11/2
o-(t)= L_2(o)4--327A_(0)-I-4347A2,0,/2t,j J (41)

are respectively the position and spread of the wave packet at time t,

2x0b2(0)x + _l(0)z0]
¢(t) = 1+ 8all(t)o -2JF 4_12(0)O "4

(42)

is the oscillatory angle (which is present even in the absence of the environment) and

4all(t)x 2
D(t) = 1 + Sall(t)6r2 -JI-41_12(0)E r4 (43)

is the decay factor (which is present only because of the environment). It is this last term

depicting the decay of interference between the two wave packets which is usually regarded

as providing a measure of decoherence.

We have numerically computed the decay factor e -D(t) for all the cases described in

the previous section. The results could be found in Ref. [6].
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Abstract

Electron transfer is studied using a multi-level system coupled to a bosonic bath. Two-

body correlation functions are obtained using both exact enumeration of spin paths and
Monte Carlo simulation. We find that the phase boundary for the coherent-incoherent tran-

sition lies at a smaller friction in the asymmetric two-level model than in the symmetric
two-level model. A similar coherent-incoherent transition is observed for three-level system.

1 Introduction

Electron transfer in liquids is an important phenomenon in chemistry and physics. Following

Marcus' picture [1], we use the spin boson model, which is a multi-level system coupled to a

harmonic bath. The case of symmetric two-level model has been studied by many people, in the

context of the Kondo problem and electron transfer in liquids[2]. It is not an exactly solvable

model, except for the case of an adiabatic bath. In Section 3, we analyze the model with Feynman

path integral which we evaluate with the exact enumeration of spin paths and Monte Carlo

simulation. In Section 4, we present the results for an asymmetric two-level system and compare

the results with the symmetric two-level system [3, 4, 5]. We also discuss the results for a three-

level system. Finally, in Section 5, we summarize our results.

2 Model Hamiltonian

The Hamiltonian which defines our system is given by:

H = Ho + HB + Hint. (1)
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Here H0 is the the Hamiltonian for the free three-level system,

E_ J_ J13H0= J12 E2 J_3[,
\J13 J23 E3]

(2)

where Ei gives the energy for an electron localized on site i, and Jo gives the electronic coupling

between sites i and j. HB is the Hamiltonian of the harmonic bath. H,,_ is the coupling

between the three-level system and the bath, and is given by

Hi,_t = £12a12 + £_3a23 -t- £13a13. (3)

Here ak (k = (12), (23), (13)) is defined by

(100)(i00) (_100)a12= 0 -1 0 ,a23= 1 0 ,a13= 0 0 0 , (4)

0 0 0 0 -1 0 0 1

and the field £k is a linear combination of the bath modes, Ek = _j c)zj. Harmonic baths linearly

coupled to spin systems can be defined by the spectral density:

C k C I

Jkl(w) = _ _ Z22J-6(w- wj)."7• mj;dj

(5)

Here, k and l are the pairs, (12), (23) or (13). For electron transfer in a liquid, an Ohmic spectral

density gives a good model for the environment surrounding the electron. [2, 4]

J_(_) = _._ exp(-_/_') (6)

3 Numerical Methods

The quantity we are interested in is the following two-body time correlation function.

1

< nl(O)n](t) >= -_Trexp(-flH)nl exp(iHt/li)n] exp(-iHt/li), (7)

where nl is the population operator for being on site 1. Since Hi,, does not commute with H0

and HB, we use the following Suzuki-Trotter formula to do the path integral evaluations.

exp(-_H) = lim {exp (-_Ho/p) exp (-flHB/P)exp (-_H,,_t/p)}P. (8)
p.-*OO

Expanding this equation in a path integral representation and performing the Gaussian bath

integrals analytically leads to:

1

< n,(O)n](t) >= _ {_,} exp(_(Iai}))nl(ar,+,)n,(ap+q+,), (9)
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where p and q, sometimes called Trotter numbers, are the numbers of partitions the path has been

divided into the thermal and real time part of the path. The sum goes over 3 N states of S=1 Ising

system, where N is the total Trotter number, N = p + 2q. The action q_ in Eq. 9 consists of two

parts,
= _0 + _in_. (10)

The first part, _0, comes from the free three-level system Hamiltonian, and second part, _inf,

results from the interaction between the system and the bath which we have already integrated

out. The action _P;,t is given by:

1

_"_t = 2 _,j _-'A(a')ft(°'j)X_j'kt (ll)

• kt is expressed by the spectral density Jkt(w)where fk(a;) is a quadratic function of a', and the Xi_
as follows.

fo ° w Akz t_ Jkt(w) coshT( it- Aji). (12)Xq =

Here,
j-1

Aq = _ Ak, (13)
k=i

where Ak = E/P, --it/q or it/q, depending on the location of a k on the path.

Thus, the original three-level system coupled to a bath is now transformed into a S=I Ising

model with infinite-range interactions. This model is exactly solvable for the case of an adiabatic

bath[6]. This case corresponds to Ising magnets in a very slow Gaussian field. In the general case,

the analytic solution of this model is unknown.
To do the numerical calculation on this model for small Trotter number, we used the exact

enumeration of the path integral by adding all the 3N states of the Ising spin system• For example,

exact enumeration of N=17 spins (1.29 x 10 s states) takes 3 minutes on a Cray X-MP.

We also used Monte Carlo simulation. Some filtering method[5] was necessary to overcome

the so-called sign-problems [7, 8, 9, 10, 11, 12], which is often seen in quantum calculations of

fermionic systems or spin models.

4 Results

To check the validity of our calculations, we have studied a free three-level system (i.e., coupling

between the spin system and the bath is turned off), and a three-level system coupled to an

adiabatic bath. For these systems, we computed the following correlation functions.

el(t) = Re < >, Re < >,&(t) = Re < > (14)

Our results give good agreement with analytic results in these limits.

For the special case of an asymmetric two-level system, we have calculated the time-correlation

functions, and compared the results with the symmetric case[4]. Figure 1 shows the results

for an asymmetric case with the parameters E1 = 0, E2 = 2K, E3 = oc, and J12 = -K,

J13 = J23 = 0. We find from Figure 1 that the coherent-incoherent transition occurs around
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r//h = 0.4, or (_ = 2T//hTr = 0.25. For a symmetric two-level system[4], the phase boundary for

this temperature was at (_ = 0.4. Thus, the whole phase boundary is expected to lie at smaller

for the asymmetric case than for the symmetric case. In the asymmetric case, the symmetry is

already broken, thus the coherence is easier to break than in the symmetric case.
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FIG. 1 The correlation function C1(_) for an asymmetric two-level model of E2 =

2K, X3K = 2.5, with rl/h =0.3 (circles), 0.4(squares), 0.5 (triangles) obtained by exact

enumeration of spin paths with p=2 and q=7.
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FIG. 2 The correlation functions Cl(t) (circles), C2(t) (squares) and C3(t) (trian-

gles) for a three-level system in the coherent region, J12 = J23 = -2K, J13 = -K,

E, = o.5K, E_ = K, E3 = 0, _K = 0.25,_,o3= 2, tlo_ = _3 = 0, (to = I:/,_c),
_713/_/ : 1, T]'2/5 = _23/_ __ 0.

Figures 2 and 3 show results for a three-level system. The calculations were done by Monte

Carlo simulation, with the Trotter numbers p=2 and q=10. As has been found in quantum Monte
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Carlo simulation of spin systems[8], for systems having sign problems, it is usually more efficient

to define 1 Monte Carlo step (MCS) to be a small subset of all the possible flips than to define it

as all the possible flips. In our simulation, we define 1 MCS as 1 single spin-flip, 1 double spin-

flip, 1 global spin-flip (i.e., flips all the spins), and 1 spin-flip of random length. We determine

whether the spins should be flipped by the standard Metropolis algorithm, using the modulus

of the complex weight exp(_) for the transition probability. In this way, we have carried out

simulation of 10 6 MCS, taking about 14 minutes on the Cray X-MP. To estimate the degree of

sign cancellation, we measured the quantity r, the remaining ratio (related to the negative ratio

defined in [8]).
Z+ - Z_

r - (15)
z++z_

Here Z+ denotes the sampled sum of the positive real parts of the weights, and Z_ denotes the

same for absolute values of negative real parts of the weights. If r is small, the cancellation of the

signs is large, leading to inaccuracy in the data. If r is large, the cancellation is small, thus giving

more accurate results. In this definition, we are ignoring the effect of the cancellation due to the

imaginary parts of the weights.

0.4 I I

_----.,0.3

0.2
r.)

_,._ 0.1

0o --

0. 0.5 1.0

t

FIG. 3 The correlation functions Cl(l), C_(t) and C3(t) for a three-level system in

the incoherent region. Jj, Ej and_ are same as in Fig. 2. tic3 = 2, t__ = t_3 = 1,

r/13/h = 1,771_/h = r1231h= 2.

For the free three-level Hamiltonian H0, we assume the parameters, J12 = J23 = -2K, J13 = -K,

E_ = 0.hK, E2 = K, E3 = 0. This could correspond to a system of redox-sites 1, 2 and 3, where

distance between states 1 and 2, or 2 and 3 is shorter than the distance between 1 and 3. The

correlation function < n_(O)n2(t) > approximately tells the rate of the electron transfer starting

at state 1 and reaching 2 after time t. The energy of the state 2, /]72, is assumed to be highest,

followed by the energy of the state 1, El. Starting from the state 1, the electron moves to state 2,

since the exchange J12 is stronger than J13, then gradually goes to state 3. In Fig. 3, the bath has

the role of dephasing the coherence, preventing the electron population from going back to the
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original state. This is a very brief picture of electron transfer over 3 states, with the intermediate

state strongly coupled to the initial and terminal states.
As for the effect of the sign cancellations, the remaining ratio r defined in Eq. 15 is 3% for

Fig.2 and 13% for Fig.3. The magnitude of error is about 0.1 in Fig.2 and 0.02 in Fig.3 The
incoherent case has less effect of the exchange K, thus leading to less sign cancellations.

5 Summary

We have briefly described the numerical calculations of the time-correlation functions of an asym-

metric two-level system and a three-level system. For an asymmetric two-level system, we find that
the coherent-incoherent transition occurs at smaller friction r/ than for the symmetric case. For

a three-level system, we calculated the population transfer of the electron when there is an inter-

mediate high-energy state. We observed a coherent-incoherent transition similar to the two-level

system. Further application of this model will be discussed elsewhere.
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Abstract

Itisshown thatthesymmetry Liealgebraofa quantum system withaccidentaldegen-

eracycan be obtainedby means oftheNoether'stheorem. The procedureisillustratedby

consideringa generalizedanisotropictwo dimensionalharmonic oscillator,which can have

an infinitesetofstateswith thesame energycharacterizedby an u(l,I) Lie algebra.

1 Introduction

We are going to study the accidental degeneracy [1,2] of the Hamiltonian

1 _(p_ + x_) + AM (1.1)
i

which is a two dimensional harmonic oscillator plus the projection of the angular momentum in

the z direction, M. We use atomic units in which h = m = e = 1 and A is a constant parameter.

This quantum system, for A = 1, describes the motion of an electron in a constant magnetic

field [3, 4] and its corresponding symmetry Lie algebra has been discussed by Moshinsky et al

[4]. A procedure that use the Noether's theorem [5] is established to get the symmetry algebra

of the hamiltonian systems (1.1), for rational values of the parameter lambda. We show that

(1.1) represents a generalization of the degeneracies present in the anisotropic two dimensional

harmonic oscillator [6,7].

For the purpose of the paper it is convenient to introduce appropriate combinations of the

creation 77, and annihilation _i operators, with i = 1, 2, i.e.

1 1
'7+ = _('71 +i'7_), _+ = _(_1 _i_),

"4z x/z
(1.2)

with the properties

[_o,_b]=[V,,'Tb]=0; [_,,'1b]=6,_, ('7,)t =_,, "= +,--. (1.3)

It is straightforward to find the expression of the hamiltonian (1.1) in terms of these operators

H = (1 + _)N+ + (1 - _)N_, (1.4)
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where a constant term was neglected and N,, denotes the number of quanta in direction a. The

eigenstates of (1.4) are well known [4] and its eigenvalues are given by E,,m = v + Am; with

]m I = v, v - 2... 1 or 0 and v denoting the total number of quanta. From this expression, it is

immediate that there is degeneracy for rational values of A, which can be defined as follows

,_ = ___Av = v I - v, (1.5)
Am m I -- mi

Thus the accidental degeneracy associated to the hamiltonian (1.4) can be classified according

to the strength of the parameter A in three groups

{A=+l}, {_>1, _<-1}, {-1<_<1}. (1.6a, b,c)

For the cases (1.6a, b), there are an infinite number of ieveis with the same energy, while for

the case (1.6c), there is a finite number of levels with the same energy. ::
In the second sectionl _e find ihe Classical Symmetry Lie algebra of the generalized two-

dimensional anisotropic harmonic oscillator. In the section three, we discuss for all the cases of

), the corresponding symmetry Lie algebras which are responsible of the accidental degeneracy

of the hamiltonian (1.4). Finally some conclusions and remarks are made.

2 Classical Symmetry Lie Algebra for the Hamiltonian

In this section we apply Noether's theorem in its active version [8] to the system described by

(1.4), its corresponding lagrangian is given by

1 ._ 2 2
L = _-_-(x. - ,k,x,), (2.1)

where we associate indices 1 and 2 to the labels + and -, and we define )u = 1 + A and

As = 1 - A. From now 9nwards_we adopt the convention: repeated indices are summed except
when one of them appears with Aa. Let us propose a symmetry transformation in terms of an

arbitrary function Of coordinates and velocities, 6z, = F,_(Zb, &.b) • The corresponding variation

of the lagrangian (2.1) is given by

OF..OF.,__L--(Xb_xb +Xb_xb) x.-Fa)_axa • (2.2)

Because 6x,_ is a symmetry transformation, (2.2) must be a total time derivative of a function

_. This implies that the following system of equations must be satisfied

O_ 1 OFb O_'l 1.. ORb

_x. = "-_b:_b_x, ' &'-_-ux,, = T'-XbX,,----,_bOx, F,A.x. . (2.3a, b)

In order to establish the integrability conditions for this system, we derive (2.3a) with respect
-- .

to x¢ and (2.3b) with respect to xc, and compare the results. Thus we get

Off 1 ORb 1 OFt. , OFt

- + i-: (2.4)

374



Now we set up the equality between the five crossed partial derivatives of f/, and give rise to

the following system of second order partial differential equations

oF, _ ORb (2.5a)
Opb Op. '

1 _/OF,,

0 (A° OFb
OXa

ORb ORb OF,+ j - + j =°,

oF, OF, 2ORb

(2.5b)

(2.5c)

where the change from velocities to momenta za = A,p, was made, and have defined the

differential operator

P

From Eq. (2.5a) it is immediate that Fk = _-p,, which means that G is the generator of the

symmetry transformation. Through the change of variables zk = _'_2(zt % ipt), and its complex

conjugate, z_, it is straightforward to show that the operator O --- i(X-X*), with A/" = Akzk 0-'_:_•

Using these results, we arrive to a set of partial differential equations which has a solution of
the form

G(zk z_.) "' "' *,3 ,n, (2.6), "- Z 1 Z 2 Z 1 Z 2 ,

if the n_ are integer numbers and satisfy that nl = n3 and n2 = n4 or the condition

(nl - na) A2 Am + Av __ kl (2.7)
(n2--n4)-- A1 -Am+Av-ek2 '

where the Eq. (1.5) was used. The integers kl and k2 are relatively prime integers, and the

parameter e takes the value 1 or -1. It takes the value 1 when Am + Av and Av - Am have

the same sign, and -1 otherwise. Thus we get, besides the trivial solution, six fundamental

solutions, although only three of them are independent. Then the corresponding conserved

quantities are given by

N, = zl z;, K3 = z; k' z_ 'k2, Ks = z; _' z; 'k_ ,

N2 = z2z;, K4 = z_ '-°-'k2 (2.8)

From this set we must find a symmetry algebra for the classical system. It is important to realize

that to build the algebra once we select a conserved quantity its complex conjugate must be
included. To do this, we find separately for the cases indicated in Eqs. (1.6) the corresponding

expressions for the constants of the motion and from them select the independent ones which

allows its extension to the quantum case.

For A = 1 and A = - 1 the sets are given by {1, N_, z2, z_ } .and { 1, N2, z_, z_ }, respectively.

In order to identify the symmetry algebra, we calculate its Poisson brackets, and clearly they

correspond to the direct sum of one-dimensional Weyl and unitary algebras, w(1) _ u(1).
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For _ > 1 and _ < -1, the constants of the motion are identical and we choose the set

_ 1 (Na - N2), (2.9a, b)ha = Nx -- . N2 , ml - kl -k2

Ks = Fb(Na,N2)z'_ kt z; k_ , K_ = F6(Na,N2)z_ _ z_'

The F5 and F_ functions are defined in such a way to obtain that the Poisson bracket

{Iib,IQ } = iCma,

(2.9c, d)

(2.10)

where C is a constant that can be =t=1. This condition implies that

C (N1 - N2)2N_'ttN_ "i''. (2.11)
FbF8 - 2(kl - k2) 2

Then it is easy to prove that the set of constants of the motion { hi, ma,/_,//'6 } constitute the

classical symmetry Lie algebra which, depending on the value of C, can be identified with an

or algebra.
For -1 < A < 1 we select the following independent constants of the motion:

k-_ _2 1 (Na - N2), (2.12a, b)h2= . NI+ N2, ms= ka+k2

kt
k, K4 = F4(Ya, N2) z a z_ k2 (2.12c, d)Ks = Fs(Na,N2) z'_k'z2 ,

where as in the previous case the Fs and F4 functions are defi_ed to give the Poisson braz.ket

{Ks, K4 } = iCrn2; (2.13)

with C equal to +1. This condition implies that

C (g a -- N2)2NlktN2 k2. (2.14)
FsF4 -- 2(ka -}-k2) 2

Therefore the set of constants of the motion {h2, m2, Ks, K4 } generates the classical symmetry

Lie algebras u(2) or u(1, 1), depending if the value of C is +1 or -1, respectively.

3 Quantum Symmetry Lie Algebra for the Hamiltonian
91

To quantize the system we replace the classical variables Z and p by the corresponding quantum

operators in definitions (2.8), and Poisson brackets by commutators, i.e., {} ---* _[]. Then the

classical variables zk and z_. are replaced by the operators

1 ^ 1

= + = (3.1)
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which satisfy the standard commutation relations of creation and annihilation operators.

We choose as a base for the physical space the simultaneous eigenstates of {N1, N2}, which

we label as Inl,n2 >, because they form a complete set of commuting operators. This let us
see that not all operators in (2.8) make sense all the time. According to the previous section

we consider three cases:

(i) For A = 4-1, we have two sets of operators, {I,N,,,_2,$J} and {I, N2,,zl,z_}, whose

commutation relations correspond to the direct sum w(1) @ u(1).

(ii) When A > 1 and A < -1, the set of constants of the motion (2.9), must be replaced by

its quantum version, however this is ambiguous for the constants (2.9c,d) and so we eliminate

from them the F5 and F6 functions. It is easy to evaluate their commutators and get an algebra

but to identify a Lie algebra a redefinition of the constants of the motion must be done. This

is achieved by constructing the new operators [7]

-(N,)!) (_)k,, (3.2a)

(_: k-')!__' (3.2b)z'--(s')k' (l_ j (N,)I ]

where [xJ denotes the largest integer _< x. From (3.2) it is easy to check that

£ = _, = L_J. (3.3)

Then the Lie algebra is identified by considering the following @perators

A1 N1 N2 J_'5 -t-t /_'6 = _q,_2 ¢I = 1 (N1 -t-/_/2 + 1) (3.4)
--- __ , ---- Z 1 Z 2 _ , 2 "

that satisfy the commutation relations

= [I_,,/_6]= -2¢_.[_l,k0] = t-,, [¢1,/h] -/-,'0, _" _" (3.5)

These were evaluated by using that [Z_,_] = 60, which is valid for any state Inx,n2 > of

the Hilbert space of the system, and they are the generators of a u(1,1) Lie algebra, with hi

generating the invariant subalgebra.

(iii) Finally for -1 < A < 1, the symmetry algebra can be found by considering the

operators

1(N1 -/_'2) (3.6)

Evaluating the commutation relations between these operators we have

(3.7)
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and the operator h2 is the ideal of the algebra. Thus we get for this case a u(2) symmetry Lie

algebra.

4 Conclusions

We have established a procedure that uses Noether_s theorem to find the symmetry Lie algebra

of a quantum system with accidental degeneracy. First, we solve the differential equations

that determine the constants of the motion. Second, once we have chosen the minimal set of

constants of the motion that close under Poisson brackets, t ° identify the classical Lie algebra
we need in general to form combinations of the selected Noether charges. And third, to find the

corresponding quantum counterparts. Afterwards, the identification of the quantum symmetry

Lie algebra can be done immediately by making the standard replacement of Poisson brackets by

commutators. However, this is true if there are not ambiguities in establishing the associated

quantum operators for the constants of motion which form a Lie algebra under the Poisson

bracket operation. If this is not the case, it is more convenient to choose the minimal set of

constants of the motion that allows a quantum extension, and make the necessary redefinitions

to build the associated Lie algebra of the system. Following this procedure we get for the

generalized anisotropic two dimensional harmonic oscillator (1.4) the symmetry algebra which

determine the degeneracy of the system. The symmetry Lie algebras are, depending on the

value for A,w(1) @ u(1),u(2), and u(1,1). However with the generators of the first one a

Holstein-Primakoff realization [4] of a u(1, 1) Lie algebra can be obtained.
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Abstract

From the decomposition of the exceptional Lie algebras (ELAs) under a maximal unitary

subalgebra a realization of the EL.ks is obtained in terms of fermionic oscillators.

1 Introduction

Realizations of classical Lie algebras (LAs) in terms of bosonic and/or fermionic oscillators

are known long since and are very useful in several physical contexts. Via the embedding of

$0(8) (B SO(8) C Es a realization of ELAs in terms of fermionic oscillators has been obtained

by the author [1]. However it is more convenient to dispose of several different realizations

of ELAs which allow to describe in a more appropriate way different subalgebras embedding

chains. Moreover, e.g., the embeddings G= C SO(7) and F4 c Ee are not =deformable",

while the embeddings SU(3) c G2 and SO(9) c F4 are "deformable". The proposal of this

contribution is to present a realization of ELAs in terms of multilinears in fermionic oscillators

via the embedding of a maximal unitary subalgebra. It should be quoted that constructions

of ELAs as bilinears in fermionic fields in the basis SU(9) and SU(3) 4 has been obtained by

Koea [2]. While Koea's approach makes a more evident connection with physical applications

in a GUT framework, the multilinear approach keeps a closer connection with the algebraic

structure of LAs (roots, weights, etc.). Moreover this formalism allows to obtain multilinear

realizations for all the fundamental representations and for generators mad vector spaces of all

maximal embeddings of ELAs [3].

2 Composition law for fermionic multilinears

Let us introduce a set of N fermionic oscillators a_, a_ satisfying: (i,j = 1,2,...,N)

(1)
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I

A fermionic multilineat (f.m.) X is defined by the following formula:

(f, = a+,f_, = o_,i > O)

x= l-[ f, i I c z" (2)
i

The number of fi will be called the order of X.

We define the contraction of two bilinears X and Y of, resp., order N and N' as a operation

giving a f.m. (_'_) obtained from the m. XY by deleting the couples (if any) (fi, f-i) with

f, "in" X and f_i "in" Y, multiplied by a factor (-1)", n being the number of transpositions

necessary to obtain all the fi near to f_i in XY, and by a rational coet_cent C(N,N',Z), g

being the number of contractions.

We define a compolition law (X o Y) of two f.m. by the following equation (ik E I,j_E J)

1 1

XoY=_ x(X_-_"X)+t_L_jx _ _._"_(f,,fj,-fj, f,,,)x(-1)l'-x6,,j, (3)
k l

We remark:

• XoY=-(YoX)

• Xo Y = [X, Y] (N, N'E 1,2)

We put (N,N' = 1, 2, 3, 6; NT = order of )_"Y):

• C(N, N', 0) = 1

• C(N, N', 1) = 6N_r.N or 6N_,,N,

2
• C(N, N, N-l) =

• C(N, 2N, N) =_ (N>I)

• C(N, N, _) = -1 (N even)

3 Realization of Es

We consider the embedding SU(9) C Es. The adjoint representation of E8 decomposes as :

248 =_ 80 + 84 + 84

Introducing a set of 9 red,ionic creation and annihilation operators and we can write

(ij = 1,2,..,9):

1
+ + +

84 = {a, a# a k + _ _i#la,,,,,_,ala,,,a,,%aqa,}

1
+ + + + + +

-84 = {a_acak + _.. _qja,,_,,tn,at a_a,, a r a_ a, }

In the following we call:

# 0)}

(4)

(s)

(6)

(7)
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• a_ "hermitian conjugate" (h.c.) of a_;

• e_i**,,,m,a'{ -+-+_+-+-+,,.,,,.% % ,,, "dual coniugate" (d.c.) of a_aiah.

Proposition 1 The above set of bilinears and trilinears in the fcrmionic oscillators closes and

satisfies the Jacobi identity under the composition law (o) defined in Sec. P,.

The generators corresponding to the simple roots axe:

cq --, a+ a,, a, ---, axa, as + d.c., "k -'* a+_lak (3 < k _< 8) (8)

The generator corresponding to the highest root is a_a_.

4 Realization of E7

In the embedding SU(8) c E7 the adjoint representation decomposes as:

133 ==_ 63 + 70 (9)

The SU(8) C E7 is not contained in the SU(9) C Es, Exploiting the property that the two

unitary algebras have a common maximal subalgebra SU(6), the following realization of E7 is

obtained (ij,k = 1,2,.6 ; r = 1,2,,5):

63 _--

70 - {a_a_a7 + d.c.,

5 Realization of Ee

a,a_ak + d.c., h.c.}

In the embedding SU(6) _ SU(2) c Ee the adjoint representation decomposes as:

78 ==_ (35,1) + (1,3) + (20,2)

We have (ij,k = 1,2,.6; r = 1,2,..5):

(35,1) - {a+a_,

(1,3) = {a'_a_a_ + d.c., b.c.,

h, - h,+l}

(20, 2) - {a,a:j, + d.c., b.c.}

(10)

(11)

(12)

(13)

(14)

(is)
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6 Realization of F4

In the embedding SU(4) (_SU(2)' C F4 the adjoint representation decomposes as:

52 ==# (15,1) + (1,3) + (4,2) + (4,2) + (6,3) (16)

The most convenient way to identifythe elements of F4 isthe following:

i)draw the Dynkin diagram of Ee; ....

ii)from i)draw, by folding, the Dynkin diagram of }"4,identify the corresponding simple

roots and the highest root;

iii)draw the extended Dynkin diagram of F4 and then, by deleting a dot, identify

SU(4) e SU(2)'.

We get for the 52 (ij,k= 1,2,.6):

7 ..S _9 +d.c.,

+
aj a# + (-1)t+l-la_a,

a, aiah+d.c. (i<j<k;i+j+k=M;M=6,7,9,10,..14), b.c.

a, aiat + ahatat + d.c. (t=l,3.4;i#j#k#l;i+j+k+l=7),

1
2 (h_ + h2 + hs) + _ h_, hs + h,

I

hi + ht - h2 - h_, h_ + h4 - hs - ht

(i + i = 7), b.c.

(i # j # k #l;i +j <_ k +l;i +j +k +l- 14),

hoCo

ho_o

(17)

7 Realization of G2

In the emdedding SU(3) C G2 the adjoint representation decomposes as

14 =:=_ 8 + 3 +3

where (i = 1,2,..9; j = 1,2...6):

8 --- {ata:as + d.c., aTasa_ + d.c., a_ as, h.c.
1 2 1

(18)

3 + 3 = {al+as, a2asas + d.c., a+ + +a, at + d.c., h.c.} (20)

8 Conclusions

One of the advantages of the oscillatorsconstruction of LAs isthe knowledge of the Fock space

which becomes the carrierspace of irrep,of the the LAs.
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In the case of construction of LAs SU(N) by using fermionic oscillators it is well known that

the carrier space of antisymmetric irreps, can be realized on the Fock space. As the fundamen-

tal irreps, of G2, Es, ET, of dimension, resp. 7, 27, 56, decompose under the maximal unitary

subalgebras as a sum of antisymmetric irreps, as:

7 ==_ 3+3+1

27 ==_ (15,1) + _,2)

56 ==_ 28+28 (21)

one can think that on the Fock space of the fermionic oscillators it is possible build up the

fundamental representations, at least, of these ELAs.

Indeed for G2 this has already been obtained {4].
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I. Introduction

Harmonic and anharmonic oodllators have long been used to illustrate

new approximation techniques. Here they axe used to demonstrate the appli-

cation of an approximation procedure based upon the approach of a sequence

of discrete non-canonical quantizations to the standard canonical quantiga.
tion limit.

Consider a discrete one dimensional space in w_ch the coordinates'of

allowed podtions axe interger multiples of a fundamental scale parameter a

having dimenalons of length. Although it is well known that the canonical

commutation rdation

[Q,/_ = _td (1)

does not admit finite dimensional matrix representations, 1 one can ask whether

a limit procedure exists such that sequences of matrices {QN, PN} satisfy in

some way

_m [Q., p_] = mr (2)
N-6¢o

in the weak sense. We have found the answer to be in the affirmative _ and

therefore briefly sketch the theoretical analysis and apply the formalism to the

numerical eigenvalue and elgenstate problems of harmonic and anharmonic
oscillators. .........

II. Brief Analysis

The quantum mechanical scalar product of two wave functions in the

Schroedinger representation can be written in the form

=  (q)6(q- (3)
a form equivalent to the traditional one. With respect to this scalar product

the Sc.l_oedinger coordinate and momentum representatives have the form

Q(q, qJ) = q6(q -- q_),

P(q, q')= -i_ 0_-56(q- q').
uq

(4)

(5)
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On the other hand in a finite discrete space representation of the canonical

coordinates and momenta one defines the Schroedinger representative of the

coordinate operator by the diagonal matrix

QN "-_

(_- i)/2 o o
0

1/2 0
0 -1/2

• 0

0 . 0 -(N - 1)/2

(6)

or equivalently in component notation by

Qk. = ,_,. (7)

Here a defines the distance between neighboring points in space and N is a

power of 2.

The components of the momentum operator are taken from the discrete

Fourier transform of the diagonal part of QIv,

A_ (_-x)/2 27rk { 2xik. }t_N. = -ff _ -_a eXP --g-t, - _) (s)
k=-0v-1)/a

Thus Pt_ is a Toeplitz matrix. The expressions (4) and (5) fonow from a

proper definition of the state space scalar product and limiting procedure.

The state space scalar product is defined by

(.N'-1)/2

(_, 'r) = 1_ _ _ (9)
a _,=-(,v-1)/2

where the bar denotes complex conjugation. With respect to this scalar

product itisconvenient for the sake of the weak limitingprocedure to write

the rth eigenvectorof Qiv as either

q'=6', (10)
j- f,
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or equivenently expressed in terms of the finite discrete Fourier transform as

exp - (r- s) .
_=--(_-1)/2

Using the latter one can verify that

(11)

(,q,q)= ; _--_ _ _p - (r-,) (12)
r, k=-(u-x)/2

One can now define the refinement or weak limit as that in which

Na _ oo, a .--* O, ra _ q, 8a .--* ql (13)

so that the matrix product summations carry over into integrals (in the same

way that a Fourier series can be carried over into a Fourier integral). Note

that this approach differs from those of others in which the domain of the

right hand side of (2) is restricted to a subepace of the HiIbert space, s

For a small enough and N, r, s large enough one can get as close as desired

to any real valued q or q'. In this case using the right hand side of (12) one
can see that in the refinement or weak limit

(q,q)-...6(q- q').

Similarlyone m seethat(2)and(7) and(8)have theweaklimits

(14)

19

(,q,[Q,P] q) _ iliq_q6(q- q/), (15)

(q, q q) --, 6(q - q'), (16)

-. ih_6(q - ¢). (17)
i

(q,Pq)
Note that with all of these weak limits the factor _x associated with the

implied metric tensor in the scalar product (9) is essential.

The existence of these limits is considered sufficient justification for inves-

tigating the practical utility of this finite dimensional quasi-canonical quan-

tization. Hence we investigate the elgenvalue problem of several of the oscil-

lators dem4_bed by the Hamiltonixn

q_+ + T.
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III. Oscillator Eigenstates and Eigenvalues

Given (8) and (7) the Hamiltonian (18) can be written in the form

1 CM-1)/_ { (2rhk)2
H_, = _ k=--(_-z)12 k 2m(Na) _

(19)
It now remains to maim proper choices of N and a and to carry out the

numerical calculations in a manner compatible with a refinement process.

Define exponents n and l such that

N --2% a --a02"-a,L --a02'*-%n - _¢> 0, (20)

where a0 isa length scaleappropriate to the problem and where L givesthe

physical sizeof our one dimensional space. Clearlyn setsthe dimensionallty

of the matrix and c_the refinement.The sizeof the space is L,while the rth

eigenvectorq corresponds to the physicalcoordinate ra02'*-a.
f

A. The Harmonic Oscillator

For the case of the harmonic oscillator (F = A = O) it is convenient to

choose

= . (21)

With the choices (19),(20),and (21) the discretizeddimensionless form for

the Hamiltonian is

= E +-7 e)exp -2 k ., (22)
k=-(Ar-].)D

One has different approximations for different choices of n and c_. Fig-

ure I. illustrates the first 4 normalized "wave" eigenveetors for the discrete

Harmonic Oscillator (F = A= 0) with n = 8, c_ = 1. Amazingly, for the first

two eigenveetors of _ the absolute value of the error between a component

of the eigenvector and the exact corresponding eigenfunction solution to the

Schroedinger equation is less that 10 -s for the ground state and 10 -2 for the

first excited state at any of the allowed positions in the discrete space.
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Table [ illustrate8 the numerical convergence of the 1st four harmonic

oscillator elgenvalues as a function of matrix dlmenslonallty N and or.

Table I H.O.

N=2,_=0 N=4,_=0 N=8, o_=0 N-16, a--1

E0 1.3587 .5410 .50018 .5000001

El 1.3587 1.2186 1.4961 1.499984

F__ - 3.1156 2.5241 2.500205

E_ - 3.7933 3.3582 3.497943

B. The Asymmetric Oscillator

For the case of the asymmetric osdllator we take the choice

ao = _,Fm ) , _2 = ___nz.o, _ = rr_ "
(23)

The components of the dimensionless Hamiltonian now have the form

-- ---- _ _2"_--_-_I nu 2='_r-- 8 • + expFao k----(N--l)]2

Figure II iIlustr_tes the asymmetric potential while Figure Ill illustr_te_

the solutions to the eigenvector problem for this asymmetric osdllator. Of

interest is the "trapping" in the virtual potential well occuring with the 4th

energy ]eve], an effect not easily accounted for with other approximation

techniques.

Table II KIustrates the numerical convergence of the first four eigenvalues

using several choices of N and _.

Table H ASYMOSC.

Ar=2,_=0 N=4,_=0 N=8, a=0 N=16,_=l N=64, a=2

Eo --.7507 -9.3999 -19.1162 -19.6787 -19.6803

El -1.2493 -3.2519 -16.5510 -15.6227 -15.6025

F__ -- -0.6331 -9.1040 -11.7496 -11.7147

Es -- 2.0159 -8.9120 -8.6628 -8.65986
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C. The Quartic Oscillator

In the case of the quartic oscillator (F=w = 0) the choice

[ 2_h _
a_ = _ _/ (24)

sui_ces. In this case the components of the dimensionless Hamiltonian have
the form

H_.A___- (N-1)/_ _/(2_rk)22_-l-_-_l+ 2_ "r+) exp {-2_rk (r-_s) }
k=-(N-_)/2

The quartic oscillator is included here because it has been a frequent subject

of study and its eigenvalues are numerically established. Table III illustrates

the numerical convergence for the first four eigenvalues and gives the "exact"

elgenvalues as numerically established by others 456 using distinct techniques.

Table III QUARTIC OSC

N--2, c_=0 N--4, cv=0 N=8, a=0 N=16, cx=l "ezac_

E0 1.2493 .4498 .4217 .420805 .420804

Ez 1.2493 1.2760 1.5587 1.50790 1.50790

F_ - 3.0895 2.9422 2.95880 2.95880

F__ - 3.9157 3.8709 4.62128 4.62122

IV. Summary.

The purpose here has been to demonstrate the numerical application

of the quasi-canonical quantisation procedure to 1 dimensional osdllatory

systems. With this application it is clear that numerical convergence occurs

for each of the potentials.

The calculation procedure is computationally straightforward since the

momentum matrix (8) can be conveniently calculated using well established

signal processing techniques/ In particular, fast Fourier transform (FFT) s

techniques allow for rapid determination of "state" vectors and quantum
nllmbers.
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The approximation procedure utilized here is based not upon the trun-

cation of the wave functions but rather on how well the canonical commut_

tion relation is approximated. In contrast to usual perturbation theories the

number of allowed states in each order is thesame as the number of allowed

poritions. The convergence of this discrete quantization to a canonical one

and detailed derivations of results quoted in the Section II will be discussed

elsewhere. However it is useful to note two important facts about the pro-

cedure. First, the use of the discrete fourier transform (and numerical use

of FFT's s) does not implies the periodicity of space, rather the quantization

is carried out over a finite region of space. Secondly, the matrix Q_; as a

N=2'Ldimenalonal matrix insures not only the faster speed of the FFT's uti-

lized but also that on the discrete scale that 0._ is an invertilde matrlx for

which the eigenvalue zero exists only as a refinement or weak limit. Thus

one should not expect numerical problems in dealing with coulomb like po-

tentla]s.

Finally, with the refinement limit we note that one can get as doee as

one wishes to canonical quemtization with discrete space, suggesting that

quantum theory cannot readily distinguish between discrete and continuous

space time. In addition, please note that the combination (9) and (11) al-

lows a sequence of matrices to serve as the definition of required generalized

functions, as in (14,15,16,17), somewhat in analogy to the good functions of

LighthilF z0
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Abstract

We show how the derivation of group-subgroup (IR to IR) branch-

ing rules is facilitated by the use of the much simpler (Weyl) orbit-
orbit branching rules.

1 Introduction

We must begin by relating our subject to harmonic oscillators. This is easy if we

use as basis states for an IR polynomials in the states of the fundamental IR's

of the group under consideration. The variables representing the fundamen-

tal states can be replaced by creation operators for similarly labeled harmonic

oscillators--the Schwinger boson calculus.

The audience does not need to be convinced of the utility of "building blocks"

of larger objects of interest in physics. The role of (Weyl) orbits as constituents

of IR's (we use IR as an abbreviation for basis of an irreducible representation)

has not been exploited much. Their use simplifies considerably the derivation

of group-subgroup (IR) branching rules.

The problem is broken into three steps: I decomposition of the group IR into

group orbits, II decomposition of each group orbit into subgroup orbits and III

the assembly of subgroup orbits into subgroup IR's.

In § 2 we discuss steps I and III; in § 3 we discuss step II. Most of the material

presented here appears in articles by Patera and Sharp[l] and by Gingras, Patera

and Sharp[2].

397



Orbits expanded in IR's and vice versa.

Let An be a set of weights of a semisimple algebra and c, the multiplicity of the

weight An; we suppose the weights have Weyl symmetry. Then the weights can

be written as a superposition of weights of IR's:

_'"cn = _ Xaga.
n a

(1)

X= is the character of the IR (a) and g_ is an integer which we call the multiplicity

of (a) even though it may now take negative as well as positive values. The

dummies Ai carry weight components Ai as exponents: (A A - I-[i A_').

To find ga use Weyl's character formula

_= = _/_0 (2)

where _a is the Weyl characteristic function

w
(3)

The sum is over Weyl reflections, (-1) W is the determinant of the matrix of

W, i.e., +1 according to whether W is a product of an even or odd number

of relections and R is half the sum of the positive roots, or the sum of the

fundamental weights; _0 is the characteristic of the scalar IR (a = 0). Then

(4)

Now _= has just one term A _+R in the dominant Weyl sector, so g= is the

coefficient of A a in _-,n AX'_-Rcn_ o" We take the An in (1) to be the weights of

the Weyl orbit [A]. Then g= is the multiplicity of the IR (a) in the expansion of

the orbit [A].

The sum in (4) can be visualized graphically in the spirit of a Speiser[3] dia-

gram. But since Speiser's methodology is impracticable for rank higher than 2

we prefer a numerical approach, effecting Weyl reflections with the help of the

Cartan matrix. For illustration we use the G2 orbit [2,1]. The instructions given

in the caption of Table I apply unchanged for any simple group. An orbit weight

is recognized as lying on a reflection hyperplane if any of its weight components

is zero at any stage of the reflection process (e.g. in Column 2 or 3). This

completes our description of step III, in which subgroup orbits are converted to

subgroup IR's.
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TABLE I. The G2 orbit [2,1] expanded in modules.

1

{2,1}

{_,7}

{_,s}

{_,s}

{5,_}

{3,_}

2

{3,2}

{i,s}

{2,9}

{_,9}

{6,?}

{43}

3 4

{3,2} (2,1)

-{1,5} -(0,4)

-{2,3} -(1,2)

{1,3} (0,2)

{1,4} (0,3)

-{1,2} -(0,1)

Column 1 contains those orbit weights which do not lie on a re-

flection line. Column 2 contains the weights of Column 1 augmented

by R. Column 3 contains the weights of Column 2 reflected to the

dominant sector with sign :kl according to whether an even or odd
member of relections is involved. Column 4 contains the IR's in the

expansion of the orbit [2,1], obtained from Column 3 by subtract-

ing R.
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We now turn to step I, in which group IR's are decomposed in group orbits.

We first carry out step III for all group orbits no further from the origin than

the highest weight of the IR under discussion. Only orbits of the same con-

gruence class as the IR in question need to be considered. These orbit --* IR

expansions define the triangular orbit-IR matrix which_is_ easily inverted to give

the IR-orbit matrix; it gives the orbit content of IR's. This procedure is simpler

to implement than other methods such as Freudenthal's recursion formula for

weight multiplicities, or the character formulas of Weyl or Demazure.

3 Orbit-orbit branching rules.

Orbit-orbit branching rules are always much simpler to derive and to describe

than the usual IR-IR branching rules. One approach which has general appli-

cability makes use of the orbit-weight generating function F(M, A). Its power-

expansion

F(M, A)= E M_'A_'c_'_' (5)

gives the multiplicity c_,_ of the weight {_} in the orbit [/_]. As a simple example

the SU(3) orbit-weight generating function is

1

F(M1,M2;A1,A2) = (1 - MIA1)(1 - M2A2)

+ M1A1-1A2 +
(1 - M2A2)(1 - MxA_IA2

M1A_ "1
+ +

(1 - M2A_'_)(1 - M_A_ -_)

M1M2A_A_ 1
+

(1 - M2A1A_'l)(1 - M1A1)

(1 - M1A_'IA2)(1 - M2A71)

M2A1A_ "1
< 1

(1 - M_A_'I)(1 - M2A_A_" )

(6)

A1, A2 carry weight components in a fundamental weights basis. To convert

the orbit-weight generating function to an orbit-orbit branching rules generat-

ing function it is necessary only to replace the dummies A which carry weight

components with new dummies carrying subgroup weight components and then

retain the part that contains only non-negative powers of the new dummies. For

example for SU(3)DSU(2)xU(1) the replacements are A1 ---+ NY},A2 "--* ya,.

We remark that for a dummy like Y carrying a U(1) label one should retain

both negative and positive powers. For SU(3)DSO(3) the replacements are

A1 _ N 2,A_ _ 1.

The method described in the preceding paragraph becomes laborious for

higher rank groups because of the large order of the Weyl group. It is usually

simpler to determine an integrity basis for subgroup orbits by examining low
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group orbits. The integrity basis consists of "elementary" orbits, from which all

can be obtained as stretched products (orbit labels additive).

Two types of subgroup may be distinguished according to whether the Weyl

sectors of group and subgroup do or do not "line up." When we compare regions

of group and subgroup weight space, a region of subgroup weight space, say a

Weyl chamber, means the region of group weight space which projects into the

subgroup region in question. The simpler situation is that in which group and

subgroup chambers line up, i.e., each subgroup chamber contains only complete

group chambers, N/N' of them, where N and N' are the orders of the group

and subgroup Weyl groups.

Consider the lining up case. Let W be one of the N/N' group Weyl ele-

ments which carry the dominant group chamber within the dominant subgroup

chamber. Then a group-subgroup orbit pair (a,b) corresponding to the terms

A a B b in the orbit-orbit generating function can be written (a,PWa) correspond-

ing to l'Ii (Ai YIj B_ .PWM')' )a, where P is the projection onto subgroup weight

(PWMi)1
space. Thus the elementary orbits correspond to Ai i'I 1 Bj , i.e., they
are the subgroup orbits contained in the fundamental group orbits. The com-

patibility rules for elementary orbits can be stated as follows: two elementary

orbits are compatible if and only if the two weights WMi and WMk can be

obtained by the same Weyl element W; in particular two subalgebra orbits be-

longing to the same fundamental group orbit are incompatible. SU(3)DSO(3)

and SU(4)DSU(2)x SU(2)xU(1) are examples of group and subgroup chambers'

lining up. A sufficient but not necessary condition for the lining up is that group

and subgroup have equal ranks; for all known maximal sub joint algebras that

is always the case. The Weyl chambers line up for a regular subgroup.

Examples of cases where the chambers do not line up are SO(.5)DSU(2) and
SU(4)DSU(2)xSU(2) (Wigner supermultiplet). When a dominant subgroup

weight lies inside a chamber of group weight space that is only partly in the

dominant subalgebra sector, it cannot be compounded from elementary orbits

belonging to fundamental algebra orbits; hence composite elementary orbits

(more than one algebra label nonzero) arise.

We conclude with an example where group and subgroup have equal rank,

F4 DSO(9).

The decomposition of the fundamental group orbits is as follows:

a

[10001 [0100], [01001
c d

[00101 D [10011 + [00101,

f
[0001] D [10001 + [0001].

b

[10101,

"Names" for the elementary orbits have been written above them. Compatibility

rules are found by looking at orbits with two labels non zero; in this case we
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need examine only; the composite F4 orbit [0011] (since a and b are the only

subgroup orbits in their respective group orbits they are compatible with all

other elementary orbits).

ce c/ df
[001lID [2001] + [1002] + [0011].

The interpretation of subalgebra orbits as products of elementary ones gives us

the compatibility rules. There are three (= N/N r) sets of mutually compatible

orbits, abce, abcf and abdf. Hence the general F4 orbit [A1, A2, A3, A4] decom-

poses into S0(9) orbits [)`2 + )`3 + ),4, )`a, )`2, )`3], [)`2 + )`3, )`1, )`2, )`3 + )`4] and

[)`2, )`1,)`2+ )`3,)`4].
We remark that the methods and results here apply equally to Kac-Moody

algebras.
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Abltract

The present view about the structure of measons is that they are a quark-a3tiquark

system. The mass spectrum corresponding to this system should, in principle, be given by

chromodynamics, but this turns out to be a complex afl'_r. Thus it is of some interest to

consider relativistic systems of particle-antiparticle, with a simple type of interaction, which
could give some insight on the spectra we can expect for mesons.In the present paper we

carry this analysis when the interaction is of the Dirac oscillator type. We show that the
Dirac equation of the antipaxticle ca3 be obtained from that of the particle by just changing

the frequency _ into -0J. Following a procedure suggested by Barut we derive the equation
for the particle-a3tiparticle system and solve it by a perturbation procedure. We thus obtain

explicit expressions for the square of the mass spectra and discuss its implications in the
meson case.

1 Introduction and summary

It is well known l) that mesons are considered as formed by a quark-antiquark systems where, in

many cases, l) the particle and antiparticle are of the same mass i.e. u_, ud, df_, dd; sg etc.

The calculation of the mass spectra of mesons Within the framework of quantum chromody-

namics would be a complex affair 2). Thus it is of some interest to consider relativistic systems of

particle-antiparticle, with a simple type of interaction, that could give us some insight in the type

of spectra that we can expect for mesons.

In the present paper we intend to carry this analysis when the interaction is of a Dirac oscillator

type 3'4). We begin in section 2 by considering the positive and negative energy solutions of the

one particle Dirac oscillator problem _'4), and show that the equation for the anti-particle can be

derived from that of the particle if we change the frequency ") of the oscillator to -_.

In section 3 we consider the Barut s) procedure for deriving a single equation for n-free rel-

ativistic particles of spin 1/2, and generalize it to n particles with Dirac oscillator interactions

with different frequencies _0, s = I, 2, ...n. We then apply it to the particle-antiparticle case where

n = 2 and ")1 = -.)2 = ").
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In section 4 we reduce our equation, which has four components, to just a single one, and

proceed to show how to solve the latter by perturbation theory.
In section 5 we derive explicitly the square of the mass spectra of our particle-antiparticle

system to first order perturbation theory, and proceed to draw the square of the mass level
scheme as function of the total angular momentum j, of the parity (-1) j or -(-1) j as well as of

the number of quanta N of the oscillator, for different values of w.

Finally, in the concluding section, we also give the square of the mass spectra of the mesons

and show that, while quite different from our present theoretical analysis, it could, as in the three

quark case of baryons s'r), give a better agreement if other interactions are also considered.

2

antiparticle

The single particle Dirac oscillator equation was suggested by the replacement 3)

p _ p - iwx3,

in the Dirac free particle expression s) giving rise to

: (. - +
where x° is the time and w the frequency of the oscillator, all in the units

The Dirac oscillator equation for a particle and for an

(2.1)

(2.2)

h = m = e = 1 (2.3)

where rn is the mass of the particle and c the velocity of light. Note furthermore that

(0a ;) (I O)a= ' 3= 0 -I ' (2.4a, b)

where a is the Pauli spin vector. :_ - _ : _ __ _ :

We require now the solutions of (2.2) both for positive and negative energy where E will denote

its absolute value. For positive energy we can write

¢+ = (¢t¢i,) exp(-iEz°), (2.5)

where _l+, ¢:+ are the large and small components depending only on the coordinates and, from

(2.4a,b), we obtain

(E-1)@ + = [¢'(p+iwx)]g '+, (2.6_)

(E+ =[..(p-
J

(2.6b)
t J

so that from the second equation

_:,+= (E + t)-'[o. (p- i,,x)]¢t, (2.7)
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and substitutingin the firstwe get

(E 2- I)_? = [p_+ Jx 2 - _ - 4_L. S]¢?,

where

Clearlythen ¢+ isgiven by

_)jm)_+ --IN (t, 1

L=xxp , S=a/2.

- ¢ = RNdr) o', _o']jrn) Ytm-a(O, cP)X1/2#] ,

(2.8)

(2.9a, b)

(2.10)

while to obtain _/,+we have to carry out the operation (2.7). In (2.10)RNt(r) is the radial

functiongiven interms ofLaguerre polynomials,< I> a Clebsch-Gordan coefficient,Yt_-#(O,_)

a sphericalharmonic, and XI/2_a spin I/2 statewith projectiona. The N indicatesthe total

number of quanta while£,j = 14- _ are the orbitaland totalangularmomentum.

Now we turnour attentionto the negativeenergy stateswhere we can take

(2.11)

from which

r 1

-(E + i)¢_"- [o'. (p + iwx)] ¢_', (2.12a)

(-E + I)¢_"- [a. (p -i_x)] ¢i', (2.12b)

l I

so that

¢i" = -(E + 1)-' [a'. (p + i_x)l ¢_', (2.13)

while ¢_" satisfies

1)_;= [92+_x2 + _ +4_L.sl_;, ¢2.14)(E_-

so it is again given by the ket IN(t, })jm) - _ of (2.10).
The particle state _bp is the positive energy one _+ which from (2.5) can be written as l°)

¢, = ¢+ = [(E +1)_,[ ¢. (p_ iwx)]¢l exp(-iEx°), (2.15)

with ¢ given by (2.10).

For the antiparticle state ¢o we follow Bjorken and Drell 9) by taking the conjugate of ¢- of

(2.11) and apply to it

i72= i13a2 = i( 0 a2 ) (2.16)--0" 2 0

407



thusgettingI°}

a_

Furthermore as

we see that

ia2¢" ] exp(_iEzO)¢_ = i72¢-" = (E + 1)-la • (p + i_;x)(/a2¢')

(-ia2)o'(-ia2) = er , (-ia2)(ia2) = I.

(2.17)

(2.18)

ia2x½_ = -XJ,_z , ia2x½_] = X:t2 2 22
(2.19a, b)

1/2

a=-l/2

(2.20)

so changing a, m into -a, -m and using properties of the ClebsCh-Gordan coefficients 1') we obtain

io'2_,b"= (-1)m+"-e¢. (2.21)

Thus, (except for the phase factor (-1)"+J, t which is irrelevant) the state _/,, of the antiparticle

is the solution of the Dirac oscillator equation (2.2) when we change w by -w.

In the next section we consider a Poincaxd invariant equation for the two body system of

particle and antiparticle.

3 Equation for the particle-antiparticle system with Dirac

oscillator interaction

As in previous publicati0ns 4a°) we start from the Dirac equation for n-free particles

Fg

y_'_(a, .p, + _,)¢ = E¢, (3.1)
sml

where E is the total energy for the system' a,, _, axe direct products such as

_,= I ® I...I ®/9® I...® I, (3.2)

with/3 in _th position, while p, is the momentum of the s th particle.

Followingthe analysisof Baruts),we showed thatthe Poincaxdinvariantform of the equation

(3.1)is4'I°j

,ml

We first explain all the symbols appearing in (3.3).

O, 1,2,3, and

7 0 =/_,7 i = 13cq,i = 1,2,3,

= o. (3.3)

The index # takes now the values # =

(3.4a, b)
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with 3, ai given by (2.4a,b). [:'or n particles we have 7,_,s = 1,2, ...n, given by direct products

such as (3.2).
We also introduce the concept s) of unit time like four vector (u,) = (u0, ul,u2, u3), which

means that in some reference frame it can tkae the value (1,0,0,0). With the help of u, we define

the Lorentz scalars

rl

F = l"I(3'_u_,), (3.5a)
r----I

r. = (%.u.)-'r, (3.5b)

where repeated indeces are summed over/_ = 0, 1, 2, 3. Note that (%_u,) -_ in (3.5b) just eliminates

the corresponding term in F of (3.5a) so F, is still in product form.

The terms in our equation (3.3) are then fully defined and we proceed now to look at it in the

frame of reference where (u,) = (1,0, 0, 0), where it takes the form

where

ro=I_ITO=Z®/3® .... ®Z=B,
r=l

r.o= (_o)-,ro= z _ z ...._ ¢ / ®_...._ z,

(3.7a)

(3.7b)

Multiplying (3.6) by r ° and using/32 = I, 7i =/3ai and (r°) _ = I we obtain

_ po + _(a, .p, +/3,) ¢ = o, (3.8)
s----I

where we put the time like component P0 of the four momentum

P_, = P,1 + P,2 + .... + P,,, (3.9)

in its contravariant form _po as our metric tensor is

gj,,, = 0 if p _ v, gll = g22 = g_ = -goo = 1. (3.10)

Clearly we then recover equation (3.1) if we interpret p0 as E, as is usually done.

The Barut equation (3.3) will then provide the starting point for the one involving n-particles

with Dirac oscillator interactions of frequency w,,s = 1, 2,...n. To proceed in this direction we

could replace p,o; p = 0, 1,2, 3; s = 1, 2, ...n in (3.3) by a linear function of p,o and x,, as was done

in (2.1) for the one particle problem. We note though that while p,, commutes with the total four

momentum P_ of (3.9), which is a genereator of the Poincard group, zum does not. Thus it is more

suggestive 4) to use the translationally invariant coordinates z_, defined by

' - X., (3.11a)Zuj -" Z_j
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where
g. - n-'(x.t + x_,2 + .... + x.,,). (3.1 lb)

Furthermore we would like that the resulting equation, in the frame of reference where the

center of mass is at rest i.e. P, = 0, i = 1,2,3, should depend only on a single time as is the case

in Eq. (3.8). Thus it is convenient to use the transverse coordinates x,," defined by

"! l V tz,,, = z,,, - (P -'/2, (3.12)

which has the property that in the center of mass frame, where P, = 0, i = 1, 2, 3, k_o = 0.

With the above restrictions we could obtain from (3.3) a Poincar6 invariant equation with a

Dirac oscillator interaction if we make in it the replacement

• A I

p.j -'_ p.° -- zwmX.or, (3.13)

where F is defined as it_ (3.5a), and we assignate a different frequency w, for each particle. We

then arrive at the equation

$----1

where we make the choice 4) for the unit time like vector u. in F and F° of (3.5) as

u, = p_,(_p,,p,,)-,/2

(3.14)

(3.15)

In the center of mass frame of reference, where Pi = 0, i = 1,2,3, we have {u,} = (1000) and

so by a reasoning similar to the one that leads from (3.3) to (3.8) we obtain the equation

(3.16)

where B is given by (3.7a) while a,, B, are direct products of the form (3.2) and

p'o- p, - n-'P, (3.17)

becomes identical to p° in the center of mass frame.

As po is the total energy of the system, the rest of the expression (3.16) is then the mass

operator 4), which we will designate by .M, for the n particles interacting with Dirac oscillators

of frequencies wo, s = 1, 2, ...n. If we are dealing with the particle-antiparticle system n = 2 and,

from the discussion of the previous section wl = -_2 -- w, so we get 4)

+
where 4)

p = (X/vr2)(p, - p2),x = (1/v_)(x, - x2), (3.19a, b)
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(o o.)_(,_) o o oal = _t I 0 = 0 0 0'1 '

0 E_ 0

(3.20a)

(, o) (o .,) o oa2 = 0 ® o'_ 0 = 0 0 '

G'2 0

(3.20b)

I 01 0 !I)
(I o) (, oi) o_ o_l= 0 - ® 0 = 0 0 I '

0 0 0

I 0 0 O)o,1/ /--°' oo_2 = 0 ® OI 0 0 - '

0 0 0 I

(3.21a)

(3.21b)

- 0I.--(o'o)_(_o)__ o - .
0 0

and the wave function can be written as*}

(3.22)

3.23)

4 Solution of the eq. (3.18) by a perturbative procedure

Denoting by _ the eigenvalue of the mass operator of (3.18) and making use of (3.19-3.23) we

obtain the equation

1 al • (p - iwx) 0 -E2" (p + iwx) g'21

0 a_ • (p + i,_x) 0

¢1" (P + i,_x)
0

0

-a2" (p - i_x)

_, ¢2,/
_' ¢,2/'

(p+2) _'22/

(4.1)
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where p = -iV.

Introducing now the creation and annihilation operators by the definitions

17= (l/V_)(0.,'/2x - iw-t/_p),_ = (llv'_)(w'/2x + io.,-'/2p), (4.2a, b)

we get the equations

tt2._ a] r/ = (#+2) ¢72]'

•17 th _)(:::)=P(¢::)' (4.3b)

Multiplying (4.3a) by p and substituting in it (4.3b), we obtain, after some straightforward algebra,
that

A D u2-2u 0 F¢"1
L_ u_ ] (4.4)L_22J'

where

while

A = 2,7 :{ + 3 - L- (al - a2),

D -- 2(S. r/)_ + 2(S. _)' - (r/. t/) - (_. _),

1

L = x x p = -i(,/x {),S = _(a, +a_),

and extensive use was made of the relation between Pauli spin matrices i.e.

(4.5a)

(4.5b)

(4.6a, b)

aia_ = 6ij + ie,jkak. (4.7)

It is convenient to substitute en, ¢22 by ¢+, ¢_, through the relation

(4.8)

so that equation (4.4) becomes

- D 0 :+w[A 0 A+D][::] = [-#2a# -2?][ __ ]. (4.9)

Writing the two equations in ¢+, ¢_ explicitly and eliminating ¢_ between them we obtain for
¢+, which from now on we denote simply by ¢, the equation

[#'-(4 + 2Aoa)#' +w'(A 2- D 2- AD + DA)]¢=0 (4.10)

Unfortunately, because of the term D of (4.5b), this problem is not exactly soluble as was

the case of two particles, i.e. wx = w_ = to, discussed in reference 4. We note though that the

operator in (4.10) contains the frequency w as a parameter. As this frequency is given in units
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of the rest mass 1 of the particle, we expect _ to be small as compared with i, as is the case in

nuclear physics. We can then begin by disregarding the term in w 2 and so our equation becomes

:[:-(4 + =o,
so our first objective will be to find the eigenstates and eigenvalues of the operator A given by
(4.5a).

To achieve our purpose we start by introducing the ket

IN(g, s)jm) = RNt(r) y_(lm - a, saljm)Yt,__,(O , _)X,,, (4.12)

where all the functions and symbols are defined as in the paragraph following (2.10), except that

now the spin function )_,o corresponds to s = 0 or 1 and not the 1/2 appearing in (2.10).

We note from (4.5) that the operators in (4.10a,b) are invariant under reflections, i.e. change

of _?,_ into -q,-_ and thus the parity of the states (4.12), which is (-1) t, is a good quantum

number. Considering then separately the states (4.12) in which t = j, and those in which g = j =l=1,

we find by straightforward Racah algebra n) that the eigenstates of A of (4.5a), which we shall
denote by ¢o, are

r 1

¢o -= (1/v/2)[IN(j,O)jrn) 4-IN(j, 1)jm)] forparity (-1)),

Co =- IN(j 4- 1, 1)jm) for parity - (-I) j,

(4.13a)

(4.13b)

The corresponding eigenvalues of #2, which we denote by #20, are given by

= 4+u,{(2N+3)4-EJ( + 1)]1/2},

for parity (-1) j, while for parity -(-1) j we get

(4.14a)

#02= 4 + 2w(2N + 3), (4.14b)

and thus we have a complete solution of the problem (4.11).

Our interest though is in the equation (4.13) which we can solve by a perturbation procedure.
We first define

W _ _2,

Ho = 4 + 2Aw,

H' = J(A 2 - D 2 - AD + DA),

(4.15a)

(4.15b)

(4.15c)

so equation (4.10) becomes

(W 2 - WHo + g')¢ = 0. (4.16)

We then, as for example in Schiff book TM, replace H' by AH' where A is a parameter and write

W = Wo + AW_ + A2W2 + ...,

¢ = ¢0 + A¢, + A2¢2 + ...,

(4.17a)

(4.17b)
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where Wo = go_ of (4.14) and ¢_ is given by (4.13).

From (4.17a) we obtain

w 2 = Wo_+ _(2WoW,)+ ,x2(2WoW2+ w?) + ...,

so that using (4.17) we see that, up to first order in A, (4.16) takes the form

[Wo(Wo - Ho)¢o] + _[(2WoW, - W, Ho+ H')¢o + Wo(Wo- Ho)¢t] + ... = 0,

(4.18)

where each of the square brackets must vanish TM. For the first one this is automatic as from (4.11)

we have

HoCo = Wo¢o. (4.19)

From the second square bracket, when we take its scalar product TM with ¢o, we obtain

W, = -Wo"'(¢0, g'¢_o), (4.20)

where we made use Of the hermitian character of Ho and of Eq. (4.19),

Thus to first order in perturbation theory, when we take, as usuaP 2), ,_ = 1, we have that

_2 = _o2 _/_o2(¢o, g'¢o) + ... (4.21)

where _o is given by (4.14), _bo by (4.13) and H' is (4.15c). In the next section we calculate this

/_2 explicitly.

(4.17c)

5 Square of the mass spectra of the particle-antiparticle

system

To determine the square of the mass #2, given to first order perturbation theory by (4.21), we

need to calculate the scalar product (¢o, H'¢o). As Co has a definite number of quanta N, which

is indicated in (4.13), we need only to consider that part of H' in (4.15c) that does not change the

number of quanta. The terms AD, DA in (4.15) change the number of quanta by 4-2, as indicated

in (4.5), so we can disregard them. The A 2 is diagonal in the basis _o of(4.13) and its contribution

to the scalar product in (4.20) is

{ }2(¢o, A2_b0) = (2N + 3) 4- [j(j + 1)] '/2 for parity(-1) _

(Co, A2¢o) = (2N + 3) 2 for parity - (-1) _

(5.1a)

(5.1b)

For the D 2 operator, where D is given by (4.5b), the only terms that contribute to its expec-

tation value with respect to 4o i.e. that do not change the number of quanta N, are

4(s. ¢(s. _)_ + 4(s. _)_(s. ,1)2 - 2(s. _)2(_. _) _ 2(s. _)2(,_._)
- 2(_. ,i)(s. _)_ - 2ft. _)(s.,_)2 + (_. _)(_. _) + (_. _)(,_. _). (5.2)
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To evaluate the matrix element (¢_, H'¢0) we need then to determine the matrix elemtns of

(S. _)_, (S-_)_, (r/-I?), (_. _) with respect to states of the form IN(g, s)jm) of (4.12). This is done

in the Appendix using results for the matrix elements of (S. r/), (S. _) given in reference 13 as well

as the operator form of the harmonic oscillator states of reference 14.

We finally arrive at the following results for the/fl of (4.21): For the states of parity (-1) j, #2

can be expressed as a function of N,j,w, using both signs 4- in the ¢o of (4.13a) i.e.

_(N,j,,_) = 4 + 2_{(2N + 3)4- [j(j + 1)1'/5 }

-(J/4){[2N + 3) 4-jl/2(j + 1),/_12 _ 2[N(N + 3)-j(j + 1)+ 31} + ... (5.3)

For the states of parity -(-1) j, the two cases of orbital angular momentum l = j + 1 or g = j - 1,

have to be written separately. We shall distinguish them from (5.3) by putting a bar above the

/_ and an index + or - when l is respectively j + I or j - 1. Thus we obtain

p_+ = 4 + 2w(2N + 3)-(J/4){(2N + 3) 2- 2[j(j - 1)+ N(N + 3)+ 1]} +...

/_2 = 4 + 2_(2N + 3) -(_2/4){(2N + 3) 2 - 2[j(j + 3)+ N(N + 3) + 3]} + ...

(5.4a)

(5.4b)

In all of these cases we keep only terms up to w2 so that #o 2 appearing as a coefficient of the scalar

product in (4.21) is replaced by (1/4). Note furthermore that as N = 2n + g where g is the orbital

angular momentum, we see that for _]: (N, j, w) of (5.3) the N takes the values N = j, j +2, j +4,....

On the other hand for/_].(N,j,w) of (5.4a) N takes the values N = j + 1,j + 3,j + 5, ..., while

for/_(N,j,¢o) of (5.4b) we have N = j - 1,j + 1,j + 3,j + 5, ....

In Fig. 1 we graph _]: of (5.3) for w = 0.1 as function of j, indicating the sign 4- to which the

level corresponds on its left hand side while on the right hand side we give the value of N. Note

that when j = 0 the state IN(0, 1)00) does not exist so that the normalized _b0 of (4.13a) reduces

to IN(0, 0)00). In this case the spin is 0 as indicated int the left hand side of the level j = 0, and

not the mixture 4- in (4.13a).

In Fig. 2 we graph/2_ of (5.4) for w = 0.1 as function of j. The orbital angular momentum

g = j 4- 1 is indicated on the left of the levels and the total number of quanta N is given on

the right. Note that for j = 0, IN(-1, 1)00) does not exist so that we have only IN(l, 1)00)
corresponding to g = 1 indicated on the left hand side of the levels with j = 0. Also the levels

with N = g = j - 1 are unique as indicated in the corresponding left hand side of the levels. For

the other states IN(j 4- 1, 1)jm) both values g = j + 1 and j - 1 are possible, and because of the

first order corrections, i.e. the term in w _ of (5.4) they are separated by w2(2j + 1). In Fig. 2 we

give on the left hand side the values g = j + 1 and t = j - 1 of the paired levels.

The parity denoted by a script P is given in all three figures i.e. P = (-1) "_or 79 = -(-1) J.

In the next section we discuss the comparison of our reuslts with squares of the mass spectra

for non-strange mesons 1).
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6 Comparison with the meson spectra

In page 37 of reference 1 there is Meson Summary Table in which, in the first two columns, are

given the non-strange mesons with the code name (a single letter with an index indicating the total

angular momentum j), mass _ in MeV, j, isospin I, and parity defined there 1) as P = -(-1) t,

as welt as a charge conjugation number C = (-1) t+°, where ¢ is the orbital angular momentunm

and _ the total spin of the quark-ant±quark system.
From the above information we can get the square of the mass #2 in units (GeV) _, the j, s, I

as well as (-i) t, so that, t = j or _ = j 4- 1. As mentioned before our notation for parity will be

the script 7" = (-1) t i.e. 7" = (-1) j or -(-1) j.

The information given in the previous paragraph is summarized in Figs. 3 to 6, where in the

abscissa we have j = 0, 1, 2, 3, 4, 5 and _ in the ordinate. We note first that for comparison

with the particle-antiparticle system, with a Dirac oscillator interaction, we have divided the

information according to parity 7" = (-1) j or -(-1) J in Figs. 3,4 or Figs. 5,6 as P is an integral

of motion of our problem. Furthermore the isospin I = 0, 1 is completely independent from the

Poincar_ group and thus of the analysis previous sections. We could then consider that in our

theoretical /a]: of (5.3) or p± of (5.4), w is a function of I and another one could be added to
these/_±,p± variables. Thus it is convenient to graph separately the levels for I = 1,7" = (-1) _

(Fig. 3); I = 0,7' = (-1) j (Fig. 4); I = 1,7" = -(-1) i (Fig. 5); and I = 0,7" = -(-1) _ (Fig. 6).

In figures 3 to 6 we put on the left hand side the name of the meson and where there are

several of the same name we distinguish them by primes i.e. _, _, _r_'etc. In Figs. 3,4 we put on

the right hand side the total spin s = 0 or 1 and furthermore we differentiate the two values by

using either a full or dashed line. In Figs. 5,6 only the names of the mesons appear on the levels

as the spin a is always 1.
We now wish to make a qualitative comparison between the theoretical figures 1 to 2 and the

experimental ones for mesons in figures 3 to 6.

We begin with parity 7" = (-1) i where we should compare Fig. 1 with Figs. 3,4. For angular

momentum j = 0 the comparison in Figs. 1 and 3 is quite good and the spin is s = 0. For all

other levels we cannot compare because in Fig. 3 they have definite spin, while in Fig. 1 we have

50% each of admixtures of s = 0 and s = 1, in or out of phase, as shown in (4.13a). This clearly

shows the need to add other inter_tions in our equation (3.14) that are Poincar_ invariant, which

we shall discuss below. Note also that even for j = 0 the comparison between Fig. 1 and Fig. 4 is

not good, even if we change the scale in Fig. 1, but this can be attributed to the fact that the ri0

mesons may have and admixture of s._ where s has different mass from u, d.

Turning now our attention to parity 7" = -(-1) ) we could compare Fig. 2 with Fig. 5 or 6.

In Fig. 5 i.e. I = I the information is sparse though for j = 1 we see what may be a pair p',p"

which, with a change of scale, could resemble the pair for j = 1, N = 2 in Fig. 2. This is more
noticeable when we compare, for j = 2, Fig. 2 with Fig. 6, where we see a number of pairs i.e.

N = 3 corresponding f_, 1]'; N ffi 5 to f_", ]'Iv; and if we had graphed it, N = 7 to f v fit; N = 9

to fvtt fvl,rl Note also that for parity P = -(-1)i the lowest level in Figs. 5, 6 appears for

j = 1 and not j = 0, and this is also true in the theoretical calculations of Fig. 2.

Clearly though in all cases we would have to modify our starting hypothesis in a similar way

as we did in the baryon example 7). We want to do this in a Poincar_ invariant way and thus it is
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convenient to introduce the four vector 7}

W_, = l £.,,o,. P" g°',
2

where K _" could be either J°', L _', S °" defined respectively by

(6.1)

j- = L_, + S _',

2

L- = -
$=1

2

S"" = (i/4) _](7_: - 7:3',_),
$=1

where x_',p_,_,_'; r = O, 1,2,3;s = 1,2 are the ones in section 3 of this paper with n = 2.
We consider now the Poincar4 invariants

(6.2a)

(6.2b)

(6.2c)

)_22 = ]4;")4;. , p2 = _p_,p., (6.3a, b)

as well as the F of (3.5a), which we combine in the form

r(w2/P2),

and in the center of mass frame i.e. when P, = 0, i -- 1,2,3, it reduces to T)

(6.4)

j2 L 2,S2, (6.5a, b, c)

depending on whether K "" is equal to J"', L"', S"'.

Thus, as indicated in Eq. (2.9a) of reference 7, our equation (3.16) could be modified to

_ t,o + A4 + ad 2 + bL 2 + cS2}_ , = 0 (6.6)

where A4 is given by (3.18) and a,b,c are, so far, arbitrary real constants.
If b = c = 0, as j2 is an integral of motion of the operator .M, we have that the new mass,

which we call p', is related with the old one by

U' - aj(j + 1)] 2 = U2, (6.T)

and thus the new mass spectra is

t_' = # + aj(j + 1), (6.8)

where we have at our disposal the parameter a with which we can adjust the spectra corresponding

to different j's.
When we have b, c also different from zero, as L 2, S 2 are not integrals of motion, our only way

to proceed is by considering the matrix of the operator

.M + ad 2 + bL 2 + cS 2, (6.9)
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with respect to the states IN(C., .s)jm), where j is fixed, and diagonalizing this matrix up to certain

maximum number of quanta N,_,,.

Calculations of this type, done by Luis Benet, when a = b = 0, i.e. only with an S 2 term,

allow us to break the wave functions of (4.13a) into states of definite spin i.e. s = 0 or 1, but

keeping some of the ordering as in Fig. 1, so that its more comparable with the meson spectra in

which the spin is given.

We do not wish though to consider the more general operator (6.9) in this paper. To begin

with, when dealing only with the operator .M of (3.18), we have a single parameter, the frequency

_, and also as a scale in our calcualtions the mass m of the quarks. If we go to the operator (6.9)

we have the parameters _,a,b,c, plus the m. Thus we can of course adjust the meson spectra

better, but it may be meaningless.

Thus we conclude by stating that the particle-antiparticle system with a Dirac oscillator in-

teraction, may give some insight on the meson spectra, and that is all we aspire to achieve in the

present paper.
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7 Appendix

To obtain the matrix elements of (¢o, D2¢0) we need first those of the factors in each product

appearing in (5.2). Those of (S. y/)2 can be obtained from the ones of (S. y/) given in (3.20) and

(3.24) of reference 13, and thus we have

[(N + 2(j, 1)jml(S._)21N(j, 1)jm) = - (N +j + 3)(N + 2- j)

(A.la)

[ ](N+2(j+l,1)jml(S._)21N(j+l,1)jrn)=- (N+j+4)(N+I-j) j/(2j+l)

(A.lb)

(N + 2(j - 1, 1)jml(S. _)_IN(j + 1, 1)jm) = (N - j + 3)(N + 1 - j) (j + 1) (2j + 1) -_

(A.lc)

(N+2(j+l,l)jml(S._)_lN(j-l,1)jm)= (N+j+2)(N+j+4) (j+l) (2j+l

(A.ta)

[ ](N + 2(j - 1, 1)jml($" _)21N(j - 1, 1)jm) = - (N + j + 2)(N - j + 3) (j + I)/(2j + 1).

(A.I_)

From the hermitian conjugates of (5.1) we obtain those of (S. _)2 i.e.

[(N - 2(j, l)jml(S, t[)_IN(j, 1)jm) = - (N + j + 1)(N - j)

[ ](N-2(j+l,1)jml(S._,)2lN(j+l,l)jm)=- (N+j+2)(N-j-1) /(2j + 1)

(A.2a)

(A.2b)

(N - 2(j + 1, 1)jml(S. _)2IN(j - 1,1)jm) = (N - j + 1)(N - j - 1) (j + 1) (2j + i

(A.2c)

(N-2(j-l,1)jml(S._)21N(j+l,1)jm)= (N+j)(N+j+2) (j+l)] (2j+l) -_

(A.2d)

[ ]'"[ ](N - 2(j - 1, 1)jml(S. I[)21N(j - 1, 1)jm) = - (N + j)(N - j + 1) (j + 1)/(2j + 1) .

(A.2_)

Finally, from the operator form of the harmonic oscillator states, given in reference 14, we have
that

11/2(N+2(_,s)jm[tI.tlIN(t,s)jrn)=-(N+t+3)(N-t+2)] , (A.3a)
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and from its hermitian conjugate we get

(N ,- 2(t,s)jml_. _lX(¢,_)jm) = - (N + e+ 1)(Y- t) (A.ab)

With the help of these expressions we obtain straighforwardly the _._ of (5.3) and _ of (5.4).
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9 Figure Captions

Fig. 1. We graph p_ of (5.3) for w = 0.1 as function of j, indicating the sign 4- to which

the level corresponds on its left hand side while on the right hand side we give the value of

N. Note that when j = 0 the state iN(0, 1)00 > does not exist so that the normalized _,o of

(4.13a) reduces to IN(0,0)00 >. In this case the spin is 0 as indicated in the left hand side

of the level j = 0, and not the mixture 4- in (4.13a).

Fig. 2. We graph/_ of (5.4)forw = 0.ias functionofj. The orbitalangular momentum

= j4-i isindicatedon the leftofthe levelsand the totalnumber ofquanta N isgivenon the

right.Note that forj = 0,[N(-l, I)00> does not existso that we have only ]N(I, I)00 >

thatcorrespondsto I = i indicatedon the lefthand sideof the levelswith j = 0. Also the

levelswith N = l = j - 1 are unique as indicatedinthe correspondinglefthand sideof the

levels.For the other states[N(j + i,l)jm > both valuest = j + 1 and j - I axe possible,

and theirseparationisgiven by w2(2j + l),thus both valuesj - 1,j + l appear on the left
hand sideof thoselevels.

Fig. 3. The square of the masses of the mesons are given as functions of j for isospin I = 1

and parity _v = (_1)5. The name of the meson is given on the left hand side with an index

j and upper primes if there are several of them. Full lines correspond to spin 0 and dashed

to spin 1 as indicated on the right hand side.

Fig. 4. The square of the masses of the mesons are given as function of j for isospin I = 0

and parity _v = (_ 1)5. The name of the meson is given on the left hand side with an index

j and upper primes if there axe several of them. Full lines correspond to spin 0 and dashed

to spin 1 as indicated on the right hand side.

Fig. 5. The square of the masses ofthe mesons axe given as functionof j for isospinI = 1

and parity_ = -(-I) 5.The name ofthe meson isgivenon the lefthand sidewith an index

j and upper primes ifthereare severalof them. The spinisalways I.

Fig. 6. The square of the masses of the mesons are given as function of j for isospin I = 0

and parity _P = -(-1) ._. The name of the meson is given on the left hand side with an index

j and upper primes if there are several of them. The spin is always 1.
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FROM HARMONIC TO ANHARMONIC OSCILLATORS

F. lachello

Center for Theoretical Physics, Sloane Laboratory,

Yale University, New Haven, CT 06511

Abstract

The algebraic approach to quantum mechanics is briefly reviewed. The role of

oscillator realizations is discussed. Applications to vibrations of complex

molecules are presented.

i Introduction

In recent years, a formulation of quantum mechanics, called algebraic theory,

has been put forward, in which any quantum mechanical problem is mapped onto an

algebraic structure following the logic scheme shown in Fig. I.

Quantum Mechanical System

Algebraic structure

Observables

Experiment

Lie algebras

Graded Lie algebras

Infinite dimensional (Kac-Moody) algebras

?_deformed (Hopf)algebras

Fig.l. Logic scheme of algebraic theory.

In implementing algebraic theory,, it has been found to be very useful to make

429

PREqSEDINg PAGE BLANK NOT FILMED



use of oscillator representations. In this contribution, I will briefly review

the use of oscillators in algebraic theory.

2 Oscillators in v dimensions

I begin with the (trivial) example of the one-dimensional harmonic

oscillator• In the algebraic theory this case is described by the introduction

of the Heisenberg algebra [I]

H(2) : a, a #, I, a#a (2.1)

Table I shows the parallelism between the usual treatment in terms of

differential operators (SchrSdinger equation) and the algebraic approach. This

case is well known and does not require further explanation.

I consider instead the (non-trlvial) example of the one-dimensional

anharmonic Morse oscillator. The differential approach requires the solution of

the eigenvalue problem

H¢-E¢

h 2 d 2
H .... + V(x)

2_ dx 2

V(x) - D[I - exp(-flx)] 2
J

(2.2)

The solution of the eigenvalue problem produces wave functions

i

. £ + _ X_L2_-2v-Iz_-V 2
Cv(X) - Nv e v

(z) (2.3)

where Nv is a normalization and L(z) denotes a Laguerre polynomial. Also
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Table I. Differential and algebraic treatment of the one dimensional harmonic

oscillator.

Differential approach Algebraic approach

I
H - _ (p2 + x 2) -

I d 2

" 2 [" dx---2+ x21

H _n - En @n

E - (n + i
n 7)

Uo(X) -

1 I x 2
4 2

e

I I
- -- n

d
Un(X)- [_ 2 2n n!] 2 (x - _x)

-_-ao

Inn, - f Un'(X) f(x,d_) Un(X) dx

1 x 2

e

1 d
a - -- (x +

at . !<x. d

[a,a # ] - i

i
H - (a#a + _ )

E - (n+ 1

lO>

i

In>- (n!) 2<a#) n I0>

Inn, - <n, lf(a,at)In>

-_x I 2_ iz - 27 e ; _ - _-_ ; v- 0,I ..... _ -
(2.4)

The eigenvalues are
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E(v) - 2_/_ (v + 5) - _ #

2
1

(v + 5) (2.5)

The mass #, strength of interaction D and range _ have been put explicitly in

Eqs. (2.2)-(2.5), while they were deleted in Table I.

In algebraic theory, the one-dimensional Morse oscillator can be dealt with

by introducing [2] the Lie algebra U(2), composed of four elements F+,F.,F0,N.

The Hamiltonian can be written as

H - AC ; C - FO 2 N 2 , (2.6)

where C is the Casimir operator of the 0(2) subalgebra of U(2).

are

The eigenvalues

E(m) - A(m2-N 2) , m - N,N-2 ..... 1 or 0 (N-odd or even). (2.7)

With the change of variable v - (N-m)/2 one has

E(v) - - 4A(Nv-v 2) ,

N N 1
v - 0,I ..... _ or _ - _ (N- even or odd) , (2.8)

which are the eigenvaiues of the Morse oscillator, Eq. (2.5). The eigenstates

can be written as

I U(2) D 0(2) >
N v

(2.9)

and intensities can be computed by taking matrix elements of operators
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<N,v'l@IN,v> (2.10)

As a result, all calculations for anharmonic oscillators can be done very easily.

An oscillator realization of U(2) is provided by the Jordan-Schwinger

construction in terms of two boson operators a, _ and their adjoints o_,r t, The

algebra is

U(2) : rta, otr, rtr, ato (2.11)

Incidentally, in the oscillator realization the harmonic oscillator appears as a

contraction of the anharmonic oscillator, obtained by letting

N -_ co x N -+ oD y
a

_,tr-_rtr , oto _ N
a

(2.12)

Thus, by adding one extra dimension (with the constraint N-const) one can treat,

within the same framework, both harmonic and anharmonic oscillators. The

anharmonic Morse oscillator in one dimension is related to the harmonic

oscillator in two dimensions.

The same situation occurs in any number of dimensions. For example, in three

dimensions, one introduces four boson operators [3,4]

bt = at , _t (_-0,+i) ; =-i ... 4 •
/_ ' , ,

b " a , _ (_-0,-+I) ; _-i ..... 4 ; (2.13)

divided into a scalar o and a vector _. The bilinear products bt_b# generate

the Lie algebra U(4)
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The contracted form of U(4) is the oscillator algebra in three dimensions, H(4).

In three dimensions the situation is even richer than in one dimension, since

the algebra of U(4) can be reduced in two ways:

U(4)
/ U(3) D 0(3) D 0(2) , (I) ,

\ 0(4) D 0(3) D 0(2) , (II) , (2.15)

corresponding to spherical (I) and deformed situations (II). In one dimension we

have

/ u(1)
u(2) , (2.16)

\ 0(2)

but U(1)=O(2) and therefore the spherical and deformed coincide.

It has been suggested [3] that in general any quantum mechanical problem in v

space dimensions can be written in terms of the unitary algebra U(v+l). The

harmonic oscillator in v dimensions can be obtained from U(v+l) by a limiting

procedure leading to H(v+l). The Heisenberg algebra H(v+I) contains U(v), the

degeneracy algebra of the v dimensional harmonic oscillator. The anharmonic

oscillator and the deformed anahrmonic roto-oscillator can all be obtained from

U(v+l). These results allow one tO do anharmonlc analysis of spectral problems in

a way as simple as that of harmonic analysis.

3 Coupled oscillators in v dimensions

In most problems in physics, one often encounters coupled systems. In

algebraic theory, the coupling of physical systems corresponds to the coupling of

algebras. Oscillator realizations are particularly useful here and, as a simple

example, I will discuss the case of coupled one-dimensional anharmonic

oscillators. The algebraic structure of the system is the direct sum of the

individual U(2) algebras
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n

s - _ ® ui(2) , (3.1>
i-1

where the sum extends over the number of oscillators, n. An oscillator

realization can be done in terms of boson operators ft i, oti, vi' ai' Each

algebra Ui(2) is

(3.2)

Coupled harmonic oscillators can be obtained as before by eliminating the a i

bosons, as in Eq. (2.12).

In the last year, algebraic models of coupled anharmonic oscillators have

been used extensively in order to provide a realistic description of the

vibrations of complex molecules [5]. In general, the algebraic Hamiltonlan of

coupled oscillators is written as

n n

H - I hi + I (3 3)
i-I i<j-z vii

where

h i - A i C i (3.4)

The operators C i are the Casimir operators of the Oi(2) algebras and h i has

eigenvalues

_i " Ai (mi2"Ni2) - "4Ai(Nivi'vi2) (3.5)

The couplings Vij depend on the problem under consideration. Two types of
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couplings are usually considered: (i) diagonal couplings (Casimir couplings) and

(ii) non-dlagonal couplings (Majorana couplings). In the product basis, labelled

by the quantum numbers of each Ui(2) D 0i(2) algebra, the matrix elements of the

Casimir couplings are given by

< Nivi;Nj,v j I Cij I Ni,vi;Nj vj > -

l NiJ

fSiSl
l Nj )4 [vj2.vjNj ,

(3.6)

while the matrix elements of the Majorana couplings are given by:

<Ni,vi;Nj,v j I Mij I Ni,vi;Nj,vj > -viNj + vjNi " 2vivj ,

<Ni,vi+l;Nj,vj-I I Mij I Ni,vi;Nj,vj > - " Jvj(vi+l)(Ni-vi)(Nj'vj+l) ,

<Ni,vi'l;Nj,vj+l [ Mij I Nivi;Njvj > " " Jvi(vj+l)(Nj'vj)(Ni'vi+l)

(3.7)

As an example of application of these models consider the case of the benzene

molecule, C6H6, (Fig.2).

This molecule has 12 atoms and thus 36-6-30 independent vibrations. A

conventional treatments of this molecule in terms of coupled differential

equations is rather complicated. On the other side, an algebraic treatment is

feasible, since the Hamiltonian, expressed in terms of algebraic operators, can

be easily diagonalized.

In view of the hexagonal geometry of benzene, in the coupling terms [ijVij,

one can have three types of couplings: (I) first neighbor couplings, (II) second

neighbor couplings and (III) third neighbor couplings. The algebraic Hamiltonian

appropriate to benzene can be written as
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Y
Fig.2. The benzene molecule.

6

where

AI'A_H ; Aij" A_H ; _iJ-_HH

c-EC i , c' - 7.
i i<j Ci] '

(3.9)

and the three operators S (I), S (II) and S (III) (called symmetry adapter

operators) are given by:

S (I)- _ c' S (II)- ''
i<j ijMij ' i<j_ cij Mij '

I_PM, "

S (III) _ cij 13 '
i<j

r m s _ p m P m ! m P P m s m P s m i _ i m I
c12 c23 c34 c45 c56 c16 , c13 c24 c35-c46 c15 c26 0 c_4-c'25-c36-0;
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er er m pr m Ifm #P_ lam rl m rl m rtm rl m rr m rwm i er m rl mc12 c23 c34 c45 c56 c16 O, c13 c24 c35 c46 c 15 c26 0 ci4"c 25 c36 O;

ice rer_ fre_ sft_ err_ eer_O tle_ #er wew_ aew_ _rr_ irf_O

c12 "c23 c34 c45 c56 c16 , c13 c24 c35 c46 c15 c26 ,

rwt_ erl_ #el

c14 c25 c36 -1 (3.10)

It is important to note that the use of algebraic oscillator realizations solves

another crucial problem in the theory of molecules, that is the construction of

states that transform according to irreducible representatlons of point groups

(For C6H 6, the point group is D6h). For this reason the operators S (I), S (II)

and S (III), whose dlagonalizatlon produces states that transform as irreducible

representations, have been called symmetry adapter operators [5,6]. The role of

these operators in the representation theory of finite groups will be discussed

elsewhere [7]. They can be constructed for any finite group and provide an

oscillator (or boson) realization of finite groups (a new and very important

mathematical result).

The algebraic Hamiltonlans (3.8) allow one to do anharmonic analysis of

molecular vibration spectra. One determines the coefficients AH,AHH , A(I)HH ,

A(II)HH and A(III)HH from some known energies and then computes all the others.

This procedure can be applied not only to the molecule C6H 6, but also to all

other molecules obtained by replacing the hydrogen atoms with deuterium atoms

[8]. Table II shows some calculated frequencies and infrared intensities in C6H 6

and C6D 6. This Table, reproduced from Ref. [8], is shown here as an example of

the power of the method which allows a simultaneous calculation of all

frequencies and infrared intensities of many molecules. One must note that this

is still a small portion of the complete spectrum of benzene, since it describes

only the so-called stretching vibrations in which the hydrogen atoms move in a

radial direction relative to the carbon skeleton. (Vibrational modes v7,v13,v20

and v 2 in Wilson notation)[8]. A calculation of all the other modes and their

combinations has been performed and will appear soon [9].

Table III shows a partial comparison of the calculation with experiment. One

may note the close agreement not only for the fundamental vibrations (n-l) but

also for the overtones (n-2, n-3). This agreement originates from the use of

anharmonic oscillators. Had one used harmonic oscillators the expected

frequencies of the n-2 and n-3 modes would have been respectively twice and three
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TABLE II. Calculated frequencies a and infrared intensities b in C6H 6 and C6D 6.

n-i

n-2

symm

E2g(V 7)

Blu(Vl3 )

Elu(V20 )

Alg(V 2)

Alg

Elu

E2g

Blu

Alg

E2g

Elu

B2u

Alg

E2g

Blu

E2g

Elu

Alg

C6H 6

computed computed

energy IR int.

3056.91

3057.51

3065.13

3073.96

6004.04

6004.40

6004 92

6005 I0

6109 49

6110 93

6113 02

6117 07

6118 94

6121 24

6123.40

6125.35

6128.15

6139.40

0.16(+2)

0.i0(+I)

0.17(-2)

0.60(-2)

C6D 6

symm computed computed

energy IR int.

E2g(V 7)

Blu(Vl3)

Elu(v20)

Alg(V 2)

A
Ig

Elu

E2g

Blu

E2g

Alg

Elu

B2u

Alg

E2g

E2g

Blu

Elu

Alg

L

I
aAll values in cm" • bAll values in 106 barns/cm

I

2272.03

2284.62

2288.94

2303.20

4494.02

4497.19

4497 55

4498 21

4550 04

4556 93

4557 lO

4559 26

4571 15

4572 49

4575 46

4579 ll

4582 29

4600 31

0.64(+1)

0.42(+0)

0.65(-3)

0.15(-1)
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TABLE III. Experimental frequencles a and infrared intensities b in C6H 6 and C6D 6.

C6H 6

n-I

symm. calc. obs. obs-calc

E2g(V 7) 3056.91 3056.6 -0.31

Blu(Vl3) 3057.51 3057 -0.51

Elu(V20) 3065.13 3064.367 c -0.763

Alg(V2) 3073.96 3073.94 -0.02

Elu 6004.40 6006 1.60

Elu 8827.53 8827 -0.53

Energy IR Intensity

talc. obs.

0.16(+2) 0.16(+2)

0.I0(+I) 0.58(+0)

0.51(-I) 0.35(-I)

C6D 6

Energy IR Intensity

calc. obs.

n-i

n-2

n-3

symm. calc.

E2g(V7) 2272.24

Blu(Vl3) 2284.83

Elu(V20) 2289.14

Alg(V 2) 2303.41

Elu 4497.60

Elu 6643.81

obs. obs-calc

2272.5 0.26

2285 0.17

2289.3 0.16

2303.44 0.03

4497 -0.60

6644 0.19

0.64(+i) 0.64(+1)

0.42(+0) 0.42(+0)

0.22(-1) 0.22(-1)

aAll values in cm "I" ball values in 106 barns/cm" Cdeperturbed value
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times those of the fundamental, in disagreement with experiment.

4 Summary

In summary, algebraic theory is an expansion of all operators of physical

interest into elements of an algebra, _. For example, the Hamiltonian H can be

expanded as

i

H - E 0 + _B cab G_B + _ _BV6_ u_BV6 GaB Gv6 + "'"

G=B e g (4.1)

In implementing algebraic theory an oscillator realization is often useful. The

elements of _ are then constructed from boson creation and annihilation operators

b t 5 e - i, v+l (4.2)
! J -.,,

The bilinear products

GaB - b ?_ b B , (4.3)

generate the Lie algebras U(v+l). Within this algebra one can describe both

harmonic and anharmonic situations (and isotroplc and anlsotroplc situations).

The oscillators (and algebras) can be coupled. The expansion of the

operators is now in terms of the direct sum of algebras _i'

i

The oscillator realization is in terms of boson operators
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b? • = - I, .. v+l • i - I.... n (4 5)
ai ' bai ......

The index _ provides a treatment of continuous symmetries (space index).

index i provides a treatment of discrete symmetries (oscillator index).

5 Conclusions

The

Algebraic theory is a powerful tool to deal with complex spectroscopic

problems. Oscillator realizations of this theory have proven to be very useful

in the analysis of several physical situations. In particular, the extension of

harmonic to anharmonlc analysis has led to a new and deeper understanding of the

spectra of complex molecules.
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N93-27353

V. Alan Kosteleckj_

Physics Department, Indiana University

Bloomington, IN _7_05, U.S.A.

Atomic supersymmetry is a quantum-mechanical supersymmetry connect-

ing the properties of different atoms and ions. In this talk, I provide a short

description of some established results in the subject and discuss a few re-

cent developments, including the extension to parabolic coordinates and the

calculation of Stark maps using supersymmetry-based models.

1. Introduction

It can often be impractical to find exact solutions to the equations determining

the properties of a physical system. The identification and use of symmetries is

one method that can be useful in the search for a mathematically simpler but

physically sufficient description.

An example is provided by the behavior of the valence electron in alkali-metal

atoms, which is governed in detail by the solution to an involved many-body prob-

lem. The essential physics of this situation can largely be contained in a single-

electron model with an effective central potential [1]. This talk concerns symmetry

issues involved in this approach, in particular, the role played by supersymmetry

in a realistic central-potential approximation.

The first part of this talk (sections 2-5) provides some background and an

overview of established results in atomic supersymmetry using spherical coordi-

nates. The second part (sections 6-8) discusses recently developed extensions of

these ideas to other coordinate systems and to the supersymmetry-based descrip-

tion of the Stark effect. More information on the approach used, its relation to

other methods, and recent developments can be found in the references cited.

2. Supersymmetric Quantum Mechanics

A quantum-mechanical system is called supersymmetric [2] if its hamiltonian

H commutes with N supersymmetry generators Qj satisfying {Qj, Qk} = 5jkH.

The superalgebra generated by H and Qj is denoted sqm(N). Of interest here is the
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special case sqm(2), for which it is convenient to consider the linear combination

Q ---- (Q1 + iQ2)/v/2 satisfying H = (Q, Qt}.

A simple representation of sqm(2) sets

(0 0)Q=AO ' H= H+ 0 ) (2.1)0 H_ '

where A = -iO, - iU'/2 with U' = dU/dx for some function U = U(x).

components H+ satisfy

d 2

H + ff2 + n -- [-- -_X 2 + gzk ( X ) ] ff2 + n : en k_ -i. n ,

where V±(x) = U'2/4 T U"/2.

The

(2.2)

If the supersymmetry is unbroken, the energy of the ground state is zero. The

eigenspectra of H+ are degenerate except for this state, which is associated with

H+. The spectra of H+ and H_ are called, respectively, the bosonic and fermionic

stacks. Degenerate states in the bosonic and fermionic stacks are mapped into one

another by the supersymmetry generators Q, QI.

3. Atomic Supersymmetry

The SchrSdinger equation for the hydrogen atom separates in spherical polar

coordinates. The radial piece can be written in atomic units as

[ dY 2aa Yl + l(ty2+ 1) _E,]x,t(y) = 0 , (3.1)

where y = 2r, E, = -1/2n 2, and Xnt(2r) = rRnt(r). The radial wave functions

are

2 [ r( -0
/_"'(_) = _tr(n +ITI)] exp(- r-) r(21+l)- . ,

where the Sonine-Laguerre polynomials are defined by

" r(n + o_+ 1)

L_')(z) = _(-x)vp!(n- p)!r(p+,_ + 1)
p----0

(3.3)

The idea is to identify the radial equation (3.1) for fixed l with the hamiltonian

H+ of a snpersymmetric quantum mechanics, as in Eq. (2.2). One can then
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construct the supersymmetry generator Q, determine H_, and seek a physical

interpretation [3].

The supersymmetry is determined by specifying the function U. For the

Coulomb problem, it is U(y) = y/(l + 1) -2(I + 1)lny. The partner hamiltonian

H_ can be shown to have the same form as H+ except that l is replaced with

(l + 1) in the 1/y 2 term. This means that the eigenfunctions of H_ at fixed l are

Rn3+l with n > 2. These form a complete and orthonormal set.

To understand the physical interpretation, recall that H_ has the same spec-

trum as H+, excluding the lowest state. This suggests H_ describes a physical

system that looks hydrogenic except that the ground state is inaccessible. The

idea is to attribute this to the Pauli principle. The partner system is then an

atom with the lowest state filled with electrons, and H_ is an effective hamilto-

nian for the valence electron. For example, if l = 0 the spectrum of H+ spans the

s orbitals of hydrogen and the spectrum of H_ represents the s orbitals accessible

to the valence electron in lithium. Evidently, the supersymmetry holds only if the

non-hydrogenic electron interactions are disregarded. The incorporation of these

symmetry-breaking effects is described in section 5.

In the exact-symmetry limit, the supersymmetry can be extended. For ex-

ample, the s orbitals of lithium and sodium can also be viewed as supersymmetric

partners. There are supersymmetric connections of this sort among atoms and

ions across the periodic table, all physically incorporating the effects of the Palfli

principle and mathematically implemented by integer shifts in the angular quan-

tum number l.

Ref. [3] presents more details of the construction and discusses the experi-

mental support for this atomic supersymmetry.

4. Oscillator Formulation

The oscillator formulation of atomic supersymmetry outlined in section 3

is closely related to harmonic oscillators. Indeed, connections exist in arbitrary

dimensions among the radial equations for the Coulomb problem, the harmonic

oscillator, and the two sqm(2) supersymmetric partners of these systems [4].

The radial equation for the d-dimensional Coulomb problem can be written
in atomic units as

[ dY 2d2 Yl (l + 7)(Iy2+ 7 + 1) 1+ - _Ednj] Vdnl(y) = 0 , (4.1)

where y = 2r, Edn = -1/2(n 4- 7) 2, 7 = (d- 3)/2, and the radial wave functions

are

_ ,, r(2t+2n+,)(y/(n + 7)) (4.2)Vdnl(Y) = Cdnl y/+3'+1 exp(-y/2(n + 7))._ n_l_l
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with Cd,,t a normalization constant. If the operator in Eq. (4.1) is interpreted as

H+ in an sqm(2) supersymmetry, the partner H_ can be shown to have the same

form but with I replaced by I + 1.

The radial equation for the D-dimensional harmonic oscillator with unit an-

gular frequency in atomic units is

[ d 2 1 (L+r)(L+r+l)dy2 y + y2 -- EDN]VDNL(Y) = O , (4.3)

where Y is the radial variable, EDN = 2N + 2F + 3, F = (D - 3)/2, and the radial

wave functions are

VDNL(Y) CDNL yL+r+l r ,,2,,,,T(L+r+ll2)ly2 ,= exp(.--± //_)I_N/2_L/2 _, ) (4.4)

where CDNL is a normalization constant. The sqm(2) partner H_ to the operator

H+ in Eq. (4.3) again has the same form but with L replaced by L + 1.

A state in the d-dimenslonal Coulomb problem can be related by a one-

parameter mapping to a state in a D-dimensional oscillator [4]. The eigenfunctions

Vd,a and VDNL are related by Vdnl((n+7)Y 2) o¢ y1/2VDNL(Y ) with N = 2n-2+A,

L = 2I + A, and even D = 2d- 2- 2A. The parameter A is an integer. Restrictions

on the possible choices of the parameter, the dimensionality, and the quantum

numbers can arise if several Coulomb-problem states from one system are required

to be mapped to a specified harmonic oscillator. The map can be combined with

the supersymmetric maps shifting the angular quantum numbers, resulting in a

commutative diagram between states of the four systems. The reader is referred

to [4] for further details.

5. Supersymmetry-Based Quantum-Defect Theory

The energy eigenvalues of the valence electron in an alkali-metal atom are

shifted relative to the hydrogenic values by interactions with the core. The

eigenvatues can be expressed as the Rydberg series [5] E,,. = -1/2n .2 with

n* = n - 6(n, l), where for given l the quantum defect (_(n, l) rapidly approaches

an asymptotic value _(l) as n increases. These shifts break the supersymmetries

described in section 3.

Despite this, it is possible to develop a central-potential model incorporat-

ing supersymmetric features that has analytical wavefunctions as solutions and

eigenenergies given by the Rydberg series [6]. The theory is defined by a radial

equation obtained from Eq. (3.1) by replacing n, l, E,, with n*, l*, E,,.. Here, l*

is a new angular quantum number given by l* = l- _(1) + I(1), where I(l) is

an integer shift characteristic of supersymmetry. The eigenfunctions are given by
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the replacement of n and l in Eq. (3.2) with n* and l*. The Sonine-Laguerre

polynomials still appear because n* - l* - 1 = n - I - I(1) - 1 remains an integer.

For asymptotic quantum defects 6(I), these eigenfunctions form an orthonormal

and complete set.

Ref. [6] contains more details about this model and demonstrates that the

analytical eigenfunctions yield transition probabilities that are in agreement with

experiment and with accepted values [7]. Related developments, other than those

to be discussed in the remainder of this paper, include the following.

• The eigenfunctions of the model have been used as trial wavefunctions for

detailed atomic calculations [8].

• The validity of the theory at short distances has been examined by investi-

gating predictions for the fine structure of alkali-metal atoms [9]. Certain key

features observed experimentally are reproduced and the Land6 semiempirical

formula naturally appears in the model.

• The model has been used to examine transition probabilities for other atoms,

notably alkaline-earth ions [10].

• The mathematical structure of the model has been shown to be connected

with parastatistics [11].

6. Separable-Coordinate Supersymmetries

The SchrSdinger equation with a Coulomb potential V(r) = -1/r separates

directly (no modulation factor) in four different coordinate systems: spherical,

conical, prolate-spheroidal, and parabolic. Each separation results in three ordi-

nary differential equations, so a priori there are twelve candidate equations for the

role of a supersymmetric partner hamiltonian in an sqm(2) realization. However,

additional constraints arise from the structure of Eq. (2.2): to play the role of

H+, an equation must be expressed in the appropriate form and the eigenspec-

trum must involve a tower of states labeled by the appropriate eigenvalue. Some

results of an examination of possible sqm(2) supersymmetries involving the twelve

candidate equations are described in this section. More details are provided in

ref. [12].

First, consider spherical coordinates. The eigenfunctions for the Coulomb

problem separate into a product of radial wave functions given in Eq. (3.2) and

the spherical harmonics, which in turn decompose into products of associated Leg-

endre functions and exponentials. As discussed in section 3, the radial equation

does admit a supersymmetric partner. The equation for the associated Legendre

functions can be rewritten in the form of Eq. (2.2) by admitting a modulation

factor, but the ensuing equation lacks an eigenvalue representing an infinite tower
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of states. The remaining azimuthal equation is uninteresting because it has zero

potential. Therefore, the only interesting sqm(2) supersymmetry in spherical co-

ordinates appears in the radial equation.

In conical coordinates, the coordinate surfaces are spheres and cones of ellip-

tic cross section along the z and x axes. One coordinate is just the radial variable,

and the eigenfunctions for hydrogen are products of Lain6 functions with the same

radial wavefunctions as in spherical coordinates. The radial equation has the su-

persymmetry described in section 3 and the same physical interpretation applies,

although the complete eigenfunctions for the supersymmetric partner states in-

volve Lam6 functions rather than the spherical harmonics. Each of the other two

separated equations can be rewritten without a linear derivative term as in Eq.

(2.2), but no interesting supersymmetry exists.

The Schrbdinger equation for the Coulomb problem also separates in prolate-

spheroidal coordinates. It can be shown that none of the three resulting equations

admits an interesting sqm(2) structure.

Finally, consider parabolic coordinates. These are defined by p = r + z,

cr = r- z, ¢ = tan-l(y/x), where r is the radial coordinate. The hydrogen eigen-

functions in parabolic coordinates can be written as the product u(p)v(a)_(¢).

The equation determining _(¢) is uninteresting in the present context. The equa-

tion for u(p) can be expressed in the form of an H+ by extracting a modulation

factor u(p) = p-1/2Xl(p ). The ensuing equation for X1 is

d 2 1 - m _ Z1 E
['7"___+ + -- + -;]X,(p) = 0 (6.1)

4p 2 p c-

where E is the energy and m is the magnetic quantum number. A similar analysis

can be carried out for v(a), resulting in an identical equation but with X1, P, and

Z1 replaced by X2, a, and Z2. The separation constants Z1 and Z2 are required

to satisfy Z1 + Z2 = 1. The eigensolutions have the form

1 _+lr F(_ + 1) ½ _pp½,,L(,_)(¢p ) (6.2)

with a similar expression for v,,_2,_(a ). Here, n_ = gl/_ -- (Tn 3I- 1)/2, n2 =

Z2/¢- (m + 1)/2 are nonnegative integers, and ¢ = _ for En = -1/2n 2 with

n=nl +n2+m+l.

The equations for X1, X2 admit supersymmetric partners. The functions U(p),

U(a) determining the supersymmetry are U(p) = 2Zlp/(m + 1)- (m + 1)In p and

U(a) = 2Z2a/(m + 1) - (m + 1)lna. Ref. [12] shows that the superpartner

equations and eigensolutions have the same form as Eqs. (6.1), (6.2) and their

analogues for the a coordinate, but with the replacements nl _ nl - 1, n2 ---
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n2 - 1, m --. m + 2. The supersymmetry leaves invariant the principal quantum

number n, as needed for a mapping between degenerate states.

The basic approach to a physical interpretation is analogous to the spherical-

coordinate case but the existence of two supersymmetries permits more possibili-

ties. Only two (natural) cases are mentioned here; see ref. [12] for more details.

The valence-electron states for light alkali-metal atoms can be labeled using

a spectroscopic notation based on the parabolic quantum numbers nl, n2, m. For

convenience, the lowest- and highest-energy sublevels in a manifold of states with

fixed m > 0 are called the red and blue levels, respectively. It turns out that

a natural choice for the bosonic stack is the set of all blue states of hydrogen.

Interpreting the absence of a fermionic-stack partner for the ground state as a

consequence of the Pauli principle and treating electron-electron interactions as

supersymmetry-breaking effects, the blue lines of hydrogen can be shown to be

partnered by the blue lines of lithium. A similar construction can be made for

the red lines of hydrogen and lithium. These supersymmetries extend to other

alkali-metal atoms in a manner analogous to the spherical-coordinate case.

7. Quantum-Defect Theory in Parabolic Coordinates

The interactions breaking the supersymmetries in parabolic coordinates can

be incorporated using notions from quantum-defect theory. For this case, the

asymptotic quantum defects _ entering the Rydberg expression for the eigenener-

gies depend on the two parabolic quantum numbers nl and m. It can be shown

that an effective potential exists for the two-dimensional separated equation in p

and a that has analytical eigenfunctions of the same form as in section 6 with the

Rydberg series as eigenvalues, while incorporating the integer shifts characteristic

of supersymmetry [12].

In separated form, the model is specified by

[ _____dp2 + 1 -_4__m'_2 Z t E*•+ -- + --z-1x (p) = o (7.1)
P

and a similar expression for the equation in a with subscripts 1 replaced by sub-

scripts 2. The functions X_(p) play a role analogous to X1 (P) in section 6, and the

separation constants Zt and Z_ satisfy Zi* + Z_ = 1.

Solutions to these equations exist only if n_ = Z_/x/Zff-_ - (rn'_ + 1)/2 and

n_ = Z_/x/Z-ff_- (rn_ + 1)/2 are nonnegative integers. Note that n* = n- 8 =

n_ + n_ + (rn_ + m_)/2 + 1. The wavefunctions are

(1)_(n*)-(r-t_'+l)-_r F(n_ + 1) ½ __e_-Un_ n_, rn_ rn_ (P)

(7.2)
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with an analogous result for the a-dependent equation. It can be shown that these

model wavefunctions are not fully orthogonal for physical values of the asymptotic

quantum defect, although the off-diagonal matrix elements are numerically small.

The four quantum numbers that appear depend on the parabolic quantum

numbers, the quantum defect, and the supersymmetry integers. Define n_' =

nl -I1, n_ = n2-I2, where 11 and/2 are integers, and rn_ = rn+al, m_ = rn+a2,

with the constraint al + a2 = 211 + 212 - 25. If 5 is set to zero, the constraint

reduces the four variables I1, I2, al, a2 to three and the exact supersymmetry

limit of section 6 can be recovered.

8. The Stark Effect

In an external electric field of strength F, the energy levels of the valence

electron in an alkali-metal atom are shifted by amounts depending on F. A plot

of the eigenenergies as a function of F is called a Stark map. An exact theoretical

treatment for Stark maps of alkali-metal atoms is impractical. However, numerical

approximation methods yield Stark maps in good agreement with experiment [13].

The analytical eigenfunctions obtained from supersymmetry-based quantum-

defect theories in parabolic and spherical coordinates provide another approach

to obtaining Stark maps [12]. In parabolic coordinates, the nonorthogonality of

the eigenfunctions is a barrier to exact analysis. One possible approximation

is to neglect the small off-diagonal components of the zero-field energies. This

calculation yields Stark maps with curves that are largely linear, in disagreement

with experimental results.

This difficulty is absent in spherical coordinates. The zero-field wavefunc-
tions of the model described in section 5 can be used to calculate Stark matrix

elements, and the ensuing energy matrix can be diagonalized for a subset of the

perturbation basis. Ref. [12] contains detailed results for the n = 15 Stark states

of lithium and sodium for rn = 0 and m = 1, evaluated over the ranges used in ref.

[13] for the energies and electric field strengths. The non-hydrogenic structure is

clearly reproduced, demonstrating the expected sizable anticrossings and small-

field quadratic Stark effects for the s and p levels. All the Stark maps generated

for the n = 15 lines of lithium and sodium by the supersymmetry-based theory

are indistinguishable from the numerical and experimental results of ref. [13].
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Abstract

The three-dimensional harmonic oscillator plays a central role in nuclear physics. It
provides the underlying structure of the independent-particle shell model and gives rise to

the dynamical group structures on which models of nuclear collective motion are based. It will
be shown that the three-dimensional harmonic oscillator features a rich variety of coherent

states, including vibrations of the monopole, dipole and quadrupole types, and rotations of

the rigid flow, vortex flow and irrotational flow types. Nuclear collective states exhibit all of
these flows. It will also be shown that the coherent state representations, which have their

origins in applications to the dynamical groups of the simple harmonic oscillator, can be
extended to vector coherent state representations with a much wider range of applicability.

As a result, coherent state theory and vector coherent state theory become powerful tools in

the application of algebraic methods in physics.

1 Introduction

Harmonic oscillatorsare important in many-body physicsfor many masons. The followingare

some of the reasons:

(i)Small amplitude normal modes of a system about a configurationof stableequilibriumare

harmonic both in classicaland quantum mechanics.

(ii)Harmonic oscillatorshave non-dispersivecoherentstates.Thus, they exhibita perfectcor-

respondence between classicaland quantum mechanics.

(iii)The boson quanta ofthe harmonic oscillatorprovideimportant buildingblocksfortheboson

second quantizationof the observablesof a largenumber of systems;e.g.,the Harniltonian

isoftenusefullyexpressedin the second quantizedform

h= Y]tua_,ataj, + y_ (i/_,'¢.,t,,t,.t ,.t ,/_',.t,.t,.t ,,..) (1)k-- '*t_'_'_'#¢'_v' + "_ _'#'_"_'_"'" "

(iv) The classical Lie algebras all have boson (Weil) representations; e.g., an abstract element X

of GL(n,C) can be realised as a matrix (Xi#) or as the boson operator

x = x,,at,aj. (2)

It isshown in the followingthat the three-dimensionalharmonic oscillatorhas a richvariety

ofsymmetries and coherentstatesallof which featureinthe theoryof nuclearcollectivemotions.
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2 Symmetries and coherent states of the simple har-
monic oscillator

The symmetries and dynamical group structures of the harmonic oscillator are most easily recog-

nized when the latter is expressed in terms of the Heisenberg-Weyl algebra. The Heisenberg-Weyl

algebra is a Lie algebra spanned by harmonic oscillator raising and lowering operators (also called

boson operators) and the identity operator; i.e.,

hw(1)= (a',a,Z). (3)

The element_ of hw(1) satisfy the boson commutation relations

[a,a t] = t, [a,I] _ffi[at, I]--0. (4)

The simple harmonic oscillator Hamiltonian is given by

H=_w(ata+½). (5)

One finds that the symmetry group of the Hamiltonian H is the one-dimensional unitary

group U(1) and that H has three dynamical groups: viz., the Heisenberg-Weyl group HW(1),

the symplectic group Sp(1,R) (strictly the metaplectic group) and the in.homogeneous symplectic

group ISp(1,R). The Lie algebra, u(1), of U(1) is spanned by a single element

u(1) = (ata). (6)

The Lie algebras of the symplectic and inhomogeneous symplectic groups are given, respectively,
by

sp(1, R) ffi (ata t, act, ata + aa t)

isp(1, R) = (ata t, oa, ata + oa t, a t, a, I). (7)

The coherent states of the dynamical groups axe all of considerable interest. First recall that a

coherent state of a group is, by definition [1, 2] a sta_e obtained by applying a group transformation

to a particular state of a (usually irreducible) representation space on which the group acts.

The standard (Glauber) coherent states, for example, are obtained by applying elements of the

Heisenberg-Weyl group to the harmonic oscillator ground state [3].

An arbitrary element g of the Heisenberg-Weyl group is represented as the operator

T(g) ffi e_'-a''+l*'t , (8)

where a and _ are complex and real parameters, respectively, and I is the identity operator. Thus,
we have

T(9){0)= e_"-°"+i"10)--e='-°"10)ei'. (9)

The state

la) = e'-'-°"lO) (10)

iswellknown to have a wave functionthat isof the same form as the ground statewave function

but with itscentroiddisplacedfrom the harmonic oscillatorequilibriumpositionand given some

non-zero mean value of momentum. A HW(1) coherent statefora realvalue of a isillustrated,

forexample, in Fig.I. The phase factor•i_'can be regarded as a U(1) gauge factor.
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Fig.I. Harmonic oscillatorcoherentstatesinduced by HW(1), Sp(I,R) and ISp(I,R)

transformations,respectively.

Coherent statesof the symplecticgroup are constructedin a similarway; i.e.,a Sp(1,R) group

element isrepresentedin factoredform

T(g) = e"t6t-*'_e i_6ta+_t), g • Sp(1,R)

and symplecticcoherentstatesare givenby

T0)I0)= e''°'-*''10)e

(11)

(12)

Again thereisa U(1) gauge factor.Coherent statesof the symplecticgroup [4,5, 6] are often

describedas squeezed states.

There has been much interestin squeezed statesin opticsin recentyears.One of theirpre-

dictedproperties[7]which, as far as I know, has never been investigatedisthat they should

exhibitenhanced non-linearphenomena. This isexpected because non-linearpropertiesrequire

the simultaneous presence of two photons of lightand one may anticipate,therefore,that the

squeezed lightemitted, forexample, from a two-photon lasershouldbe particularlyeffectiveat

providingphotons inpairs.Squeezed coherentstatesare alsoof paramount importance innuclear

physicsas we discussin the following

3 The three-dimensional harmonic oscillator

The Heisenberg-Weyl algebrs

hw(3) - (4, a_,I;i = I,2,3)

satisfiesthe commutation relations

[_,aJ]= e_ji, [_,,aA= [_,a_]= [_',_1= [_,_q =0

and the Hamiltonian of the three-dimensionaiharmonic escillatorisgivenby

(13)

(14)

(15)
i

This Hamiltonian has an energy spectrum as shown in Fig.2, where the standard spectroscopic

notationisused tolabelthe radialand angularmomentum quantum numbers ofthe energy levels.
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Fig.2. The energy levelspectrum fora singleparticleina three-dimensionalharmonic

oscillatorpotential.Each energy levelsconsistsof a degenerate multipletof states

which span an irrepof the symmetry group U(3).

The three-dimensionalharmonic oscillatorunderliesthe shell-modeltheoryofnuclearphysics.

One findsthat ifone were to assume that the neutrons and protons insidea nucleusobeyed an

independent-particleSchr6dingerequation in which the potentialenergy isthat of a harmonic

oscillatorthen,because ofthe Pauliexclusionprinciple,one can a_signa givenharmonic oscillator

wave functionto atmost two neutrons,one with spinup and one with spindown. The same istrue

forthe protons.Thus, one constructstheground stateofanucleusby .Fillingthe harmonic oscillator

energy levelsstartingfrom the bottom and progressingupwards. Because of the multiplicityof

harmonic oscillatorstatesof a given energy,the harmonic oeciUatorenergy of a many-nucleon

stateincreasesdiscontinously.aseach levelisfilledand the next levelstartsto be populated.

The nucleon numbers at which thishappens are calledmagic numbers and the nucleiat which it

happens are calledclosed-shellnuclei.Such nucleiare expected to be particularlystable,likethe

inertgasesof atomic physics.Now, experimentallyobserved magic numbers differfrom those of

the harmonic oscillatorHsmiltonian. However, ifone adjuststhe harmonic oscillatorHarniltonian

by the additionof an angular momentum term proportionalto the squareof the orbitalangular

momentum, to simulatethe effectsof a more realisticshellmodel potential,and includesa spin-

orbitinteraction,then the single-particlelevelsbecome of the type shown in Fig. 3 and the

experimentallyobserved magic numbers are reproduced [8].

A typicalshellmodel Hamiltonian isthereforeof the form

(16)
I%

where/_ isa single-particleHarniltonianforthe n'th nucleonof the form

2m + rn_2r2 +CI's+DI 2

and V is the residual interaction between the nucleons.

(17)
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Fig. 3. The single-particle energy level spectrum for a shell model potential with an 12

term and a spin-orbit interaction. The numbers in parenthesis indicate the multiplicity

of states of a given energy level. The numbers to the right of an energy level indicates

the cumulative number of states up to that energy. These numbers correspond to the

experimentally observed magic numbers.

The degeneracies, and hence the symmetries, of the harmonic oscillator are broken in nuclear

physics. Nevertheless, the states of the harmonic oscillator provide a basis in which realistic

Hamiltonians can be diagonalized and in which the symmetry breaking effects can be described.

It will be shown in the following that the symmetries and dynamical group structures of the

harmonic oscillator Hamiltonian are also of vital importance for identifying and separating the

important collective degrees of freedom of a strongly interacting system of nucleons.

The symmetry group of the three-dimensional harmonic oscillator is the unitary group U(3)

whose Lie algebra is spanned by the bilinear combinations of boson operators {a_aj; i, j = 1,2, 3}.

The dynamical groups of the three-dimensional harmonic oscillator are the Heisenberg-Weyl group,

the symplectic group Sp(3,R) and the inhomogeneous symplectic group [Sp(3,R). The Lie algebras

of these groups are given by the natural extensions of their one-dimensional counterparts; e.g.,

sp(3,R)=  ,aj,  ,taj+ (18)
The coherent states of a single particle in a three-dimensional harmonic oscillator potential

will not be discussed here. Instead, we proceed directly to the coherent states of a many-particle

nucleus. It will be shown that different kinds of coherent states are generated depending on the

symmetries of the initial (undisplaced) state. In particular, the coherent states of open-shell nuclei

have a richer structure than those of closed-shell nuclei.
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4 Heisenberg-Weyl coherent states of a nucleus

The degenerate(equalenergy)statesofa three-dimensionalharmonic oscillatorenergylevelspan

an irreduciblerepresentationof the symmetry group U(3). The same is true of the SU(3) c

U(3) subgroup; i.e.,the statesof the N'th harmonic oscillatorlevelspan an SU(3) irrep(N,0)

as shown in Fig. 3. It followsthat the equal energy statesof a nucleus with an independent-

particleharmonic oscillatorHamiltonian span the reduciblerepresentationof SU(3) given by the

Kronecker product of allthe (N, 0) irrepsto which the nucleonsseparat,ely belong.

4.1 Closed-shell nuclei

The ground stateof a closedshellnucleus ischar_ by a singleclosed-shellstatewhich

must, therefore,span the one-dimensionalidentitySU(3) representation(0,0). Nucleifor which

such harmonic oscillatorclosed-shellstatesare believedto providea good approximation to their

ground statesare the lightnuclei160 and _Ca which, respectively,closethe N -- I and N = 2

harmonic oscillatorshells.

We now considercoherentstatesof the Heisenberg-Weyl group obtained by applying a group

transformationto a closed-shellstate. Note, however, that a straightforwardHeisenberg-Weyl

transformationsimplydisplacesthe centre-of-massofthe whole nucleusor givesthe whole nucleus

centre-of-mass momentum without exciting it or changing its intrinsic structure in any way, Thus

it is not very interesting. However, there is another representation of the Heisenberg-Weyl Lie

algebra that is interesting. It is the representation in which the neutrons are displaced in one

direction while the protons are displaced in the opposite direction in such a way that the centre-

of-mass position and momentum remain fixed. In this representation the boeon operators of the

Heisenberg-Weyl Lie algebra are the linear combinations of the elementary (harmonic oscillator)

boson operators for neutrons and protons

where n indexesthe neutrons and p indexesthe protons.These combinationssatisfythe commu-

tationrelationsof Eq. (14)and, therefore,belong to a Heisenberg-Weyl Lie algebra.

The coherent statesofthisrepresentationofthe Heisenberg-Weyl Lie group are of the form

1 t 1 t _

Thus, the group transformationT(g) isseento displacethe ground statedistributionsofneutrons

and protonsin oppositedirectionsas illustratedin Fig.4.

Such a coherent stateisof major interestin nuclearphysics. Itcorresponds to a coherent

oollectivemotion of the nucleusin which neutronsand protonsoscillatein antiphaseand thereby

generatean oscillatingelectricdipolemoment. Itisthe so-calledGoldlmber.Tellermode [9]of the

giant dipole resonance. The mass associated with this mode is given by the reduced mass of the

separate neutron and proton centres of mass. The restoring force for a dipole displacement can be

estimated from the nuclear symmetry energy (i.e., the energy _iated with a neutron-proton
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Fig. 4. The displaced neutron and proton density distributions for a coherent state of

the Heisenberg-Weyl group in which neutrons are displaced one way while protons are

displaced the opposite way.

density difference). Thus, one deduces the frequency and the rate of electric dipole radiation for

such a coherent oscillation. The requantization of this mode leads to a relatively high energy Cone

quantum) excited state which decays rapidly to the ground state by electric dipole radiation.

4.2 Open-shell nuclei

An open-shell nucleus does not have a unique lowest harmonic oscillator energy state; there is

a multiplicity of lowest energy states. As already observed, such a multiplet of states spans a

generally reducible representation of the harmonic oscillator symmetry group U(3).

Consider, for example, the nucleus 2°Ne' The first 16 nucleons form an 160 closed-shell core

and combine to give a (0, 0) SU(3) (identity) irrep. Thus, the lowest energy states of 2°Ne have

four nucleons, two neutrons and two protons, in the N = 2 shell (the so-called sd shell). They

span a reducible SU(3) representation given by the Kronecker product of four copies of the (2,0)

representation; i.e.,

(2,0) × (2,0) × (2,0) × (2,0)= (8,0) + (4,2) +... (21)

The residual interaction of the shell-model Hamiltonian (16) will cause the states constructed

in this way to be mixed and the SU(3) symmetry to be broken. However, although the ener-

gies of states become non-degenerate, the states retain their SU(3) quantum numbers to a first

approximation. One says that SU(3) is an approximate dynamical symmetry for light nuclei.

In the Elliott model [10], it is assumed that states of different SU(3) irreps do not mix and

that the energies of states are given by a Hazniltonian which is a sum of SU(3) and S0(3) Casimir
invariants

H = AC2 + BL2; (22)

L 2 is the square of the angular momentum of the SO(3) subgroup of SU(3). This Hamiltonian

has an energy spectrum characteristic of a rotor

E = A(A 2 +/fl + _# + 3A + 3#) + BL(L + 1), (23)

where (A, #) are the. labels of an SU(3) irrep. The coefficient A of C_ is assumed to be negative so

that the states of the SU(3) irrep with largest value of the Casimir invariant lie lowest in energy.

The parameter B is then adjusted to give the lowest band of energy levels for 2°Ne as shown in

comparison to the experimentally observed energy spectrum in Fig. 5. The agreement is fax from
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Fig. 5. The low energy spectrum for 2°Ne as calculated in the Elliott model and as

observed experimentally.

perfect but it does describe the rotational properties of 2°Ne to a first approximation. Moreover,

from the SU(3) quantum numbers, one can infer the shape of the deformed 2°Ne nucleus which

gives rise to the observed rotational band.

We now consider the coherent states corresponding to the giant dipole vibrations of such a

deformed nucleus. Since there are many degenerate harmonic oscillator ground states for an

open-shell nucleus, it is appropriate to consider coherent states of the semi-direct product group

comprising both the Heisenberg-Weyl group and the SU(3) group. For this group, there is a

uniquely defined lowest weight state for each irrep. We can then construct simultaneous coherent

states of the combined groups in which we have both rotations and dipole vibrations of the type

illustrated in Fig. 6. As one can see, the energy level spectrum of such coupled rotations and

vibrations can be relatively complex. Nevertheless, it is simply described in terms of the SU(3)
and Heisenberg-Weyl dynamical groups.

5 Symplectic coherent states in nuclear physics

A many-particle representation of an element of the symplectic group Sp(3,1:t) can be expressed
in the form

[_ t t -h.c.Jexp[i_"_c_,,(a_,a,_,+a,,ja_,)]. (24)T(g) = exp z(_a,,a,_
hi1

5.1 Closed-shell nuclei

When acting on a closed-shell state [0), such an operator generates the coherent state

- nij 3
(25)
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where _ isgiven by

mj

Thus, as for the one-dimensionalcase,thereis s gauge angle _ associatedwith such coherent

states.However, the phase factorexp(i_) now comes from a one-dimensionalrepresentationof

the symmetry group U(3) ofthe three-dimensionalharmonic oscillator.

The coherent statesof the symplecticgroup Sp(3,R) constructedin thisway are naturalex-

tensionsofthe squeezed statesofthe one-dimensionalharmonic oscillator.The all/Terenceisthat

thereare now three differentdirectionsand the squeezingor dilationin the three directionsneed

not allbe the same. Fig.7(a)shows a coherentstatedeformationofthe ground statedensitydis-

tributionof& nucleusinwhich thesqueezing/dilationisthe same inalldirections.Such a coherent

statedeformationpreservesthe sphericalsymmetry of the densitydistributionofthe (closed-shell)

nucleusand isdescribedas s monopole or breathingmode vibration.Fig.7(b) shows a coherent

statedeformation in which the nucleusissqueezed in one directionand dilatedin another. The

resultisan ellipsoidal(i.e.,quadrupole) deformation.

5.2 Open-shell nuclei

For an open-shellnucleus,we may constructsyTnplecticcoherent statesby applying symplectic

group transformationsto the lowestweight stateof an Sp(3,R) irrep.It can be shown that an

Sp(3,R) lowestweightstateisalsoan SU(3) lowestweightstateforthe SU(3) C Sp(3,R) subgroup

discussedinthe previoussectionand, likeit,has a non-sphericaldensitydistribution.Application

ofa symplectictransformationto such a statecan effectthe changes shown in Fig.8. Itcan cause
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Fig. 7. Coherent state deformations of a spherical closed-shell density distribution:

(a) shows a monopole (breathing mode) deformation and (b) shows a quadrupole
deformation.

(a)
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Fig. 8. Coherent states of a deformed (open-shell) nucleus: (a) shows a vibration; (b)

a rigid rotation; (c) a vortex rotation; and (d) an irrotational-flow rotation.
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squeegingand dilationofthe nucleustherebychanging the deformationofthe densitydistribution

as illustratedin Fig. 8(a). Since the symplecticgroup Sp(3,R) containsthe group SO(3) as a

subgroup, symplecticgroup transformationsincludepure rotations,i.e.,rigidbody rotationsof

the type illustratedin Fig.8(b).Figs.8(c)and (d)show otherkinds ofrotationsthatare possible

for a fluidbut would not be possiblefor a rigidbody. Fig.8(c) shows a flow,calledvortex

rotation,in which the fluidcirculatesbut leavesthe quadrupole shape of the deformed nucleus

fixed. Fig. 8(d) is a combination of rigid and vortex flow, called irrotational flow, in which the

shape rotates hut elements of the fluid move as little as possible consistent with the rotating shape.
It is of interest to note that a pure vortex rotation is not observable if one looks only at the

density distribution of the nucleus. Thus, the vortex degree of freedom is naturally regarded as a

non-abelian gauge degree of freedom.

To observe vortex flows, one needs a probe of the nucleus that is sensitive to currents and not

just densities. Electron scattering is a natural choice. One is acustomed to think of an electron

microscope as giving snapshots of the density distribution of a microscopic object. However,
electrons are also sensitive to charge currents. Thus, electron scattering experiments have the

potential for probing the contributions of vortex flows in nuclear (and perhaps other) collective

motions. Some experimental beginnings have already been made in this direction. One thing
is clear. The moments of inertia needed to describe the rotational energy spectra of nuclei are

smaller, by approximately a factor of two, than those for rigid-body rotations and larger, by

approximately a factor of five, than for irrotational flow. This suggests that nuclear rotational

flows have a vortex component similar to that of a slightly viscous fluid.
We next consider the construction of a model of nuclear vibrations and rotations that admits

rotational flows with arbitrary amounts of vorticity, ranging from none, for a viscous-free fluid,

up to that of a rigid body. The fact that the coherent states of the symplectic group span the full

range of possibilities, suggests that the symplectic group is a suitable dynamical group for such a

model.

6 The nuclear symplectic model

The nuclearsyrnplecticmodel [11,12,13] isbased on the observationthat the symplecticgroup

Sp(3,R) isa suitabledynamical group for a microscopictheory of nuclearcollectiverotations,

vibrationsand vortexrotations.The important featureofa dynamical group isthata Hamiltonian

which can be expressed as a polynomial in the Lie algebraof the dynamical group cannot mix

statesbelongingto differentirrepsof the group.

A suitableHarniltonianfor the symplecticmodel isof the form given by Eq. (16) with the

parameters C and D of Eq. (17)setequal to zero and

+... (27)

Q isthe Cartesianquadrupole tensorwith components given in terms of the nucleon coordinates

{x_,} by

= (28)

Note that by taking traces of powers of Q, we construct rotationally invariant polynomials. Note
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alsothat the traceofQ itselfisthe sum of the squared nuclearradii

= 2

vii n

Thus, the harmonic oscillatorHamiltonian

I 2_2]

(29)

(30)

already contaL-ts a term in TrQ.

By a suitable choice of the parameters, c2, c3, ..., one can construct physically relevant poten-

tial energy functionsfora deformed(rotational)nucleus.An important pointisthat polynomials

in the tracesof powers of Q are functionsof threeobservablequantitieswhich characterizethe

shape of the nucleus:the threequantitiescan be denoted as a, which measures the mean square

radiusofthe nucleus,_ which, measure the magnitude of the quadrupole moment of a nucleus,

and % which measures the magnitude of the axialasymmetry of the deformation. Thus, fora

sphericalnucleus,_ and -ywould be zero. For a spheroidal(axiallysymmetric) nucleus,_/would

vanishbut _ would be non-zero.But, fora genericellipsoidalnuclearshape,both B and 7 would
be non-zero.Itcan be shown that

TrQ 0¢a

TrQ 3 oc ff_ cos3_. (31)

A simple two-parameter potential of this kind, with only c2 and c3 non-zero, is shown in Fig. 9.

The potential shown has a minimum at a non-zero, but axially symmetric, deformation.

A calculation within the shell model space for an Sp(3,R) irrep was carried out for the low

energy states of each of four heavy nuclei by Park et aL [14]. Their results for the energy levels

and electric quadrupole (E2) radiative transition rates is shown in Fig. 10 in comparison with

experimentally measured results. The agreement with experiment is not perfect but it is remark-

ably good considering that there is very little flexibility in the choice of the two parameters of the

potential. The minimum of the potential is fixed at the known experimental deformation of the

nucleus and the strength of the potential is fixed such that the potential is just strong enough to

ensure that the wave function has the same deformation as the potential minimum. The most

remarkable feature of the results is that one gets the correct moment of inertia (i.e., the energy
level spacing comes out correctly) even though there is no adjustable momentum of inertia in the

Hamiltonian; the kinetic energy of the Hamiltonian is the known microscopic kinetic energy for a

system of nucleons. This is a major success of the model because it suggests that the amount of

wrticity predicted by the syrnplectic model is just about right.

7 Coherent state and vector coherent state representa-
tions

In the applicationof algebraicmodels in physics,likethe symplecticmodel, itisnecessaryto

construct a basis for an appropriate irrep of the dynamical algebra and calculate the matrix
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by Park et al. [14] in the symplectic model and as determined experimentally.
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elements of observable quantities. I do not wish to go into the technology of this subject here.

However, I do wish to point out that the solution to the problem is given by a straightforward

application of coherent-state and more genereally, vector-coherent-state representation theory.

7.1 Coherent state representations

A coherent state representation of a group G can be defined, following Perelomov [1] and Onofri

[2]_sfollows.
Let T be the desired representationof the group G and suppose itis carried by a module

(carrierspace) V. Let ]0>be a particularreferencestatein the space V; usuallywe choose V to be

the lowest (or highest)weight stateifsuch existsbut itcan alsobe chosen in other ways. Then,

an arbitrarystate ]@) E V can be representeda.sa function ¢ over the group, with ¢ definedby

¢(g) = <0JT(g)l@>,g • G. (32)

The remarkable fact is that without actually knowing therepresentation T, i.e., knowing only

some properties of the special state {0), one can determine the kinds of coherent state functions

that can occur. Furthermore, one is able to construct an explicit coherent state realization of the

desired representation.

The standard example is the Bargrnann representation of the Heisenberg-Weyl group. If the

state {0) is the lowest weight state of the Heisenberg-Weyl Lie algebra, i.e., it satisfies

alo>= o, [lO)= I0>, (33)

then

¢(g) = <O[e_-Z"_t+i_l{@>= (Ole='l@)e-½{'{2ei'p. (34)

Dropping the factor e-{lzl2ei_, one obtains the familiar Bargrnann representation [15] of a

harmonic oscillator state [_) by the holomorhpic function ¢ of a complex variable z with

¢(z)= (Ole_{_>. (35)

For example, a harmonic oscillator state

1

In) -- _-y (at)nlO) (36)

is represented by the function
1

¢,_(z)=_n{Zn. (37)

In the Bargrnann representation,the harmonic oscillatorraisingand loweringoperatorsare simply

the differentialoperators
0

a t=z, a=_zz, I=l. (38)

Coherent state representations of the symplectic groups Sp(1,R) and Sp(3,R) can be con-

structed in a similar way. Consider, for example, the representation of Sp(3,R) with lowest weight
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state given by a closed-shell state; i.e., a state which _atisfim

= 0
mj

o_#(a_a_# + a_a t) I0) = _10). (39)

A coherent state representation of a state I_) is then given by s function O over Sp(3,R) with

o(g)== (01exp - (40)
mj

which is proportional to the holomorphic function of six complex variables

_(z) = (01exp _ _jl_) • (41)
nij

The expression of symplectic operators in this representation is simple and enables one to calculate

their matrix elements in analytic form.

Such a construction of coherent state representations is an explicit realization of the Borel-Weil

theory (see, for example, ref. [16]) of the representations of semi-simple Lie groups.

7.2 Vector coherent state representations

The direct application of the above construction of a general representation, i.e., one whose lowest

weight state does not span a trivial one-dimensional representation of the SU(3) C Sp(3,R) sub-

group, is much more complicated and, therefore, not so useful. However, it is po_ble to construct

a so-called vector cohecvnt state representation which is simple.

First observe, from eq. (39), that the gauge factor • l_ is a representation of a U(3) transfor-

mation; i.e.,

Now, the lowestweightstateofa genericSp(3,R) irrepdoes not by itselfspan an irrepofthe U(3)

subgroup ofSp(3,R).However, itisone stateofa multidimensionalirrep.This suggeststhatmore

generalSp(3,R) it.re,ps can be constructedin which the one-dimensionalU(3) irrepof Eq. (42)is

replacedby a generalmultidimensionalU(3) irrep.This iscorrectand one findsthata state• of

any discretesericmrepresentationofSp(3,R) can be realizedM a holomorphic vector-valuedwave

function_bwith

_b(z)ffi_ [u)(vlexp _ z_#a_a,#l_), (43)
v nijf

where {iu)} is a basis for a lowest weight irrep of the subgroup U(3) C Sp(3,R).
The calculation of matrix dements of the sp(3,R) Lie algebra in such a representation is a

simple task. When there are no missing quantum numbers, one obtains analytic expressions for

the matrix elements. When there are missing quantum numbers, which is the generic situation,

one has to do relatively small numerical calculations to construct orthonormal basis states.

The vector coherent state techniques apply to all the semi-simple Lie groul_. They are, in fact,

an explicit realization of the Harish-Chandra theory [17] of induced holomorphic representations.
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8 Concluding remarks

I hope to have shown that the harmonic oscillator in three dimensions has a rich structure and that

itsmany-particlerepresentationsand coherentstatesprovidethe framework forboth independent-

particleand collectivemodels ofnuclearstates.Moreover, the coherentstateand vectorcoherent

staterepresentations,which originatedin applicationsof the dynamical groups of the harmonic

oscillator,have much wider applicabilityand are now essentialtoolsin the hands of those who

use algebraicmethods in physics.
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Abstract

The Dirac oscillator is a relativistic generalization of the quantum harmonic oscillator. In particular,

the square of the hamiltonian for the Dirac oscillator yields the Klein-Gordon equation with a potential

of the form: (ar 2 + bL • S), where a and b are constants. To obtain the Dirac oscillator, a "minimal
substitution" is made in the Dirac equation, where tile ordinary derivative is replaced with a covariant
derivative. However, an unusual feature of the covariant derivative in this case is that the potential is a
non-trivial element of the Clifford algebra. A theory which naturally gives rise to gange potentials which
are non-trivial elements of the Clifford algebra is that based oll local automorphism invariance. I present
an exact solution of the automorphism gauge field equations which reproduces both the potential term
and the mass term of the Dirac oscillator.

I Introduction
The Dirac oscillator exhibits many interesting features. It is the relativistic generalization of the

classic non-relativistic harmonic oscillator Schr6dinger equation to the Dirac equation in the

sense that the square of the Dirac hanfiltonian yields the relativistic Klein-Gordon equation for

the spinor fields with a potential of the form: (at 2 + bL. S) where a and b are constants [1,2,3].

The equation is exactly solvable as in the non-relativistic case [4], and exhibits a hidden

supersymmetry [4,5]. In addition, this particular form of potential has been used to model the

inter-quark interactions in the hope of obtaining a realistic model of the hadrons [6,7]. Finally,

an interesting version involving a "scalar" coupling has been investigated [8].

A highly unusual feature of the Dirac oscillator is that the potential which is introduced as
a "minimal substitution" is a non-trivial element of the Clifford algebra. This is to be contrasted

with all "usual" gauge theories where the potentials are Clifford scalars (that is, the potentials

multiply the unit element of the algebra). A theory which naturally incorporates gauge potentials

which are general elements of the Clifford algebra is that based upon local automorphism

invafiance [9,10]. The basic idea behind autom_orphism gauge theory is the observation that file

particular matrix representation chosen for the Clifford algebra generators should not effect the

physical predictions of the theory. If we then demand that this freedom of choice be allowed

locally we obtain automorphism gauge theory.

In this paper I present a set of exact "chirar' solutions of the automorphism gauge field

equations which reproduces both the potential term and the mass term of the Dirac oscillator as a

special case. Additional details and further discussion of these topics may be found in reference

[11], upon which this paper is based.
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2 The DiracOscillator

The connection be_'een the Dirac oscillalor and the automorphism gauge theory is most easily

seen by considering the "minimal substitution" thai is made to obtain the Dirac oscillator [3.4]:

p _ p- imo3[Sr (l)

This "minimal substitution" has tile interesting properly of being dependent upon the Clifford

algebra generators (1_ is the Dirac matrix), and suggests that file theory can be derived from file

antomorphism gauge theory, since in this case the gauge potentials naturally occur as general

elements of the Clifford algebra

To obtain the covariant form of the Dirac oscillator equation we introduce a unit fimelike

fourvector uo and an antisymmetric tensor ruv formed from the timelike unit vector and the

spacefime coordinate vector:

urturt = 1 , r_tv : (Ut.tXv -- UvXl.t) (2)

In the "rest frame " these take the form:

ut_t= (1,0, 0, 0) , r0i : X i , l'i/: 0 (3)

Now the covariant Dirac equation may be written as:

I'yl-tt,_t - m + ½m03rrtv'/_-tv )q/: 0 (4)

where the matrices _,_,, are the bivector elements of the Clifford algebra basis [12]. This

equation has an electromagnetic inter-pretation as a particle with zero charge interacting via a

magnetic dipole moment with a radial decide fidd. In this case the vector uo may be

considered the four-velocity of the center of the electric field. Note that the electromagnetic

interpretation is valid as long as we take equation (4) as our starling point. However, if we wish

to view this equation as arising from a minimal substitution of a covariant derivative for an

ordinary derivative, then the electromagnetic interpretation is untenable.

3 LocalAutomorphism Invariance
I now approach the problem from the point of view of local automorphism invariance [9,10].

Although the theory may be developed in spaces of arbitrary dimension and signature, we will

restrict our attention to the case of four-dimensional spacefime. If we assume that the particular

matrix representation of the Clifford algebra generators may be chosen arbitrarily at each point

in space, then we obtain a gauge theory based on the automorphism group U(2,2). To

incorporate this local invariance into the theory, the ordinary derivative must be replaced with the
covariant derivative:
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where the gauge potential is given by [9,12]:

Art = art 1 + aPrtyp + -_ rttpc_ (6)

and for the field strength tensor we find:

= 0_tAv-0vArt+ ig_Art,Av]
1 fpcy _ ~

= ./_tv1 +fOrtvTp + -_j rtvto_ - hOrtvYp - hrtv_t
(7)

Making the minimal substitution into the Dirac lagrangian we f'md:

Zq-,

-b %v
(8)

where we have made the det-mitions:

(I) = a p art _ 1 ,.,vpo 1 pcyp , "_'Ertvpa- , brtv = _Ertvpab (9)

and we see that the automorphism gauge fields couple to the fermion field through scalar, vector,

pseudovector, and bivector (spin) interactions. Notice that we have not included the mass term in

the basic lagrangian since the scalar coupling (Yukawa interaction) will give rise to mass. The

explicit form for the field strength tensor in terms of the gauge potentials and a more detailed

derivation of the Dirac part of the lagrangian can be found in my notes on local automorphism

invariance [91.

The equations for the gauge fields in the absence of sources is found in the usual manner

by demanding stationary action with respect to arbitrary variations of the fields. We find:

v = 3 ,Fr" + igEAt,,Fr'V] = 0 0o)

Notice that we have not included the fermion source term in this equation. This is in

concordance with the original approach to the Dirac oscillator in that the potential is introduced

as an external field. To be entirely consistent, however, we must demand that the gauge

potentials satisfy equation (10).

We now make the observation that this interacting lagrangian density will yield the

equation for the Dirac oscillator (equation (4)) if the foUowing conditions are met:
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1
gO = m , gbov = -_mO3rov (lla)

a_ = 0 , a o = 0 (llb)

It is remarkable that these particular expressions for the potentials form a subset of exact "chiral"

solutions to the pure gauge field equations.

4 Chiral Solutions
We now consider a special subset of solutions to equation (13).

ansatz" def'med as:
Consider the "chiral

o_ b_ 0ao=O , a o=O , =

boo = + aPo
(12)

and the field equations become:

_: =_) K: __)va_o = hf ov .a v _:ov , ()O f _¢Ov = 0 (13a,b)

There are, of course, many solutions to equations (13), but consider the special case in which the

field strength tensor is constant and uniform. In this case equation (13b) is clearly satisfied. To

satisfy equation (13a) an obvious choice is to assume that the potential is linear in the spacetime
coordinate. Therefore we write:

a_ = clm(1 + dlm(u, x))g_ + c2m(1 + d2m(u.x))u_:urt

+ c3m2r_ + c4m2r_ + csm2s_
(14)

where the coefficients c i and d i are arbitrary dimensionless constants, and we have def'med:

~ 1 r_ (UoXv + UvX o) (15)roy -_Eov_:. c , Sov --=

The parameter m is a quantity with the dimension of mass and it may be conveniently chosen to

be the mass appearing in the Dirac oscillator. Finally note that equation (14) is the most general

form which is both linear in the spacetime coordinate and which involves only one arbitrary
constant vector.

The field strength tensor may be calculated directly from equation (13a) and we f'md:

f_v = m2(Cldl +c3-cs)(uog%-uvg_)+ 2m2c4E_vxU "c (16)
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As expected, the field strength tensor is constant and uniform, and therefore trivially satisfies

equation (13b). For the part of the gauge potential which interacts directly with the fermion (see

equations (8) and (9)) we find:

• = (4Cl +c2)m+(4cldl +c2d2 + 2cs)m2(ux) (17a)

b_tv = -c3m2rlav + c4m2rlav (17b)

art = 0 , art = 0 (17c)

Notice that only the symmetric part of the gauge potential contributes to the scalar interaction

(equation (17a)), and only the antis}anmetric part of the gauge potential contributes to the spin

interaction (equation (17b)). This statement is generally tnle as may be seen by inspection of

equation (9).

We may now recover the Dirac oscillator interactions as a special case if we make the

following choices (compare equations (11) with equations (17)):

g(4cl + c2) = 1 , 2gmc4 = 03 (18a)

c3 = 0 , (4cldl + c2d2 + 2c5) = 0 (18b)

Now we state without proof (see [11]) that equations (18) can always be satisfied by an

appropriate choice of gauge. In other words, the potentials appearing in the Dirac oscillator

(where we are including the mass as a constant potential) are essentially unique chiral solutions

of the automorphism gauge field equations, since the potentials may always be brought into this

form (equations (11)) by a chiral gauge transformation.

5 Summary and Conclusions
I have shown that both the mass and the potential introduced into the Dirac equation to

produce the Dirac oscillator may be viewed as a special case of a chiral solution to the

automorphism gauge field equations. In addition, this chiral solution is essentially unique in that

a gauge transformation can always be found which puts the potential in the form displayed in the
Dirac oscillator.

To gain insight into the physical interpretation of this system consider the more familiar

situation of an electron interacting with a constant magnetic field. In this case, since the field

strength is constant and uniform, the electromagnetic potential will be a linear function of the

spacetime coordinate. As is well known [13], this system exhibits harmonic oscillator behavior

in the two spatial directions perpendicular to the magnetic field. Therefore, the point of view

considered in this paper is actually more like this situation in that there is a constant and uniform

field strength and a corresponding linear potential. This should be contrasted with the direct

electromagnetic interpretation of a particle with zero charge and non-zero magnetic momen!

interacting with a linear electric field. Notice, however, that the case of a constant automorphism
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field strength does not lend itself easily to the constnlction of hadrons as advocated by

Moshinsky el al [5,6] since we do not view each particle as giving rise to the antomorphism field

(though they certainly must contribute to the antomorphism field as does the electron to the

magnetic field, but this is taken here to be a "higher order effect"). In other words, to build the

mesons (for example) we may consider a linearly rising potential between the quark-antiquark

pair, but the situation with a constant automorphism field is more akin to pulling several

electrons in a constant magnetic field and neglecting the interactions between them. Each

electron lmdergoes cyclotron motion but the centers of the individual cyclotron orbits are

uncorrelated. These two pictures are clearly at odds, and we therefore do not necessarily expect

local automorphism invariant gauge field theory to lend itself easily to a model of the hadrons.

In fact, the motivation for considering local automorphism invariance is more one of aesthetics in

that it may be considered to arise from a generaliTation of the Principle of Equivalence, and an

important anticipated goal is a truly unified approach to the electroweak and gravitational
interactions, but these issues will be discussed elsewhere [ 14].

The approach to the Dirac oscillator discussed in this paper naturally generalizes to

spacetimes <_f arbitrat3" dimension and signature. In particular, the specific cases of two, three,

five, and six dimensions are likely to generate interesting results. In addition, as this application

shows, the general theory of local automorphism invariance should be a worthwhile and

interesting avenue of exploration.

[12]

[131

114]
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Abstract

An alternative picture of classical many body mechanics is proposed. In this picture
particles possess individual kinematics but are deprived from individual dynamics. Dynamics

exists only for the many particle system as a whole. The theory is complete and allows to
determine the trajectories of each particle. We propose to use our picture as a classical

prototype for a realistic theory of confined particles.

1 Basic Concepts

In modern elementary particle physics, the problem of quark confinement is one among the funda-

mental and unsolved troubles [1]. All attempts to explain the strange behaviour of quarks which

never appear as free particles failed. Usually, the problem of quark confinement is attacked in the

framework of quantum mechanics or quantum field theory because quarks are quantum objects.

In spite of that in the present paper we propose a new purely classical approach to this prob-

lem. We start with the very foundation of classical mechanics because we strongly believe that

the heart of the problem is here. We shall show that _there exists a particular kind of classical

mechanics of N -particle systems in which the constituent particles cannot reafize themselves as

individual mechanical objects. We are strongly convinced that this kind of classical mechanics is

a right prototype for quantum theory of confined particles. Our approach to classical mechanics
of confined particles is based on a particular extension to many-particle systems of the recently

developed new mathematical formalism of the Galilean covariant dynamics of a single particle [2].

The essence of this new formalism may be recapitulated in two items:

i.) all mechanical quantities which describe motion of particles satisfy simple evolution equations;

ii.) the interaction of each particle with its environment is described by two vector-valued measures

which also should be determined from their own evolution equations.

It is to be noticed that the property listed in item i) allows one to divide all mechanical equations

into kinematical and dynamical equations of motion, equations of balance and equations of the

environment which replace the customary force laws. Among these equations the kinematical
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equations of motion and the equations of balance have universal and standard forms while the dy-

namical equations of motion and the equations of the environment are new in treating mechanics.

The latter have a particular meaning for each type of mechanical interaction. They are necessary

to complete the theory and to guarantee its Galilean covariance. The equations of environment

acquire their beautiful form only after increasing the number of vector-valued measures of me-

chanical interaction mentioned in item 5). Apart from the usual measure called the force, the

new formalism uses a second measure called the influence. The introduction of influences opens

new possibilities of extending the range of applicability of classical mechanics to new hypothetical

types of systems. For all necessary details we send the interested readers to [2].

2 Many Particle Systems

It is straightforward to extend the new Galilean covariant dynamics described in [2] to mechanical

systems which contain more than one particle. We shall describe this extension'in two steps.

The first step is common to all passages from one-particle to many-particle systems and consists

in introducing separate, individual kinematics for each particle of the considered system since

otherwise we could not speak about many-particle systems at all. This means that for N-particle

systems we have to consider 6N kinematical equations of motion

(2.1)

(t) = (2.2)
and 3N dynamical equations of motion:

_j (t) = _ (t) (2.3)

where j = 1,2, ...N and _j (t), 6'_(t) and gj (t) are the usual trajectory function, velocity function

and the acceleration function of the j-th particle, respectively. The quantities _ (t), called influ-

ences, represent one of the vector-valued measures of mechanical interaction of the j-th particle

with its environment. We would like to stress here the conceptual difference between the new

notion of the influence _ (t) and the standard notion of the force F3 (t). The former is a measure

of non-uniformity of the motion while the latter measures the violation of conservation laws during
the motion. Both fj (t) and F3 (t) provide the complete description of the dynamical action of the

environment of the particle on the particle itself. The second step in the passing from one-particle

to many-particle systems consists in introducing a corresponding dynamics. The new formalism

described in [2], allows one to implement this step either in a standard or a nonstandard way and

this is one of the advantages of the new formalism. In the standard way we introduce for each

particle the notion of its momentum iris(t) and the notion of the force f_ (t) acting on the j-th
particle. The dynamics of particle is then described by the Newton equations balance

p-_(t) = F3 (t) (2.4)

The inertial properties of each particle appear in double face [3] since the Galilean transformation
rules for the momenta

_ (t) --* _j '(t') = Rfi_ (t) + r, jff (2.2)
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introduces the Galilean masses rnj of the particles while the second law of dynamics

b_j (_) = Mj ff_ (t) (2.6)

introduces the inertial masses M_ of the particles. The standard mechanics works with the addi-

tional assumption that

mj = M_ (2.7)

but an alternative case of violation of equalities (2.7) may be considered as well [4].

The nonstandard approach to many-particle systems we shall follow below consists in the idea

that in the following, in contradistinction to kinematics, we do not introduce separate dynamical

characteristics of individual particles at all and consider only global dynamical description of the

system as a whole. This means that the dynamics of the N-particle system is collectively described
by one total momentum /3(t) which cannot be represented as sum of individual momenta of

particle because the latter do not exists and by one total force ff (t) which also cannot be treated

as a resulting force of individual forces Fj (t) because the particles do not feel any force at all.

The total momentum t3 (t) and the total force ff (t) satisfy the Newton equation of balance

P (t) = P (t) (2.s)

and the motions of individual particles are solely governed by the dynamical equations of motions

(2.3). The individual influences are related in a certain way, we shall discuss below, to the total

force F (t). We shall not visualize the total force/_ (t) as a three-dimensional vector acting on

a particular point in space and therefore we should not answer the usual question which asks at

which point the force is applied. We restrict ourselves solely to the interpretation of the force

/_ (t) as a vector-valued measure of interaction of the system with its environment which violates

the conservation law of the total momentum. Under Galilean transformations the force F(t)

transforms in the usual way

P (t) _ ff'(t') = Rfi (t) (2.9)

Similarly, the transformation rule for the momentum/3 (t) must be of the form

/3(t) = RP (t) + (2.10)

and introduces the notion of the Galilean mass .A4 of the system of N particles as a whole. The
notion of its inertial mass will be introduced below. We do not introduce the notion of individual

masses of the particles because for them we have neither individual momenta nor individual

forces. Therefore, for the considered particles we can write neither equations (2.5) nor equations

(2.6). The particles of the considered systems have only individual kinematics but are deprived

from individual dynamics. In this sense the particles are "confined in a system" because they

cannot realize themselves as individual mechanical entities. They may exist only as constituents

of collections and there is no possibility to extract from these collections any individual constituent
or a cluster of constituents.

We are fully aware that our point of view on the nature of confined particles is very radical and

it may be rejected by the argument that in the domain of classical mechanics all particles should

be treated in a classical way. Confined particles observed in Nature are objects quite different
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from the usual particles just due to their being absent in a free state. They cannot therefore

have all the attributes of usual particles and any theory of confined particles has to take this fact

into account from the very beginning. Otherwise, irrespective of any eventual partial success,

a theory of that type is physically wrong. Realistic confined particles are quantum objects and

any realistic consistent theory of such particles must be of a quantum type. Unfortunately, all

present quantum theories are based on classical prototypes in which the confinement of particles

is excluded. To have physically well motivated theory of confined particles, we should construct it

from an assumption different than the usual theories have incorporated in. It is therefore highly

necessary to stud)' alternative classical prototypes for new quantum theories and this was the

main motivation of writing the present paper.

In addition, it should be taken into account that all detection methods in particle physics

are based on the principles of classical physics because the interaction of quantum particles with

measurement apparatus is always classical. Therefore, independently from any quantum theory

which may explain the confinement any complete theory of confined particles has to look for

alternative approaches already on the classical level.

One crucial novelty of our approach to Galilean covariant mechanics [2] consists in rejecting

all known force laws and in replacing them by a system of differential equations from which the

influences and forces may be determined. In Newtonian mechanics the influences/_ (t) and forces

(t) are always related by simple relations

Fj(l) = Mj _(t) (2.11)

In more sophisticated forms of mechanics the differential equations which relate _ (t) and F7 (t)
are of the form

where 11 is a function of its arguments collectively denoted by symbols without the label j and the

label I runs over a set which is sufficient to produce a complete system of differential equations for

specification of all _ (t) and Fj (t). In any mechanics of confined particles we have only one force

(t) and N influences _ (t), and consequently we should modify the standard way of writing the

differential equations (2.11) and (2.12). To do this, let us observe that in the standard mechanics

the force/_ (t) may be represented in the form

N

F(t)= __, Po(t) (2.13)
j=l

where i1_3(t) are the forces acting on the j-th particle. From this representation and (2.11) we find

the equation
N

J_ (_) = E M,_ (t) (2.14)
j=l

which apart from the undetermined inertial masses contains quantities used also in the mechanics

of confined particles. We cannot however take this equation as one of the equations of the en-

vironment because confined particles have no inertial masses and the meaning of the coefficients

in (2.14) is not clear. We have argued in [2] that all constants that appear in the equations
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for influences and forces may be interpreted as coupling constants of the model of the particle

environment , and following this line of reasoning we could take instead of (2.14) the equation

N

r = (t) (2.15)
._=1

where a) (j = 1,2...N) are fixed coupling constants. However, such an approach leaves too much
arbitrariness. The situation is much better for identical particles because for such particles all

relations should be symmetric under all permutations of quantities ascribed to individual particles.

This means that for identical particles instead of (2.15) we will have

P(t)= (2.161
j=l

and we have to do only with one coupling constant the meaning of which is easily established. To

find the interpretation of a, let us observe that the case of identical particles is the only case for

which the usual notion of the center of mass has a purely geometrical meaning independent of the

values of masses of particles. In fact, for a system of identical particles the usual definition of the

center of mass leads to the following identification of its position vector

1 _v
)((t)= 7: _ £j (t) (2.17)

)_j=:

its velocity
1 N

j=l

and its acceleration

1 N
A(t) = _ _ :, (t) (o..19)

j=l

Clearly, all these concepts have a pure geometrical and kinematical meaning as the average posi-

tion, velocity and acceleration, respectively. We may therefore use these notions also for systems

of confined particles for which the notion of mass of the individual particles is not defined. The

equation of motion for a whole system of confined particles will then be of the form

F(t) = MA(t) (2.20)

where M is the inertial mass of the system as a whole. Differentiating now this equation we get

M N . M N

and comparing this result with equation (2.16) we come to the identification

M

o= (2.22)
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whichcompletesthe interpretationof the couplingconstanta.

Clearly, equation (2.16) is only one of equations which should determine the individual in-

fluences of each particle. We still need more equations to determine the individual influences of

each particle. Whatever their form may be, they should not contain then total force _ (t) because

the behaviour of an individual confined particle should be independent of the interaction of the

system as a whole with its environment. Consequently, the environment should never be able to

disjoin the particles into separate clusters or constituents. This may be achieved if we postulate

that the only equation in which participate P (t) is equation (2.16). The eventual equations for

determining F (t) should arise from treating at least two many-particle systems because the force

(t) is connected with the interaction of the system as a whole and not with the interaction of
its individual constituents.

Since the remaining equations which contain individual influences should determine only rel-

ative motion of the confined particles we must, instead of (2.12), postulate equations of type

where

o,

_k ----_ - _ (2.24)

are the relative influences.

Solving equations (2.23) together with (2.16) we will find all individual influences _ (t) and

we may integrate all kinematical equations (2.1)-(2.3). Each equation needs however some initial

condition in order to specify the physical quantity determined by this equation, and the overall

picture of the motion of particles will crucially depend on the choice of initial conditions. To keep

the confined particles together in some finite regions of space, we must additionally assume the
condition

sup 1_3(t) - _k(t)l < oo (2.25)
-oo<t<oo

This is a condition on the initial preparation of the system and may not be satisfied. Note, however,

that (2.25) is not a defining property of confined particles but only one of their particular features.

3 Example

To illustrate the proposed approach, we complete the paper with a simple example of the system

of two confined particles for which equations (2.23) are of the oscillator type

+ .0 = 0 (3.1)

and for which the external force F (t) is constant in time. Clearly, equation (26) has the solution

f12(t) = !_ coswt + f sinwt (3.2)

where ff and f are two integration constants which describe the internal structure of the system

and which have to be determined from some kind of initial conditions. From (2.24) and (3.2) we
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get then the individual influences in the form

/,(t)
]_ 1-"

= _I cos wt + _J sin wt

1- 1-

= -_I coswt- _Jsinwt

(3.3)

and integrating equations (2.1)-(2.3) we get the trajectories of particles in the form

Z,(t) = ¢i_+ _at + "71t_ 2.,3 f sin.,t + fcoswt
(3.4)

!Jcos_t
_2(t) = (_2 + ht + "72t2 + _--_3f sinwt- 2w3

where aj, _j and 7_ for j = 1,2 are integration constants to be determined from initial conditions.

Condition (2.25) requires that

(3.4)

Imposing now the initial conditions

Zj(to) = Zjo

,_(to) = ,_o (3.5)

_l(to) - _2(to) = #o

and using equation (2.20) we get the solution (3.4) in the form

e,(t) = _,o+ '_'°+'_'2°(t P2 - to)+ _--_(t- to)Z+

1
+ _--_.2go [1 - cosw(t - to)] + _2°sinw(t - to)

_'lo+

2w

e2(t) = e_o+ ,Z,o+ ,_o(t P2 - to)+ _--_(t - _o)_-

(3.6)

2w21 go [1 - cosw(t - to)] gio2w- g2°sinw(t - to)

Itis easy to see that the relative motion of the particles is independent of the force ff and therefore

no external force can disjoin the particles.
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Abstract

Using a new fundamental theory based on bit-strings we derive a finite and discrete
version of the solutions of the free one particle Dirac equation as segmented trajectories with

steps of length h/mc along the forward and backward light cones executed at velocity +c.

Interpreting the statistical fluctuations which cause the bends in these segmented trajectories

as emission and absorption of radiation, these solutions are analagous to a fermion propagator

in a second quantized theory. This allows us to interpret the mass parameter in the step

length as the physical mass of the free particle. The radiation in interaction with it has the
usual harmonic oscillator structure of a second quantized theory. We sketch how these free

particle masses can be generated gravitationally using the combinatorial hierarchy sequence

(3, 10,137,212r + 136), and some of the predictive consequences.

1 Bit-String Paths and Trajectories

Bit-String Physics, which we have also called Discrete Physics, [1, 2] grew out of the discovery

of the combinatorial hierarchy by A.F. Parker-Rhodes in 1961. [3] A convenient introduction is

provided by the Proceedings of the 9th meeting of the Alternative Natural Philosophy Association.

[4] Recent work is summarized at the end of this paper.
In a technical sense, about all we need from the theory for this paper is the fact that we employ

a universe of bit-strings generated by the algorithm called program universe in DP. Define a bit-

string a containing W ordered bits by its sequentially ordered elements a_ E 0, 1, w C 1,2, 3, ..., W,
w

and its Hamming measure a by a = _,,=_a_, := la(W)l. Define discrimination, symbolized by "0",

between two bit-strings by the ordered elements (a _ b),_ = (aw - bw)2; this is 1 when a,o ¢ b,o

and 0 when a_ = bw. Starting from a universe of strings of length W, all that program universe

does is to pick two strings arbitrarily and discriminate them. If the result is non-null (i.e. the two

strings differ), the discriminant is adjoined to the universe and the process begins again. If the

two strings discriminate to the null string (i.e O_ = 0 for all w), we concatenate an arbitrary bit

to the growing end of each string (i.e. W _ W + 1) and the process begins again.

We consider two strings a, b and their discriminant a ® b. Given no further information,

we now show that the situation can be described by four integers which are invariant under any

permutation of the ordering parameter w applied simultaneously to all three strings. Let ha0 be

the number of positions where a,, = 1, bw = O, nm the number of positions where a_, = O, b,, = 1,

nll the number of positions where a_, = 1, b_ = 1, and n0o the number of positions where a_ = O,

b_ = O. Then

a = nlo + nla; b = noa + rill; la ® bl = nlo + nOl (1)
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nlo + no1 + nll + n0o = W (2)

Note that the three non-null Hamming measures a, b, [a q3 bl are independent of both n0o and

W. Only one of those two parameters can be chosen arbitrarily, subject to the constraint that

W > nl0 + n01 + nl_, or no0 > 0. It is the independence of our result from both string length

and permutation of the order parameter which allows the statistics of the bit-strings generated by

program universe to differ from the binomial distribution usually assigned to Bernoulli sequences,
or "random walks".

The "random walk" with which we will be concerned is obtained from our more general model

by defining a single, shorter string of length nl0 + n01 by c_, = 1 if a_ = 1, b,o = 0, and c_ = 0 if

a,o = 0, b_, = 1. Then r = nlo is the number of l's and g = n01 is the number of O's in c(r + g), We

now view this situation as describing the "motion" of a "particle" which is taking discrete steps of

length h/mc in space and h/rnc 2 in time at velocity -l-c along the light cones. This is the starting

point suggested by Feynman[5] and articulated, for example, by Jac0bson and Schulman[6] for

a derivation of the Dirac equation in 1+1 dimensions. If the particle is assumed to start at the

origin (0, 0) in the x, ct plane, their boundary condition on the trajectories connecting two events

at (0,0) and (x, ct) is x = (r - e)(h/mc), ct = (r + g)(h/mc). We tie our model to this same

space-time trajectory, but as noted above include an additional degree of freedom.

We now classify any string c by the number of bends k(e), which counts the number of times a

sequence of l's changes to a sequence of O's or visa versa. As McGoveran discovered,this number

is simply computed from the elements of e by k(e) = z,w=1"-'w-11.cw+l_ - c_) 2. We are interested here in

the number of bends in the trajectory string of length r + g = nl0 + n01 These strings fall into four

classes: RR, LL, RL and LR. For class RR the first and last steps are to the right; it has k + 1

right-moving segments, k left-moving segments and k bends; note that k = 0 corresponds to the

forward light cone. Similarly LL has k + 1 left-moving segments, k right-moving segments and k

bends. RL and LR cannot have k = 0 and have k right-moving segments, left-moving segments and

bends. This classification is the same as in Jacobson and Schulman, but our statistical treatment
is different.

In order to distinguish the connectivity we make between the two events from the space-

time trajectories considered by Feynman, we call them paths. It is the interpretation of the

additional two parameters nil and no0 that allows us to extend our single particle treatment to an

interpretation that has features in common with second quantized relativistic field theory. In the

case of a statistically causal trajectory, time ticks ahead at a constant rate. If the particle does

not take a step to the right, it must take a step to the left. Although our particle follows the same

trajectory in space, if we encounter an example of w corresponding to either nll or n00 it does

not move in the single particle configuration space that is all the Feynman approach contains.

We interpret this as representing background processes going on in program universe which do

not directly affect the particle. In a second quantized relativistic field theory these "disconnected

diagrams" are the first to be removed in a renormalization program. Although conceptually crucial

to the way we count numbers of paths, they do not enter directly into our calculations.

Using light cone coordinates, a bend can be specified by any one of the r positions on the

forward light cone and by any one of the g positions on the backward light cone. However,

because of the greater freedom in our string generation, there is no statistical correlation between

them. There are r k ways we can pick a position on the forward light cone and ik on the left. All

we need do is insure that the restrictions imposed by the four classes of trajectories given above
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are met. Further, the order in which we make the choices is irrelevant, so we must divide each

of these factors in the relative probability by k!. Since they are independent we must multiply

rk/k! by fk/k! to get the (unnormalized) probability that both will occur in an ensemble of strings

characterized by k bends and meeting our boundary conditions.

We conclude that the relative frequency of paths in the space of bit-strings of length W > r +

which meet our space-time boundary conditions will have the values

rk+_ ek

(3)

(4)

Fk _k+l

pLL(r,e) = [_.l][(k +I)_ ] (5/

2 Formal Derivation of the Dirac Equation

Write the Dirac Equation in 1+1 dimensions with h = 1 = c = 1 = m as

¢, = (a/at - o/ax)¢_; ¢_ = -(a/at + Olax)¢, (6)

With z _ = t _ - x 2 = 4rg, this equation is solved by

2,j, 2ej_01 = go(z)+ (z); ¢_ = go(z)- (z)
z z

where Jo and ,/1 are the standard, real Bessel functions. We note that

go(z) = Ej=o(-1)J(z/2) 2j/(j!)2 = Ej=o(-1)J[_][_]
j: --. j.

(7)

(8)

Further

Hence

Since

Jl = -do = E.i=lj(-1)J+l(z/2) _j-' /(ji)2 (9)

rk+l _k

2rg, = Ek=o(_l) k k! k! (10)
z

2g jl = Ek=o(_l)kr k gk+, (11)
z k! (k + 1)!

J; = go- _J1 (12)
Z

we can now relate the solution of the differential equation to our relative frequency counts, as we

now demonstrate.

We must now interpret the index 1, 2 in the Dirac equation, where it refers to the two spin-

states, in the context of our bit-string model. We assume (since there is no coulomb interaction

in the problem) that the bends in the trajectories correspond to the emission or absorption of
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a 7-ray, and hence to a spin flip. We connect ¢1 and ¢2 with the two (global) laboratory spin

projection states and the four classes of trajectories as follows. Let ¢1 correspond to correspond
a

to the wave function for which the laboratory spin projection is +Th. Consider first the RR

trajectories with k + 1 right moving segments k left moving segments and k bends. For k even the

relative frequency of such trajectories is P_n(r,g)= [_][_.,] as we have already seen. Assume

that the particle starts moving to the right with positive spin; since it experiences an even number

of spin flips,it will have at the end points spin projection +_ as desired. However, if it started to

the left with the same positive spin projection, it would have to take an odd number of bends to

end up moving to the right. But then it has an odd number of spin-flips. Since what is conserved

is global rather than local spin, these cases must be subtracted from the first to get the net number

of relative cases with positive spin projection. Consequently, for these two classes taken together,

the contribution to ¢1 of trajectories which end with a step to the right is

rk+l¢_ = Ek=°(-1)k[(k + l) '][. .1= 2--'rJx(Z)z (13)

Note that by including the k = 0 case we have normalized the sum to the forward light cone; this

we can do because only relative frequencies and no absolute probabilities are involved.

Note also that negative frequencies simply mean that we have a preponderance of cases with

the wrong helicity compared to that specified by the label. Similarly, if we construct the relative

frequencies of trajectories which end up moving to the left and contribute to ¢1 we find that

r k _,k

eL = Zk=o(--llk[_.V][_]. ". = Jo(z) (14)

So

Similarly

¢, = ¢_ + eL = Jo(s) + 2r j,(z). (15)
Z

¢2 = ¢_ + oL = Jo(s) - 2--gJ,(z). (16)
z

Thus, by imposing the spin projection conservation law on our relative frequency counts, we arrive

at the same formal expression that is obtained by the series solution of the free particle Dirac

equation in 1+1 dimensions. Since, for either derivation, the truncation of the series is a practical

necessity in any app|icatlon to laboratory data, we have achieved our formal goal.

3 Second Quantized Interpretation

In our formal derivation, we avoided introducing a "free particle Hamiltonian"; we took our time

evolution from the program universe generation of bit-strings. But the labeling of the two spin

components _/'1, ¢2, was ad hoc. In a more detailed treatment, we would develop the spin, angular

momentum, energy, momentum, and space-time discrete coordinates consistently from bit-strings.

We will present this full discussion elsewhere. [7]

Here we must content ourselves with supplying a label to each of the three strings already

invoked in our generation process. This can be simply the first two bits in the string. The system
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we model consists of fermions labeled by f = (10), antifermions t = (01), and bosons b = (11). To

these labels we concatenate bit-strings representing the propagation of the three types of particle

in either space-time or momentum-energy space. The general connection between the three when

there is an interaction, corresponding roughly to a vertex in a Feynman Diagram, is

for®b=0 (17)

In this broader context, the single particle trajectory we have been following can be thought of

as a particle moving forward in time or an antiparticle moving backward in time, and the two

events as space-like rather than time-like separated. This replaces left-right motion in space with

forward-backward motion in time, and the spin conservation we invoked with fermion number

minus antifermion number conservation. This not only extends our derivation to the full x, ct

plane rather than confining it to the forward light cone, but also shows that the single particle

"wave functions" we derived have the appropriate CPT symmetry for use as basis functions in a

second quantized relativistic field theory.

Once we have accepted this extended context, we can interpret the bends in the single particle

trajectory we used above as due to the emission and absorption of quanta with probability rk/k!,

etc. Thus the bends in the trajectory are analagous to the states of the atoms in the walls of a

black body enclosure invoked by Planck in his derivation of the black body spectrum. Because of

the connection to radiation we have established (elsewhere) in our theory, the appearance of the

usual statistical factor makes contact with conventional theory. Derivation of the usual connection

between radiation states and harmonic oscillator models can proceed in a normal fashion. This

was one reason for presenting this new result at this Workshop. Rather than go on translating

familiar results into unfamiliar language, or visa versa, we hope you will find it of more interest

to hear where this new approach to fundamental theory leads.

To conclude this section, we emphasis that any free particle which satisfies the Dirac equation

can be thought of as interacting with the radiation background, while retaining the same mass. The

fact that our space-time propagation comes from program universe rather than from a Hamiltonian

allows us to remove the major "self-energy" contribution which occurs in a second quantized field

theory by symmetry and equate it to zero. Once we include interactions, there will be finite changes

in the effective mass, but no infinite mass renormalization. Our theory is "born renormalized".

For us the mass in the free particle Dirac equation a finite first approximation of the physical

mass; it is not the "infinite bare mass" of renormalization theory.

4 A New Fundamental Theory

"Bit-string physics" is a new, fundamental theory based on information theoretic concepts derived

primarily from recent work in computer science. This theory has already achieved considerable

conceptual clarity and quantitative success. In this section we present an outline of the underlying

concepts and how they find physical application, following closely an earlier summary. [8]

We start from sequential counter firings with space interval L 4- AL and time interval T 4- AT.

We base our theory on invariant squared-intervals c2T 2 - L 2 between counter firings. We model

event intervals by bit-strings [i.e. finite ordered sequences of O's and l's] with N1 l's and No

O's. We connect our model to laboratory events by taking L = (NI - No)(h/mc), T = (N1 +
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No)(h/mc2). Calling any conceptual carrier of conserved quantum numbers between two distinct

events a "particle", the velocity v of the particle is then given by v = [(N1 - No)/(N1 + N0)]c.

If we now consider three counters, with associated clocks synchronized by limiting velocity

signals, we can model the system by three bit-strings of the same length which add (using XOR,

i.e. addition modulo 2) to the null string. The number of l's in the strings satisfy the triangle

inequalities, and hence can be used to define the angles between the lines connecting the counters.

It also follows that the velocities as defined above satisfy the usual relativistic velocity addition

law; this shows that our integer theory is "Lorentz invariant" for finite and discrete rotations

and boosts. We prove that the usual position, momentum and angular momentum commutation
relations follow from the fact that finite rotations in three dimensions do not commute.

In order to identify particles within the model we attach labels to the content strings which

describe the (finite and discrete) space-time structure. Using 16 bits, the label gives us the 6

quarks, 3 neutrinos, W +, Z0, 3' and colored gluons of the standard model. Three strings which add

to the null string map onto a Feynman diagram vertex. Baryon number, lepton number, charge

and color are conserved; color is necessarily confined.

Mapping the (2, 4, 16) decomposition of the labels onto 22 - 1 = 3; 23 - 1 = 7; 2 r - 1 = 127

we obtain the cumulative cardinals (3, 10, 137), which are the first three levels of the four level

combinatorial hierarchy, discovered by A.F. Parker-Rhodes in 1961. The first level describes chiral

neutrinos, the second charged leptons and the third colored quarks. We justify the identification

of the 137 as a first approximation to hc/e _ by correctly modeling the relativistic Bohr hydro-

gen atom, and improve on this result by deriving both the Sommerfeld formula and a logically

consistent correction factor: hc/e 2 137/(1 1= 30-6_-_) = 137.0359 674. [9] Weak-electromagnetic

unification at the "tree level" comes about by using the same geometrical argument to calcu-

late the electron mass in ratio to the proton mass either from the weak or the electromagnetic

interaction and equating the two results. Predictions from the theory are given in Table I.

Extending our label length and mapping from 16 to 256 we get the fourth (terminal) cardinal

of the combinatorial hierarchy: 212r+ 136 _ 1.7 x 1038 _ hc/Gm_, suggesting gravitational closure.

Since we have baryon number conservation, we can consider an assemblage of nucleons and anti-

nucleons with baryon number +1, charge +e, spin ½h containing N = hc/Gm_ pairs with average
separation h/mpc. Since the escape velocity for a massive particle from this assemblage exceeds

c, it is gravitostatically stable against particle emission, but is unstable to energy loss due to

Hawking radiation. Thanks to our baryon number conservation it ends up as a rotating, charged

black hole with Beckenstein number hc/Grn2p [i.e. the number of bits of information lost in its

formation [10]] which is indistinguishable from a (stable) proton. This extends Wheeler's "it from

bit" [11] to particle physics. It also provides us with a non-perturbative mass scale relative to

which mass ratios of particles which satisfy the free particle Dirac equation derived above can be
measured.
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5 Fundamental Principles

The theory has grown from results that many physicists rejected as "numerological" to a framework

that provides a consistent way to compute several fundamental constants of physical interest. It is

based on fundamental principles that we believe should appeal to physicists who are sympathetic

to the operational approach of Bridgman and the early work of Heisenberg. These principles

are finiteness, discreteness, finite computability, absolute non-uniqueness leg. In the absence of

further information, all members of a (necessarily finite) collection must be given equal weight.]
and our procedures must be strictly constructive. For us, the mathematics in which the Book of

Nature is written is finite and discrete. We model nature by context sensitive bits of information.
In this sense we are participant observers.

Physics, as a science of measurement, can expect that at least some of the structures uncovered

in nature could result from the way we perform experiments. For example, Stillman Drake [12]

has discovered that Galileo measured the ratio of the time it takes for a pendulum to swing to

the vertical through a small arc to the time it takes a body to fall from rest through an equal

distance as 948/850 = 1.108 2 .... We now compute this ratio as rc/2vF2 = 1.110 7.... Thus Galileo

measured this constant to about 0.3 % accuracy. [13] We now believe that this constant will be

the same "anywhere that bodies fall and pendulums oscillate" independent of the units of length
and time.

In any theory satisfying our principles which counts events by a single sequence of integers,

any metric when extended to large counts can have at most three homogeneous and isotropic

dimensions in our finite and discrete sense synchronized by one universal ordering operator. [14]
More complex degrees of freedom, indirectly inferred to be present at "short distance" automati-

cally "compactify". Hence we can expect to observe at most three absolutely conserved quantum

numbers at macroscopic distances and times. Guided by current experience, we can take these to

be lepton number, charge and baryon number, connected to the z-component of weak isospin by

the extended Gell-Mann Nishijima rule. These are reflected in the experimentally uncontroverted

stability of the proton, electron and electron-type neutrino. This choice is empirical but not ar-

bitrary, since structures with appropriate conservation laws isomorphic with this interpretation
arise in our construction.

Take the chiral neutrino as specifying two states with lepton number 4-1 and no charge. They

couple to the neutral vector boson Z0. In the absence of additional information, these states close.

The 4 electron states couple to two helical gamma's and the coulomb interaction. These seven

states can be generated by any 3-vertex which includes two electron states and an appropriate

gamma. These 3 + 7 = 10 states when considered together then generate the W+. This completes

the leptonic sector in the first generation of the standard model of quarks and leptons. Bit-strings
of length 6 provide a compact representation of these states which closes under discrimination

(exclusive-or), and conserves both lepton number and the z component of weak isospin at each

vertex. No unobserved states are predicted at this level of complexity, and no observed states are
missing.

Two flavors of quarks and three colored gluons provide the seven elements of the baryonic

sector which generate the inferred 127 quark-antiquark, 3 quark, 3 antiquark, 8 gluon ... states

(16 fermions times a color octet minus the state with no quantum numbers) needed for the "valence

level" description of the quark model. Bit-strings of length 8 provide a compact model using seven
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discriminately independent basis strings and again close producing only the appropriate states at

this level of complexity. Combining them with the leptonic states allows the strings representing

the vector bosons to be extended to length 14, producing all the vertices and only the vertices

which occur in the standard weak-electromagnetic unification of the first generation of the standard

model. Extending the whole scheme to strings of length 16 we get the three generations which are

observed experimentally (and a slot with the quantum numbers of the top quark). The quarks

have baryon number 1/3 and charges -I-1/3, q-2/3 as required. The 0 _ 1 bit-string symmetry

makes CPT invariance automatic. As already noted, if we have only three large distance quantum

numbers, color (although conserved) is confined, and generation number is not conserved in flavor

changing decays.

We are now in a position to talk about why we obtain the value of 137 in our first contact

between the hierarchical structure generated by program universe and experimental numbers.

Empirically only one of the 137 states required by the standard model of quarks and leptons

corresponds to the coulomb interaction. Hence, by our principle of absolute non-uniqueness, the

probability of this interaction occurring is 1/137 in the absence of further information.

Our basic quantum mechanical postulates are that (a) the square of the invariant interval

between two events connected by a "particle" which carries conserved quantum numbers and

conserved 3-momentum between them, is the product of two integers times (h/rnc) 2 and that (b)

space-like correlations for particle states with the same constant velocity can occur only an integer

number na of deBroglie wavelengths (_ = h/p) apart. These give us relativistic kinematics and

the usual commutation relations for position, momentum and angular momentum.

If we model the hydrogen atom by events a distance r from a center we must have n_ = 27rr.

This interpretation is supported by noting that if the radius vector sweeps out equal areas in equal

times, AA/)_ 2 = (n_ - 1/4)(1/2rr) 2 and with g = n_ - 1/2, the angular momentum is g(g + 1)h _.

Since these events occur with probability 1/137n_, we get the relativistic Bohr formula [15] for

the hydrogen spectrum. When we include a second degree of freedom, and take proper account

of the ambiguities in counting, we get not only the Sommerfeld formula but the formula for c_

given above. Similarly, the fact that the basic Fermi interaction involves 16 possible states of

four fermions gives us v_GF = (256mp) -2 where the square root comes from the conventional

interaction Lagrangian to which experimental numbers are compared, and my comes from the

stability of the proton.

Our critics sometimes compare the constants we compute with a calculation of the dielectric

constant of diamond as an analogy to how complicated the number hc/e _ must be from their point

of view. We accept the challenge. When they assert that the dielectric constant of diamond can

be calculated from first principles, they must assume that they already know a number of physical

constants. Of course one can relate the standards of mass, length and time as measured in the

laboratory to three dimensional constants (which could be e, h and G) that occur, self-consistently,

in several structures derived from "first principles". But to get to diamond they will also need

c_, mr, and Me in well defined relation to those units, as well as the fact that the carbon nucleus

has charge +6 in units of e. Otherwise their calculation has no potential empirical test.

We claim that within their framework, these three numbers are too complicated to calculate

from first principles. In fact, when Weinberg discusses how a finite coupling constant might

emerge from currently acceptable theory, his errors are so large that he cannot even contemplate

a quantitative prediction that can be confronted by experiment. In contrast my values for _,
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and me are good to six or seven significant figures, and I can argue that my "first principles"

allow me to predict that the common isotopes of carbon will have masses of approximately 12

and 13 proton masses. I have systematic ways of improving these estimates, and also-- thanks

to my physical cosmology -- of estimating the relative abundance of these two isotopes on a

terrestrial-type planet with an age of 4.5 × 109 years in a solar system of th e kind in which we are

conducting experiments. Somewhere along this line my calculation from "first principles" would

find empirical supplements useful, but I believe no where near as soon as theirs.

I would locate the difference in point of view between us as coming from our different views

of "space-time". If the "quantum vacuum" (which I would prefer to call a "quantum plenum")

of renormalized second quantized relativistic field theory is the underlying concept, its properties

certainly change as you "squeeze" it. The received wisdom today is that if the squeezing produces

an energy density something like 1016 times that of the proton the "strong", "electromagnetic"

and "weak" interactions come together (one basic "coupling constant" -- grand unification) and

that if one can extend the theory another three orders of magnitude, gravitation will find its

appropriate place in the scheme. It seems to me that adopting "principles", however beautiful,

that force one to go thirteen orders of magnitude beyond currently possible experimental tests to

define fundamental parameters is -- to say the least -- a peculiar methodology for a physicist.

On the other hand, if one starts here and now with separated charges and massive particles and

"empty" or "constructed" space as the first approximation, one can measure masses and coupling

constants in a well defined way. If one can -- as we claim -- get good approximations for these

values from "first principles" and systematically improve the predictions, I fail to see why such

values cannot be considered "primordial". After the universe becomes optically thin, we predict

about 2 x 10 -l° baryons per photon. This both is in agreement with observation and supports

our "empty space" philosophy.
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Abstract

Using the relativistc harmonic oscillator, we give a physical basis to the phenomeno-
logical wave function of Yukawa which is covariant and normalizable. We show that this

wave function can be interpreted in terms of the unitary irreducible representations of the

Poincar_ group. The transformation properties of these covariant wave functions are also
demonstrated.

1 Introduction

Because wave functions play a central role in nonrelativistic quantum mechanics, one method of

combining quantum mechanics and special relativity takes the form of efforts to construct rela-

tivistic wave functions with an approrpriate probability interpretation. The harmonic oscillator,

which has the useful property of mathematical simplicity, has served as the first concrete solu-

tion to many new physical theories. It played a key role in the developing stages of nonrelativistc

quantum mechanics, statistical mechanics, theory of specific heat, molecular theory, quantum field

theory, theory of superconductivity, theory of coherent light, and many others. It is, therefore,

quite natural to expect that the first nontrivial relativistic wave function would be a relativistic

harmonic oscillator wave function[l, 2].

In connection with relativistic particles with internal space-time structure, Yukawa attempted to

construct relativistic oscillator wave functions in 195313]. Yukawa observed that an attempt to

solve a relativistic oscillator wave equation in general leads to infinite-component wave functions,

and that finite-component wave functions may be chosen if a subsidiary condition involving the

four-momentum of the particle is considered. This proposal of Yukawa was further developed by

Markov,[4] Takabayasi,[5, 6] Sogami[7] and Ishida.[8]

The effectiveness of Yukawa's oscillator wave function in the relativistic quark model was first

demonstrated by Fujimura et al.[9] who showed that the Yukawa wave function leads to the
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correct high-energy asymptotic behavior of the nucleon form factor. The harmonic oscillator

wave function was also rediscovered by Feynman et a/.[10] who advocated the use of relativistic

oscillators instead of Feynman diagrams for studying hadronic structures and interactions. The

paper Of Feynman et al. contains all the troubles expected from relativistic wave equations, and

the authors of this paper did not make any attempt to hide those troubles.

The basic problem facing any relativistic harmonic oscillator equation is the negative-energy spec-

trum due to time-like excitations. It had once been widely believed that any attempt to obtain

finite- component wave functions by eliminating time-like excitations would lead to a violation of

probability conservation. This belief did not turn out to be true. It is now possible to construct

harmonic oscillator wave functions without time-like wave functions which form the vector spaces

for unitary irreducible representations of the Poincar_ group.

In Section 2, we formulate the problem by writing down the relativistically invariant differential

equation which leads to the covariant harmonic oscillator formalism. In Section 3, we study solu-

tions of the oscillator differential equation which are normalizable in the four-dimensional x, y, z, t

space. In Section 4, representations of the Poincar6 group for massive hadrons are constructed

from the normalizable harmonic oscillator wave functions. It is shown that they form the basis

for unitary irreducible representations of the Poincar$ group, as well as that for the O(3)-like

little group for massive particles. In Section 5, Lorentz transformation properties of the harmonic

oscillator wave functions are studied. The linear unitary representation of Lorentz transformation

is provided for the harmonic oscillator wave functions.

2 Covariant Harmonic Oscillator Differential Equations

We first consider the differential equation of Feynman et al.[10] for a hadron consisting of two

quarks bound together by a harmonic oscillator potential of unit strength:

-2 _ + _ + (:c_-x_)2+rn_ $(x_,xb)=0, (1)

where x_ and z_ are space-time coordinates for the first and second quarks respectively. This

partial differential equation has many different solutions depending on the choice of variables and

boundary conditions.

In order to simplify the above differential equation, we introduce new coordinate variables:

X = + zb)/2,

z = (zo -xb)/2. (2)

The four-vector X specifies where the hadron is located in space-time, while the variable x mea-

sures the space-time separation between the quarks. In terms of these variables, Eq. (1) can be
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written as

_ m0_+ _ ¢(x,x) = 0.

This equation is separable in the X and x variables. Thus

¢(x, x)= y(x)¢(x),

and f(X) and ¢(x) satisfy the following differential equations respectively:

,rig- (_ + 1) f(x) = o,

1( °2 I

Eq. (6) is a Klein-Gordon equation, and its solution takes the form

f(X) = exp [+ip.X"],

(3)

(4)

(5)

(8)

(7)

with

_ p2 = _ p, p_, = M 2 = mo2 + ()_ + 1).

where M and P are the mass and four-momentum of the hadron respectively. The eigenvalue

is determined from the solution of Eq. (7). We are using the same notation for the operator and

eigenvalue for the hadronic four-momentum. This should not cause any confusion since we are

dealing only with free hadronic states with a definite four-momentum.

As for the four-momenta of the quarks p, and pb, we can combine them into the total four-

momentum and momentum-energy separation between the quarks:

P = p,,+Ps,

q = (p. -pb). (S)

P is the hadronic four-momentum conjugate to X. The internal momentum- energy separation

q is conjugate to x provided that there exist wave functions which can be Fourier-transformed.

If the momentum-energy wave functions can be obtained from the Fourier transformation of the

space-time wave function, the differential equation in the q space is identical to the harmonic

oscillator equation for the x space given in Eq. (7)

3 Normalizable Solutions of the Relativistic Oscillator

Equation

Since we are quite familiar with the three-dimensional harmonic oscillator equation from nonrela-

tivistic quantum mechanics, we are naturally led to consider the separation of the space and time
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variables and write the four-dimensional harmonic oscillator equation of Eq.(1.6) as

( 1)-V 2+ +[x 2-t 2 _,(x)=()_+l)¢(x). (9)

However, the xt system is not the only coordinate system in which the differential equation takes

the above form.

If the hadron moves along the Z direction which is also the z direction, then the hadronic factor

f(X) of Eq. (8) is Lorentz-transformed in the same manner as the scalar particles are transformed.
The Lorentz transformation of the internal coordinates from the laboratory frame to the hadronic

rest frame takes the form

Z t

t # =

x, y' = y,

(z- s3t)l(1- t32)'12,

(t- Jz)l(1- S72)'i_, (lo)

where/3 is the velocity of the hadron moving along the z direction. The primed quantities are the
coordinate variables in the hadronic rest frame. In terms of the primed variables, the oscillator

differential equation is

( ])-V '_ + _ + - t '2 ¢(x) = (A + 1)¢(x). (11)

This form is identical to that of Eq. (10) , due to the fact that the oscillator differential equation

is Lorentz-invariant.[1]

Among many possible solutions of the above differential equation, let us consider the form

[ 1_ (<_+b+,_+k)12 1 ill
¢_ = (1)\._] (_) H_(z')Hb(y')H,_(z')Hk(t')

× exp [-_(x '2 +y'2+z'2 + t'2)] , (12)

where a, b, n and k are integers, and H_(z'), Hb(y') ... are the Hermite polynomials. This wave

function is normalizable, but the eigenvalues are:

.X= (a + b + n - k) (13)

Thus for a given finite value of )_, there are infinitely many possible combinations of a, b, n and

k. The most general solution of the oscillator differential equation is infinitely degenerate.[3]

Because the wave functions are normalizable, all the generators of the Lorentz transformations are

Hermitian operators. The Lorentz transformation applicable to this function spa_ce is therefore a

unitary transformation. Indeed, we can write any function of the coordinate variables x, y, z and

t as a linear combination of the above solutions. In particular, a solution of the oscillator equation
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with a given set of quantum numbers in the hadronic rest frame can be written as a linear sum of

infinitely many solutions in the hadronic rest frame as we shall see in Section 4.

It is very difficult, if not impossible, to give physical interpretations to infinite-component wave

functions. For this reason, it is quite natural to seek a finite set from the infinite number of wave

functions at least in one Lorentz frame. The simplest way to obtain such a finite set of wave

functions is to invoke the restriction that there be no time-like oscillations in the Lorentz frame

in which the hadron is at rest and that the integer k in Eqs. (13) and (14) be zero. In doing so,

we are led to the following two fundamental questions:

(a). Is it possible to give physical interpretations to the wave functions belonging to the resulting
finite set?

(b). Is it still possible to maintain Lorentz covariance with this condition?

Let us examine question (b) closely.

When the hadron moves along the z axis, the k = 0 condition is equivalent to

(t' + _t,) ¢_(x) = 0. (14)

The most general form of the above condition is

(o)p.x. (15)

Thus the k = 0 condition is covariant. Once this condition is set, we can write the wave function

belonging to this finite set as

_bz(x) = (1/lr)[1/(2,2b2,_a!b!n!)]l/2H,:(z,)Hb(y,)H,_(z,)exp [_1._(x'2 + y,2 + z,2 + t'2)]. (16)

Except for the Gaussian factor in the t' variable, the above expression is the wave function for

the three-dimensional isotropic harmonic oscillator. This means that we can use the spherical

coordinate system for the x _, y_ and z _ variables. We shall see in Section 3 how these ideas form

the basis for constructing representations of the Poincar_ group.

Since the above oscillator wave functions are separable in the Cartesian coordinate system, and

since the transverse coordinate variables are not affected by the boost along the z direction, we can

omit the factors depending on the x and y variables when studying their Lorentz transformation

properties. The most general form of the wave function given in Eq. (13) becomes
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with

The wave functions satisfying the subsidary condition of Eq. (16) take the simple form

¢_(z,t) = [ll(r2'_n!)] '/2 H,,(z')exp[-(1/2)(z a + ta)],

with

(18)

This normalizable wave function without excitations along the t * axis describes the internal

space-time structure of the hadron moving along the z direction with the velocity parameter ft.

If fl = 0, then the wave function becomes

¢_(x,t) = [1/(rr2'_n!)] '/2 Hn(z)exp[-(1/2)(2 + t2)], (19)

Thus

¢_(z,t)=¢;(z',t')

• We have therefore obtained the Lorentz-boosted wave function by making a passive coordinate
transformation on the z and t coordinate variables.

Let us next study the orthogonality relations of the wave functions. Since the volume element is

Lorentz-invariant:

dzdt = dz' dt', (20)

there is no difficulty in understanding the orthogonality relation:

= ¢0 (z, t)_b;(z, t) : 6,,,.,. (21)

However, a more interesting problem is the inner product of two wave functions belonging to

different Lorentz frames. This inner product becomes

¢0n'(z,t)¢_(z,t)dzdt = 6,,,,n [1 /32] (n+1)/2 (22)

The remarkable fact is that the orthogonality in the quantum number n is still preserved because

of the Lorentz invariance of the harmonic oscillator differential equation. The oscillator equation

does not depend on the velocity parameter ft. As for the factor [1 - fl:](,_+l)/_ in Eq. (23), we

note first that, when the oscillator is in the ground state, it becomes like a Lorentz contraction of

a rigid rod by [1 - _21x/2. Excited-state wave functions are obtained from the ground state wave

function through repeated applications of the step operator:

lv/i-]-m., 10,,8>. (23)

The transformation property of each step-up operator is like that of z. Therefore, if the ground-

state wave function is like a rigid rod along the z direction, the n _ excited state should behave

like a multiplication of (n + 1) rigid rods.[ll, 2]
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4 Irreducible Unitary Representations of the Poincar 

Group

The Poincard group consists of space-time translations and Lorentz transformations. Let us go

back to the quark coordinates z_ and zb in Eq. (1) and consider performing Poincard transforma-

tions on the quarks. The same Lorentz transformation matrix is applicable to za, Xb, X as well

as X. However, under the space-time translation which changes x_ and Xb to z_ + a and Xb + b

respectively,

X _ X+a,

x _ x. (24)

The quark separation coordinate x is not affected by translations. For this reason, the generators

of translations for this system are
0

P_, = -ZOX u, (25)

while the generators of Lorentz transformations are

Mu_ = L_ + Lu,,,

where

L,, = i x, Ox.. z_ .

(26)

It is straight-forward to check that the ten generators defined in Eqs. (26) and (27) satisfy the

commutation relations of the Poincar$ group. We are interested in constructing normalizable wave

functions which are diagonal in the Casimir operators p2 and W2:

= _ -O-_x_ + x +too _, (27)

W2= M2(L') 2, (28)

where

L,i . , 0
= -zeqkxj Ox,k.

The eigenvalue of p2 is M 2 = m02 + (A + 1), and that for W 2 is M e(e + 1). M is the hadronic

mass, and e is the total intrinsic angular momentum of the hadron due to internal motion of the
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spinless quarks.[12] In aMdition, we can choose the solutions to be diagonal in the component of

the intrinsic angular momentum along the direction of the motion. This component is often called

the helicity. If the hadron moves along the Z direction, the helicity operator is L3.

Because the spatial part of the harmonic oscillator equation in Eq. (12) is separable also in the

spherical coordinate system, we can write its solution using spherical variables in the hadronic

rest frame space spanned by z', y' and z'. The most general form of the solution is

k_ e2

gZz_t(z ) = Rt (r,)y_g(O,, ¢,)[1/([v/'_2kk!)],/2Hk(t,)e-t /2, (29)

where

r' = [za + ya + za]l/2,

cosO I = zt/r t,

tan( = y'/x',

and

A=2#+g-k.

Reu(r ') is the normalized radial wave function for the three-dimensional harmonic oscillator:

(30)

Re,(r) = (2(_!)/[r(g + e + 312)13)'12rtL_+'/2(r2)e-'2/_, (31)

where e+1/2 2L_, (r is the associated Laguerre function.[13] The above radial wave function satisfies

the orthonormality condition:[14]

(32)

The spherical form given in Eq. (30) can of course be expressed as a linear combination of the

wave functions in flae Cartesian coordinate system given in Eq. (17).

The wave function of Eq. (30) is diagonal in the Casimir operators of Eqs. (28) and (29), as well as

in L 3. It indeed forms a vector space for the O(3)-like little group.j15, 16] However, the system is

infinitely degenerate due to excitations along the t' axis. As we did in Section 2, we can suppress

the time-like oscillation by imposing the subsidiary condition of Eq. (16), or by restricting k to
be zero in Eq. (31). The solution then takes the form

¢_"at(x) = Rt(r')Ytm(O ', ¢')[(1/rr) '/4 exp(-ta/2)], (33)

with

A =2#+g.

Thus for a given A, there are only a finite number of solutions. The above spherical form can be
expressed as a linear combination of the solutions without time-like excitations in the Cartesian

coordinate system given in Eq. (17).
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We can now write the solution of the differential equation of Eq. (1) as

¢(x, z) = (34)

This wave function describes a free hadron with a definite four-momentum having an internal

space-time structure which can be described by an irreducible unitary representation of the

Poincar_ group. The representation is unitary because the portion of the wave function depending

on the internal variable x is square-integrable, and all the generators of Lorentz transformations

are Hermitian operators. We shall study in the next section how these wave functions are Lorentz
transformed.

5 Transformation Properties of the Harmonic Oscillator
Wave Functions

If the hadronic velocity is zero, then its rest frame coincides with the laboratory frame. The wave

function then is

¢0(x) = Rtu(r)YT(O, ¢)[(1/7r) '/4 exp(-t2/2)]. (35)

The simplest way to obtain the wave function for the moving hadron is to replace the r, 0 and ¢

variables in the above expression by their primed counterparts. This produces Eq. (30). However,

we are interested in obtaining the wave function for a moving hadron as a linear combination of

the wave functions for the rest frame. If we apply the boost operator to the wave function for the

hadron at rest,

where Ka is the boost generator along the z axis, its form is

(36)

O t o )K3=-i z_-_+ _zz ' (37)

and ,7 is related to velocity parameter/3 by

sinh rt =/3/(1 - 132)'/_.

Both the rest-frame and moving-frame wave functions have the same set of eigenvalues for the

Casimir operators P_ and W 2 of the Poincar_ group.

These eigenstate wave functions are linear combinations of the Cartesian forms in their respective

coordinate systems. If the hadron moves along the z direction, the x and y variables remain

invariant. Therefore, we use the wave function of Eq. (19) with/3 -- 0i

_,_,o = [Xl(_r2,_n!)],/2H,_(z)expl_(li2)(z2 + t_)]. (3S)
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The superscipt 0 indicates that there are no time-like excitations:

consider the transformation

_,_'°(z, t) " "'°= [exp(-tr/K3)]g,o (z,t)

= ¢_'°(z',t'),

.n,0, t).and ask what the boost operator exp(-ir/Ka) does to W0 !,z,

kw--0. We are now led to

(39)

This boost operator of course changes z and t to z' and t' respectively as is indicated above.

However, we are interested in whether the transformation can take the linear form

,/4'°(z,t) E ,,,o ,,,,,,= A,,,w(fl)_b o (z,t). (40)

Because the oscillator differential equation is Lorentz invariant, the eigenvalue ,k of Eq. (18)

remains invariant, and only the terms which satisfy the condition

n=(n'-k') (41)

make non-zero contributions in the sum. Thus the above expression can be simplified to

OO

g,_'°(z, t)= E A'_(fi)_,'d+k'_(z,t). (42)
k=O

This is indeed a linear unitary representation of the Lorentz group. The representation is infinte-

dimensional because the sum over k is extended from zero to infinity.[17]

The remaining problem is to determine the coefficient A_(fl). Using the orthogonality relation,
we can write

A'_(fl) = f dzdt¢_+k'k (z, t )¢_'°( z, t )

= 1(_)'* (2)'/2( 1 _1,2_r n!(n + k)t]

x f dzdtH,_+j,(z)Hk(t)Hn(z')

x exp (-_(z 2 +zea +t 2 +tea)). (43)

In this integral, the Hermite polynomials and the Gaussian form are mixed with the kinematics of

Lorentz transformation. However, if we use the generating function for the Hermite polynomial,

the evaluation of the integral is straightforward, and the result is

A'_(fl) = (1 - fl2)O+,OI2 fiJ, ( (n + k )!'_ 1/= (44)
\ hT_ ] "

Thus the linear expansion given in Eq. (41) can be written as

.,0, t) [1/(2",011"(1 fl){"+'_/=(exp[-(z=+ t=)/21)p _Z, =

k=O ,
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As wasindicatedwith respectto Eq. (20), this linear transformationhasto be unitary. Let us
checkthis by calculatingthe sum

CO

S = Y] I A (fl)12 • (46)
k=O

According to Eq. (45), this sum is

oo (n + k)!(,,_,k (47)
S = [1 - f121(,,+,)_ n]-kT '/_ ) "

k=O

On the other hand, the binomial expansion of [1 - fl2]-(,,+l) takes the form

[1 - f12]-{,,+,) = _ (n + k)[ fl2 k (48)
k=o n[k[ "

Therefore the sum S is equal to one. The linear transformation of Eq. (43) is indeed a unitary
transformation.

It is also of interest to see how this transformation can be achieved directly in terms of solutions

which are eigenstates of the Casimir operators. For this purpose we construct the solutions in

terms of the spherical coordinate variables for the three-dimensional (x, y, z) space and treat t

separately. If the hadron is at rest,

k,ra m
_boxt (x ) = Rtu(r)Yt (O, ¢)[1/( v/'_2kk!)]l/2Hk(t)e -'_/2. (49)

Thus we have to write the generators of Lorentz transformations in terms of these variables. The

three rotation generators can be written as[13]

.0

L3 : --_'_,

L:_ = L, rI:L2

-_ 5: icotO . (50)

It is not difficult to calculate the three boost generators. They take the form

r0 tO) t cO= cos0 _ + _r - rSin00-0 '

= KI+iK2

(o :,e :t:i* r_+tsinO ---cosOr 4- rsinO 0-O " (51)

The rotation generators affect only the spherical harmonics in the wave function of Eq. (50). Thus

L .h k,m -- k,m
3_O)d -- mY20M,

"+_'o_tr.,.k,m = e T m)(e + m + -Jw0_t •

505



The above relations mean that rotations do not change the quantum numbers A, g and k. They

only change m. Eq. (53) indeed corresponds to the fact that the little group for massive hadrons
is like SO(3).

On the other hand, if we apply the boost generators, we end up with somewhat complicated
formulas:

where

and

i K .].km3_M =

iK+ =

(g 4- m -4-1)(g - m + 1)] l/_

[ (e+ 1)(e- m)],/2
+ L(_7 _-i-)J Y_T'(°'¢)Qt+'F_t'

[(_+r. + 1)(e+ r_+ 2)]'/'.,(2g + 1)(2g + 3) Yl+, (O,¢)Q+(tF;,t

(2e + 1)(2_- 1) J Ye_I(o'¢)Q + (e+ 1)F_t(_,t). (53)

Q,= _+ _i +_ ,

F_t(r,t ) = Re_(r)ll/(v_2kk!)]'/2Hk(t)exp(-t:/2).

1(3 does not change the value of m, while K+ and K_ change m by +1 and -1 respectively.

In addition, unlike the rotation operators, the boost generators change A, g and k. This is a

manifestation of the fact that the unitary representation is infinite-dlmensional as is indicated in

Eq. (43).

It is possible to finish the calculation by explicitly carrying out the differentiations contained in

the Qt operators. However, this does not appear necessary, because we already know what the

answer should be from our experience with the Cartesian coordinate sytem.

6 Conclusion

The harmonic oscillator applied to the symmetric quark model has withstood the test of time.

The work of Karr[18, 19] has fully integrated the field theorectic aspects of this work. Below we

present the experimental present status of the non-strange baryon in relation to the harmonic
oscillator.
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TABLE I. Mas_ spectrum of nonstrange baryons. The calculated masses based on

Eqs. (9.1) and (9.2) in Kim and Noz,[2] Theory and Applications of the Poincard

Group. The experimental masses are from "Physical Review D" 45, No. 11, (June,

1992). The last column contains the identification code of the pion-nucleon resonance

used in Particle Data Group. For N = 0 and N = 1, the quark model multiplet scheme

is in excellent agreement with the experimental world. For N = 2, the model seems to

work well, but more work is needed on both the theoretical and experimental fronts.

There are still very few particles in N = 3. Baryonic masses are measured in MeV.

CMculated Experimental

N L SU(6) SU(3) Spin J Mass Mass PDG-ID

0 0 56 8 1/2 1/2 940 939 Pu****

10 3/2 3/2 1240 1232 P3z****

1 1 70 8 1/2 1/2 1520 1535 Sn****

3/2 1520 1520 D13 ****

8 3/2 1/2 1688 1650 $11 ****

3/2 1688 1700 D13 ***

5/2 1688 1675 Dis ****

10 1/2 1/2 1652 1620 $3_ ****

3/2 1652 1700 D_ ****
2 0 56

70

2 2 56

2 7O

8 1/2 1/2 1480 1440

10 3/2 3/2 1780 1600

8 1/2 1/2 1730 1710

8 3/2 3/2 1898 1900

10 1/2 1/2 1862 1750

8 1/2 3/2 1660 1720

5/2 1660 1680

10 3/2 1/2 1960 1910

3/2 1960 1920

5/2 1960 1905

7/2 1960 1950

8 1/2 3/2 1900

5/2 1900 200O

8 3/2 1/2 2078 2100

3/2 2078

5/2 2078

7/2 2078 1990

10 1/2 3/2 2030

5/2 2030 2000

PII ****

P33 **

Pll ***

Pls *

P31 *

P13 ****

Fls ****

P31 ****

P33 ***

F3s ****

F37 ****

FI7 **

_35 *
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Table I. Mass spectrum of nonstrange baryons continued.

Calculated Experimental

N L SU(6) SU(3) Spin J Mass Mass PDG-ID

3 1 70 8 1/2 1/2 2060

3/2 2060

8 3/2 1/2 2228

3/2 2228
5/2 2228

10 1/2 1/2 2192

3/2 2192

70 8 1/2 1/2 2060
3/2 2060

8 3/2 1/2 2228

3/2 2228

5/2 2228

10 1/2 1/2 2192

10 1/2 1/2 2192

3/2 2192

56 8 1/2 1/2 1810
3/2 1810

10 3/2 1/2 2110
3/2 2110
5/2 2110

2 70 8 1/2 3/2 2180

5/2 2180

8 3/2 1/2 2348

3/2 2348

5/2 2348

7/2 2348

10 1/2 3/2 2312

5/2 2360

3 70 8 1/2 5/2 2528

7/2 2528

8 3/2 3/2 2528

5/2 2528

7/2 2528

9/2 2528

10 1/2 5/2 2492

7/2 2492

56 8 1/2 5/2 2110

7/2 2110

10 3/2 3/3 2410

5/2 2410

7/2 2410

9/2 2410

1900 $31 ***

2150 $31 *

1940 D33 *

1930 D3s ***

2190 G1_ ****

2200 Dis **

2250 G19 ****

2200 G37 *

2350 D35 *

2390 F3_ *

2400 G39 **
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TABLE II. In addition, there are resonances which do not fit in this table. Since

most of these resonaces correspond to even- parity baryons, they presumably belong

to N = 4 multiplet.

SU(3) J Mass PDG-ID

8 3/2 1540 P13 *

8 9/2 2220 H19 ****

8 11/2 2600 _,11 ***

8 13/2 2700 Klj3 **

10 1/2 1550 P31 *

10 9/2 2300 //39 **

I0 7/2 2390 F37"

10 11/2 2420 H3,11 ****

10 13/2 2750 I3,13 **

l0 15/2 2950 K3,ts **
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Abstract

Harmonic oscillator wave functions have played an historically important role in our

understanding of the structure of the nucleon, most notably by providing insight into the

mass spectra of the low-lying states. High energy scattering experiments are known to give

us a picture of the nucleon wave function at high-momentum transfer and in a frame in

which the nucleon is travelling fast. This paper presents a simple model that crosses the
twin bridges of momentum scale and Lorentz frame that separate the pictures of the nucleon

wave function provided by the deep inelastic scattering data and by the oscillator model.

1 Introduction

While a prediction for the nucleon structure functions from first principles in quantum chromody-

namics (QCD) seems, even now, a remote prospect, if we are ever to claim a deep understanding of

the structure of the nucleon, a clear interpretation of such gross properties as the neutron-proton

structure function ratio (R '_p) and the polarization asymmetry (A "_p) of the proton structure func-

tion is essential. A notable attempt to relate these features to the nucleon rest-frame wave function

was made by Le Yaouanc et al. [1, 2, 3], who employed non-relativistic harmonic oscillator spatial

wave functions and SU(6) mixing in an attempt to formulate predictions both about the structure

functions and the nucleon form factors. While both the large-x behavior of R np and the initial

slope of the neutron electric form factor were well accounted for by the inclusion of an admixture

70 excited state in the nucleon wave function, the signs of the mixing angles obtained in the two

cases were observed to disagree.

Against the structure-functions calculation of Le Yaouanc et al. may be raised the objection that

there is no clear prescription for Lorentz-transforming a non-relativistic wave function. It is this

concern that will be addressed in this paper. Less widely recognized is an objection that can

be raised against the treatment of the form factors by Le Yaouanc et at. The latter calculation
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jnyoNes theassumption that the nucleon's charge (magnetization) density and electric (magnetic)

form factor are related by Fourier transformation. The Fourier relationship holds only when the

Lorentz transformation of the spatial wave functions is ignored. There are several models which are

known to predict a non-zero neutron electric form factor in the absence of SU(6) mixing[4, 5, 6]. In

such models, which employ plausible relativistic spin wave functions, the matrix elements involved

in the determination of the form factors cannot be factorized into a product of spin, isospin, and

spatial matrix elements. Since the spin wave functions play no role in the structure function

calculation, the possibility must be considered that the structure functions provide the correct

value for the mixing angle.

The spatial wave functions that shall be considered are the "definite metric"[7] solutions to the

relativistic harmonic oscillator equation of Feynman et al.[8] In their original work, Feynman et al.

used the non-normalizable "indefinite metric" solutions of their wave equation. These solutions

yield divergent form factors as _q2 increases. To remedy this, they multiplied all matrix elements

by an ad hoe factor. The "definite metric" solutions are normalizable and, when used to calculate

nucleon form factors, yield the proper q2 behavior, a dipole fall-off for large _q2 without any

adjustments. These solutions also help to illuminate features of the structure functions and the

patton model, as will be seen later on.

In Section 2 the relativistic harmonic oscillator equation and its normMizable solutions are re-

viewed. The behavior of these solutions under Lorentz's transformation is discussed, and their
form in the infinite momentum frame is exhibited. In Section 3 the infinite-momentum-frame

relativistic-oscillator nucleon wave function is combined with QCD momentum scaling incorpo-

rated via the valon model of Hwa.[9] The proton and neutron structure functions are considered

within the context of the resulting model, and a value for the mixing angle for an admixture of

70 excited state is calculated. In Section4, the significance of this calculation is reviewed.

2 The Relativistic Oscillator Model

For simplicity of discussion, the relativistic oscillator model is introduced for the two particle case

first. This model describes the binding of a pair of quarks to from a meson via the differential

equation

{2 [012 71" (922] -- (032/16)(371- Z2) 2- T}'/2} I'I'#(_1, X2):0 (1)

where z 1 and z2 represent the space-time coordinates of the two constituent quarks, and the metric

convention is defined by -g00 = 9ii -- 1. The quark spin will be ignored here, though versions of

the relativistic oscillator model have been formulated to include spin 1/2 quarks.[10, 11] Eq. (1)

is readily solved via separation of variables in terms of the coordinates
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X_, = 1/2 (xlu + x2u)

xu = 1/2(Xlu - x2u) (2)

where the X u are the space-time coordinates of the meson center of momentum and the xu

determine the space-time separation of the quarks. The separated equations are

and

(01- m:) ¢(x) =0 (3)

(-o_ + _2/4z2+ m_) _(z) = m2_(z) (4)

where qt(x_,x2) = ¢(X)_(x). Eq. (3) is the Klein-Gordon equation for a meson of mass m, while

Eq. (4) describes a four-dimensional harmonic oscillator.

Eq. (4) is itself separable in terms of the space-time components xu, while the eigenvalue m 2 is

given by a linear combination of the eigenvalues corresponding to each of the component equations.

In the timelike direction, an increase in the excitation quantum number corresponds to a more

negative contribution to the mass squared. To eliminate a degree of freedom which is not observed

in nature, and to eliminate, as well, the unphysical possibility of imaginary mass, the oscillator-

model solutions are required to obey the subsidiary condition

This condition suppresses timelike excitations in the meson rest frame.

The solutions to Eq. (3) have the familiar form exp(iPuX_,) where P_, is the four-momentum

corresponding to the meson center-of-momentum coordinates X_,. The solutions to Eq. (4) are

products of oscillator solutions in each of the space-time components, with the solution in the

timelike coordinate in the restframe being restricted to the fundamental mode via Eq. (5). Such
solutions can be written as

2
x exp [-w/4 (x_ + y_ 4-z_ + t_)] (6)
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where H denotes a Hermite polynomial and x' denotes the four vector x, represented in terms

of its components, x,, y,, z_ and t. in the meson rest frame. The invariant meson square mass

corresponding to P" is required by Eq. (3) to be equal to m s, while Eq. (4) determines that

m s = w(b+ k + w + 1) + rn02.

The above solutions form a complete set of normalized rest-frame solutions. The wave function

in a frame in which the meson is not at rest is specified by the Lorentz transformation between

the meson rest frame and the frame in which it is moving. For example, the ground state in an

arbitrary frame can be written as

+(X,x) 'P"x"

xexp{-w/4[z -2(P.z)2/P2]}. (7)

The construction of relativistic-oscillator momentum-space wave functions in arbitrary frames is

equally straightforward. Figure 1 provides a pictorial view of the effect of the Lorentz transfor-
mation on the rest-frame wave function, both in coordinate space and in momentum space. The

bound state quarks are seen to acquire lightlike momenta in the frame where the meson is moving

rapidly. The success of the patton model tells us that this should be the case.

Modelling of the nucleon requires that a three particle version of the relativistic oscillator be

considered. A harmonic interaction between each pair of quarks is assumed, and the governing

differential equation takes the form

{3 [0_ + O_ + 032] - w2/36 [(x_ - x2) 2 + (x2 - x3) 2 + (xz - x,) 2] - U °} qt(x,,x2,x3) = 0 (8)

where xl, x2 and x3 are the space-time coordinates of three constituent quarks.

Separation of variables can be implemented in terms of the coordinates X, r and s, defined as

X u = 1/3 (xlu + x2_, + X3.)

r. = 1/6(xiu + x2u - 2Xau)

s. = - (9)
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The wave function _(xa, x2, x3) can be written in terms of these variables as ¢(X)_(r)O(s) where

¢(X) satisfies Eq. (3) while ¢(r) and O(s) satisfy respectively

-1/2(0, (I0)

The square mass is Eq. (3) in the nucleon case is then given by U ° + Ar + As. To remove the

unphysical timelike degree of freedom from the nucleon spectrum of states determined by Eqs. (10),

the three-particle relativistic oscillator equation is supplemented by a pair of subsidiary conditions

that suppress such excitations in the nucleon rest frame.

Application of the relativistic oscillator model to the structure functions requires construction of

the momentum-space wave function in the infinite momentum frame. In a frame in which a meson

whose rest-frame wave function is given by (6) is travelling with velocity parameter/3 along the

z-direction, the internal momentum-space wave function is

2/(M _ 1/2 [(2) 1/2 (Pz -- ]_po_ 1/2],2-w!) (f

x exp [-1/w((p, --/3po) 2 + (Po -/3P,)2)/(1 - f12)] (11)

where p represents the momentum conjugate to the internal separation coordinate x, and where

transverse degrees of freedom have been neglected. As/3 _ 1, the square magnitude of _(p,/3)

becomes singular along the forward light cone, while vanishing everywhere else. Integrating along

the direction perpendicular to the forward light cone results in a distribution for the internal

light-cone momentum p+(- P0 + p,) given by

p(p+) = lim f dp_ [ _(p,/3)12 (12)

where p_ = P0 - P,. The distribution p(p+) is converted into a distribution in Feynman x by

setting Pl+ = xP and requiring p(x)dx = p(p+)dp+.

A similar procedure may be followed in the three-particle case. For three particles the result is[12]

i=, i (1/i!)(1/2)iH][(m/ (1 - 3x)]

x exp[-(m2/2w)(1 - 3x) 2] (13)
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in general, and

po(x) = 3m/(2_rw) 1/2 " exp[-(m2/2w)(1 - 3x) 2] (14)

if the nucleon is assumed to be described by the oscillator ground state wave function. The variable

x in Eqs. (I3) and (14) is the momentum fraction variable. A calculation of the proton charge

structure function F_P(z), can, for example, be based directly on Eq. (14). The result is

2 rnx/(2rw)x/2.exp[(_9m2/2w)(x_ 1/3)2]F?(x) =< > (15)

where the average of the charge ei is taken over the three valence quarks. This calculation ignores

scaling effects predicted by QCD and yields only qualitative agreement with experiment.

3 Structure Functions

Avalon is a bound state or constituent quark whose internal structure is probed in high energy

interactions. To be completely general, valons of different spin as well as flavor should be differ-

entiated. Let Gv/g(x) represent a momentum-fraction probability distribution for a valon of type

v (v representing spin and flavor) in the nucleon N. A nucleonic structure function FN(x, Q2)

is expressed in terms of convolutions of G,4N(x ) with corresponding structure functions for the
valo n s:

(16)

The Q2 dependence of the structure functions appears only in FV(x, Q2). QCD evolution Eq. (13)

for the moments of the struct ure functions are used to express this dependence. According to

Eq. (16), the moments of a nucleon structure function are given by a sum of products of moments:

MN(n,Q 2) = __. M./N(n)M'_(n,Q 2)
_J

(17)

where

MN,"(n,Q 2) = fo'dXx"-2FN,"(x,Q_) (18)
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and

1M,,/N(n) = dxx"-'Gv/u(x). (19)

The evolution equations are the basis for assuming a form for the moments MY(n, Q2) of the

structure functions FV(x, Q2). The F'(x, Q2) are understood to be determined by the quark

distributions Within the vaion, v, which distributions can be broken up into components that

behave as singlets and as nonsinglets under flavor transformation. The moments MY(n, Q2) are

correspondingly expressed in terms of singlet and nonsinglet moments, which are defined to be the

scaling factors governing the evolution of the moments of such quark distributions in lowest-order,

twist-2 QCD. The nonsinglet moments are given by

MNs(n, Q2) = exp(_a_NSS )

while the singlet moments are

where

M.(n,Q _) = 1/2(1 + p,)exp(-d+s) + 1/2(1 - p,_) exp(-am s)

ln(Q2/A2))s = In ln(Q_/A2 ) .

(20)

(21)

(22)

The coefficients d_s, d_., d[ and p, come from the renormalization group analysis.[13] The con-

stant, A, is the usual scaling parameter while Q0 represents the "starting point" of the evolution.

Since valons of different helicity as well as flavor are to be distinguished, four separate valon

distributions will be required to characterize the nucleon. The corresponding moments are denoted

as

Dr(n)
rq( )
'L:")

= MuT/p(n) = MDt/.(n)

= MDT/p(n) = Mut/,,(n)

= Mul/,(n) = Mot/.(n)

= MDI/,(n)= Mul/,(n) (23)
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where the symbol 1" (_). denotes that the valon's helicity is par aiM (antiparallel) to that of the

nucleon, and where the identification of valon distributions within the neutron with the corre-

sponding isospin-reversed distributions in the proton follows from charge symmetry. In terms

of the singlet and nonsinglet moments Eqs. (20) and (21) and the valon moments Eq. (23), the

moments of the nucleon structure functions F2P(x, Q2) and F2"(x, Q2) are given by

M2'(n,Q 2) = 2/912U(n) + D(n)IM,(n,Q _) + 1/914U(n) - D(n)]MNs(n,Q _) (24)

with

M_n(n,Q 2) = 2/912U(n) + D(n)IM,(n,Q 2) - 2/9[U(n)- D(n)]MNs(n,Q _) (25)

U(n) = UT(n)+ U (n)
D(n) = DT(n) + Dl(n). (26)

It is easily verified that these equations describe the lowest-order twist-2 QCD evolution of the

moments of F 2p and F 2'_ from a starting point at which the nucleon is viewed as consisting of its

three bound-state quarks.

Eqs. (24) and (25) were used by Hwa[9] in conjuncti on with experimental moments of F 2p and

F 2" to obtain fitted values for the parameters Q0 and A. These equations are first order, and will

therefore not be accurate for low Q2. Ideally we would like to evolve the bound-state momentum-

space wave function from the energy scale Q02 at which the nucleon is describable as a bound state

of its three constituent quarks (with, perhaps, an oscillator-like momentum distribution), out to

high Q2 where the structure functions are observed. The fitted parameter Q02 is an approximation

for Q02 in the sense that the lowest-order evolution equations are used. This approximation is a

key feature of the valon model and is discussed in detail in.[14] The goal of Hwa's fitting procedure

was to obtain estimates for the functions G,/N(X). In Figure 2, an "average" valon distribution

obtained in[9] by neglecting spin and flavor dependence is compared with po(x) given by Eq. (14)

Let us now introduce a 70 component of SU(6) into the nucleon wave function in the form

= [cos0qt0 [56 >, +(sin0/v_)(¢_ I 70 >, +¢t_l 70 >O)]'exp(-iP" X). (27)

The ¢'s represent the spatial wave functions; ¢0 is the harmonic oscillator ground state, while ¢o

and ¢0 are taken to b e excited states with total harmonic oscillator quantum number n = 2 and

zero orbital angular momentum. The subscripts _ and/3 refer to the two possible types of mixed

symmetry which are characterized by the behavior of the (three quark) wave function under

exchange of the first and second quarks. The form of the excited-state component is uniquely

determined in the oscillator model. The 70 state that involves n = 1 oscillator wave functions

is disallowed because it is of the wrong parity. No other n = 2 state with the same quantum

519



numbers as the nucleon interferes with the ground state to produce the SU(6) breaking effects

that are observed in the structure functions. The wavefunction Eq. (27) leads to spin-and-flavor

dependent valon distributions of the form

p(x)

Experimental

1.5 ..Harmonic

1.0

0.5

0
0 0.2 0.4 0.6 0.8 1.0

FIG. 2 A comparison of Hwa's "average" valon distribution with po(x) defined by

the infinite-momentum-frame relativistic-oscillator momentum-space wavefunction.

Gur/p(x)

Gvt/,,(z)

GDr/,,(z)

GDm,(x)

where

= (3m/2V"_-_rw) [5/6cos 2 0 + sin _ 0 {5/36h(x) + 1/3i(x)} - 2v/6/9cosOsinOj(x)]

x exp [-(m2/2w)(1 - 3x) 2]

= (3m/_) [1/6cos 2 0 + sin 2 0 {1/36h(x) + 1/3i(x)} + vf6/lScosOsinOj(x)]

x exp -

(3m/2_/_-w) [1/3 cos20 + sin20 {1/lSh(x)+ 2/3i(x)} + v/'6/9 cos 0 sin Oj(x)]

x exp [-(m2/2w)(1 - 3x)2)]

(3m/2v'_-wrw) [2/3cos20 + 1/9sin20 + 2vf6/9cosOsinOj(x)]

x - (28)

h(x)

j(x)

= 43/16 + m2/8w(1 - 3x) 2 + m'/16o.,2(1 - 3x)'

= 5/S + m2/Sw(1 - 3x) 2

= I/4 - rn2/4w(1 - 3x) 2. (29)

Moments U(n) and D(n) determined from the above distributions were used in Eqs. (24) and

(25) to obtain fits for experimental moments[15] of F_P(x) and F2"(x) derived from the CHIO
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muon data[16] and SLAC electron data[17] at Q2 = 22.5 GeV 2. A somewhat large value of Q2

was chosen to minimize target mass and higher twist effects that may be present in the data. The

ratios R"P(x) and A_P(z) do not app ear to show any appreciable Q2 dependence. The extension

of the tails of the distributions into the unphysical regions x < 0 and x > 1 was ignored for

purposes of computing the moments. The resulting small deviation from the Adler sum rule does

not appear to lead to noticeable discrepancies.

1 1

.1

.01

.001

.I

# = 23.3°

(n)

M2n(n)/G P_

I, I 1 I I

2 4 8 8 10

n

.01

.001

.0001 .0o01

_) =0 e

|

M2p(n)

M2n(n)/"__]

I I I I I

2 4 6 8 10

n

FIG. 3 The moments of the nucleon structure functions vs. n as fitted by Eqs. (24)

- (26) in conjunction with Eq. (29). Fitted moments at 0 = 0° and at a = 23.3 ° are

represented by the solid curves and are compared with data from[15].

The fitted moments were functions of two parameters - the mixing angle 0 and the scaling variable

s defined in Eq. (22). X 2 minimization was used to determine the best fit. The X _ function in

this case cannot be taken as an absolute indication of the quality of the fit due to the statistical

interdependence among the moments of F 2p and F 2'_. l:/i2 was used, rather, as a relative determi-

nant of merit, so that the quality of the fit as a function of 0 could be evaluated. The minimum

of X 2 occurs at 0 = 23.3 °, and a positive mixing angle is clearly preferred. Figure 3 compares the

best-obtainable predicted moments from Eqs. (24) and (25) for 0 = 0 ° and for O = 23.3 ° with
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the experimental moments. At 0 = 0 °, the fitted moments of F 2'* fall outside the error limits for

large n. With the inclusion of the 70 state in the wave function at a mixing angle of 23.3 cite,

a simultaneous fit to the moments of F 2p and F 2" appears more reasonable, although the fitted

moments of F 2'_ remain somewhat large for large n.

4 Conclusion

The simple model presented in this paper falls short of providing us with the ability to draw

precise numerical correspondences between nucleonic bound state properties and the structure

function data. The model does, however, address the crucial questions of Lorentz transformation

and momentum scaling that must be considered if such corespondences are ever to be drawn. The

approximate agreement between pO(x) and:Hwa's phenomenologically-determined vai0n distribu-

tion (see Figure 2) allows us to believe that some of the essential physics is being captured. The

value of the SU(6) 70 state mixing coefficien t obtained in this model via a simultaneous fit to

proton and neutron structure function moments is very close to the original value determined by

Le Yaouanc et al. This fact, together with the dependence of the form factors on the nucleon

spin wavefunction, lends credence to the idea that the observed behavior of R"P and A 7p can be

reliably interpreted as evidence of SU(6) mixing in the nucleon wavefunction.
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