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#### Abstract

In this report algorithms for direct volume rendering on parallel and vector processors are investigated. Volumes are transformed efficiently on parallel processors by dividing the data into slices and beams of voxels. Equal sized sets of slices along one axis are distributed to processors. Parallelism is achieved at two levels. Because each slice can be transformed independently of others, processors transform their assigned slices with no communication, thus providing maximum possible parallelism at the first level. Within each slice, consecutive beams are incrementally transformed using coherency in the transformation computation. Also, coherency across slices can be exploited to further enhance performance. This coherency yields the second level of parallelism through the use of the vector processing or pipelining. Other ongoing efforts include investigations into image reconstruction techniques, load balancing strategies and improving performance.


### 1.0 Introduction

Representation by spatial-occupancy enumeration methods allows a simple yet versatile method of generation and display of three-dimensional objects. The most common spatial enumeration is obtained when a solid is decomposed into identical cells called voxels and arranged in a fixed, regular, rectilinear grid. Curvilinear and unstructured grid decompositions also exist and are being increasingly used. To ascribe visual properties, spatial occupancy functions and colors are assigned to voxels. Binary voxel [Herman79] and variabledensity voxel techniques ([Drebin88], [Levoy88]) arise out of the use of binary and continuous spatial occupancy functions, respectively.

Several methods exist for the rendering of volumes. A class of these methods convert the voxel representation into surface and line primitives [Lorensen87]. However, methods of this class suffer from various disadvantages that mainly arise from the ambiguity of decision determining the exact position of the surface.

Direct methods have been developed to render volumes. These methods can be classified as object order or image order. Object order methods require the enumeration of all voxels of a solid and the determination of the affected pixel on a screen. Image order techniques,
on the other hand, determine all the voxels of a solid which affect a given pixel on the screen. Hybrid methods exist which rely on some intermediate representations. Levoy [Levoy 90a] has categorized and created a taxonomy of volume rendering methods. Westover [Westover90] employs the synonymous terms feed-forward and backward-feed for object and image order methods. We shall also employ these terms to classify volume rendering methods.

Feed-forward methods are also called projective methods. The viewing transformation matrix is applied to all voxels (enumerated in some order), thus providing an intermediate volume which is then projected to a two dimensional screen. Feed-forward methods are easy to implement and are comparatively inexpensive. However, such a direct application of the transformation matrix introduces artifacts in the image. Reconstruction or interpolation in three-dimensions can be performed to annul the effect of artifacts. Hanrahan proposed a method of decomposing the transformation matrix into a series of lower dimensional shears. Such a decomposition would allow for the easier supersampling operation along a single dimension [Hanrahan90]. Splatting [Westover90] is another technique employed to reduce the impact of artifacts in which each voxel is rendered as a group of pixels rather than a single pixel.

Backward-feed methods, which include ray-casting have been specifically developed for rendering volumes. The use of the template method [Yagel92] is one example of an efficient backward-feed method.

Hybrid Methods have been investigated ([Levoy90b], [Upson88]). In these methods the volumes are traversed in object or image order. The contribution of a set of voxels to a pixel is then computed in either image or object order.

Hidden volume elimination must be an integral part of the rendering methods and several standard methods used for hidden surface elimination can be employed fruitfully. Scanline methods have been used [Herman79]. However, Z-buffer and front-to-back [Reynolds87] and back-to-front [Frieder85] methods are more commonly used.

Shading is necessary for realistic images. Shading can be done in either object space or image space. Image space shading [Pommert89], also called deferred shading is comparatively inexpensive. Depth shading, gradient shading, context-grading shading are popular image shading methods [Yagel et al 92].

The sheer amount of data that arises even from a not too fine resolution volume representation is enormous. To reduce the total rendering time, several specialized hardware solutions have been proposed [Kaufman et al 90]. All these solutions suffer from a lack of generality. General purpose methods that can be executed on general purpose machines and specially on the increasing number of general purpose commercially available parallel processors.

Some implementations of volume rendering have recently been reported for a variety of parallel architectures. Some of them are specifically designed for experimental hardware such as the Princeton Engine [Schroder and Stol192] or DASH [Neih and Levoy92], while others are designed for commercially available massively parallel machines such as the

CM-2 ([Schroder and Salem91],[Schroder and Stoll92]), MasPar [Vezina et al92], Hypercube [Montani et al92], or nCube [Elvins 92].

Researchers also differ in the viewing algorithm they adopted. Several are based on feedbackward methods. In [Neih and Levoy92] and [Montani et al92] ray-casting [Levoy 88] is used, while in [Schroder and Stol192] our template-based ray-casting [Yagel and Kaufman92] was implemented. Some researchers ([Schroder and Salem91], [Vezina et al92]) have adopted a feed-forward method such as shear-and-composite [Hanrahan90] while others [Elvins 92] implemented rotate-and-splat [Westover 91]. We developed an algorithm that follows a feed-forward rotate-and-draw paradigm. Unlike previous work we uncover several inherent parallelism schemes and demonstrate superior speed and linear scalability.

In this work we present algorithms that are amenable to efficient implementation on parallel and vector processors. In section 2.0 we develop an efficient method to transform volumes and show that it is amenable to parallel implementation. Section 3.0 presents a parallel feed-forward renderer. The final section contains some concluding remarks.

### 2.0 Parallel Transformation of Volumes

A volume represented by a rectilinear grid can be embedded in the 3-dimensional Euclidean space. If the grid lines are regularly spaced in all dimensions then the voxels are cubes. We denote a object space grid point $v$ by a 4-tuple $\left[v_{x}, v_{y}, v_{z}, I\right]$ in the homogenous 4-D homogenous space XYZ1 of resolution N .

### 2.1 Decomposition of Volumes

A slice is the set of grid points having one coordinate the same. A $z$-slice at $k$, is therefore the set

$$
S_{z: k}=\{(x, y, z) / z=k, 0 \leq k<n, 0 \leq x, y<n\} .
$$

Thus, all voxel planes perpendicular to the $z$-axis are $z$-slices. Similarly we can define $x$ slices and $y$-slices.

We define a beam to be the set of grid points with two of the three coordinates being fixed. Thus a $x$-beam at $j, k$ is the set

$$
B_{x:(j, k)}=\{(x, y, z) / y=j, z=k, 0 \leq j, k<n, 0 \leq x<n\}
$$

In a similar way we define $y$-beams and $z$-beams. A $z$-slice at $k$ would therefore have $x$ beams parallel to the $x$-axis and $y$-beams parallel to the $y$-axis. Figure 1 shows the decomposition of a volume into beams and slices.

### 2.2 Spatial Order and Spatial Coherency

A voxel set can be thus divided into sets of beams and slices. There exists an inherent spatial ordering between consecutive slices determined by the viewing direction. Spatial ordering exists between beams in a slice and between voxels in a beam. The inherent spatial order of slices in a volume lends itself well to efficient hidden voxel elimination such as the back-to-front and front-to-back algorithms [Frieder85].

Spatial coherency exists between voxels in a beam and in a slice. This coherency stems from adjacency of grid points in object space. In the case of regular grids, grid points are separated from each other by a constant distance. This allows the efficient transformation of volumes through the use of constant incremental updates. The next section shows the use of regular spatial coherency to enhance computation performance.

$\mathrm{B}_{\mathrm{x}:(0,0)}$
FIGURE 1. Decomposition of volumes into slices and beams. $S_{z: 0}$ is the first slice of the volume, $B_{x:(0,0)}$ and $B_{y:(0,0)}$ are the first $x$ and $y$ beams in $S_{z: 0}$

### 2.3 Transformations of Volumes using Spatial Coherency

The word transformation here includes all viewing transforms, shape/position changing transformations, and inverse texture mapping transformations. All transformations are assumed to preserve the connectivity of grid points, grid resolution and grid spacing. A transformation of a volume consists of several matrix vector multiplies and is expressed by the matrix equation:

$$
\left[v_{x}^{\prime}, v_{y}^{\prime}, v_{z}^{\prime}, 1\right]=\left[v_{x}, v_{y}, v_{z}, 1\right] \cdot M
$$

where $v$ and $v$ ' represent the position of grid points in a 4-D object and image spaces respectively and M is the transformation matrix of order 4 :

$$
\left[\begin{array}{llll}
m_{00} & m_{10} & m_{20} & 0 \\
m_{01} & m_{11} & m_{21} & 0 \\
m_{02} & m_{12} & m_{22} & 0 \\
m_{03} & m_{13} & m_{23} & 1
\end{array}\right]
$$

Application of the above multiplication to a data set of $\mathrm{N}^{3}$ voxels requires a total of $16 \mathrm{~N}^{3}$ floating point multiplications and $I 2 N^{3}$ floating point additions. However, by using spatial coherency the number of operations and hence rendering time can be greatly reduced. It will be shown that a volume of resolution $\mathrm{N}^{3}$ can be transformed with only $3 \mathrm{~N}^{3}$ additions.

Suppose $u$ and $v$ are two adjacent grid points along x -beam at $B_{x:(j, k)}$ with $v$ being enumerated after $u$, that is:

$$
v_{x}=u_{x}+1, v_{y}=u_{y}=j, v_{z}=u_{z}=k
$$

After the transformation let $u^{\prime}$ and $v^{\prime}$ be the positions of the grid points $u, v$. The transformed point $v^{\prime}$ is first expressed in terms of $v$. In addition it true that

$$
\left[v_{x}^{\prime}, v_{y}^{\prime}, v_{z}^{\prime}, 1\right]=\left[u_{x}+1, u_{y}, u_{z}, 1\right] \cdot M
$$

Through simple algebra we can express the above product as the sum of two vectors. The right most vector is the first column of the transformation matrix:

$$
\left[v_{x}^{\prime}, v_{y}^{\prime}, v_{z}^{\prime}, 1\right]=\left[u_{x}, u_{y}, u_{z}, 1\right] \cdot M+\left[m_{00}, m_{10}, m_{20}, 0\right]
$$

Finally,

$$
\left[v_{x}^{\prime}, v_{y}^{\prime}, v_{z}^{\prime}, 1\right]=\left[u_{x}^{\prime}, u_{y}^{\prime}, u_{z}^{\prime}, 1\right]+\left[m_{00}, m_{10}, m_{20}, 0\right]
$$

Each incremental update requires 3 additions. To begin the incremental process we need one matrix vector multiplication ( 16 multiplications and 12 additions) to compute the updated position of the first grid point. For the remaining $\mathrm{N}^{3}$ grid points we need a total of only $3 \mathrm{~N}^{3}$ additions. It should be noted that using the above approach we have both reduced the number of operations and also eliminated the need for floating point multiplications, which are more expensive than floating point additions.

### 2.4 The Vector Nature of Incremental Updates

It is not necessary that the same incremental scheme be used to transform the entire volume. The incremental computation can be organized into several phases. Each phase consists of updates in a particular direction. Figure 2 shows a particular scheme of incremental computation which has been implemented.

The incremental scheme can be divided into four phases

- Seed Phase:

In this phase, a single grid point (usually the lowest point of the grid of the first slice k ) is transformed through the use of a matrix vector multiply. This grid point forms the seed for consequent updates.

- Vertical Beam Phase

Incremental computation is used to transform an entire beam. The first vertical beam, $\mathrm{B}_{\mathrm{y}:(0, \mathrm{k})}$ is updated using the seed. As shown in the previous section, the second column of the transformation matrix M is added to a previously enumerated grid point. The updates here are of a scalar nature.


FIGURE 2. The four phases of incremental updates: (a) seed phase (b) vertical beam phase (c) horizontal beam phase (d) slice phase.

## - Horizontal Beam Phase

In the third phase beams $\mathrm{B}_{\mathrm{x}:(\mathrm{j}, \mathrm{k})}, 0<\mathrm{j}<\mathrm{n}$ are updated. Beam $\mathrm{B}_{\mathrm{y}:(\mathrm{j}, \mathrm{k})}$ is used to update beam $\mathrm{B}_{\mathrm{y}:(\mathrm{j}+1, \mathrm{k}) \text {. The first column of matrix } \mathrm{M} \text { is used for incremental updates, since the }}$ enumeration is along the x -axis. If each beam is considered to be a vector of length N , then the updates in this phase are essentially vector additions. A processor with vector capabilities can exploit the vector nature of the updates. At the end of this phase, slice $S_{z: k 0}$ is completely transformed.

## - Slice phase

Updated slice $S_{z: k}$ is used to incrementally update the next slice $S_{z: k+1}$. The third column of M is used for updates in this phase (since the enumeration is along the z-direction). Once again the updates are essentially vector additions, except that the length of the vectors is $\mathrm{N}^{2}$.

In summary, we have reduced the projection process from a set of matrix vector multiplication into a sequence of vector additions. The same scheme can be implemented for any other order of the axes, as commonly required by a back-to-front algorithm.

### 2.5 Parallel Transformation of Volumes

The decomposition of volumes into beams and slices and the use of incremental computation allows for an efficient parallel implementations. There exist two levels of parallelism to be exploited.

Slices can be processed independently by different processors without the need for any communication between processors. This is the first level of parallelism. Next, each processor can process its slices by incrementally updating the beams as shown in the previous section, thus exploiting the second level of parallelism. If a processor is assigned multiple slices, the coherency between different slices can also be exploited. If individual processors have either vector processing capabilities or pipelined functional units, the performance is even better as explained in section 2.4.

It is important to observe that all voxels including empty ones are transformed. Thus, medium to very dense volumes would benefit most from such a brute-force approach. Figure 3 shows schematically a parallel/vector implementation of transformations.


FIGURE 3. Transformation of Volumes on Parallel/Vector Processors

### 3.0 Parallel Feed-Forward Volume Rendering

The feed-forward algorithm for volume rendering implements the classical graphics pipeline for rendering which consists of the following stages:

- Creation of a viewing transformation from the viewing parameters.
- Transformation of the volume by the view matrix.
- Hidden voxel elimination to determine visible voxels.
- Display of the visible voxels by assigning colors to the appropriate screen-pixels.

In this section we report on a feed-forward renderer which allows the orthographic viewing of volume data using the ideas developed in section 2.0.

### 3.1 Parallel Implementation

The functional parallelism paradigm has been used to implement the graphics pipeline on parallel machines (or ensembles) where each part of the graphics pipeline is executed by a separate active process. An alternative way is to use the single-program-multiple-data (SPMD) model of parallelism, where each process executes the same code. The SPMD model allows a better utilization of the parallel ensemble of processors. We implemented our renders in this paradigm. Each active process is either assigned to processors deterministically or is assigned to the first available processor by the operating system.
procedure feed_forward
Construct viewing matrix M
Read subset of slices $S_{z: k}, k=k_{0}, \ldots, k_{1}$
for slices $S_{z: k}, k=k_{0}, \ldots, k_{1} d o$
$\mathrm{B}_{\mathrm{y}:(0, \mathrm{k})}[0]=[0,0, \mathrm{k}] \mathrm{M} \quad / *$ seed phase */
for $\mathrm{i}=1$ to $\mathrm{N}-1$ do $\quad / *$ vertical beam phase */
$\mathrm{B}_{\mathrm{y}:(0, \mathrm{k})}[\mathrm{i}]=\mathrm{B}_{\mathrm{y}:(0, \mathrm{k})}[\mathrm{i}-1]+\left[\mathrm{m}_{01}, \mathrm{~m}_{11}, \mathrm{~m}_{21}\right]$
endfor
Draw $\mathrm{B}_{\mathrm{y}:(0, \mathrm{k})}$ on local image $\mathrm{I}_{\mathrm{p}}$
for $\mathrm{i}=1$ to N -1do /* horizontal beam phase */
for $\mathrm{j}=0$ to N -1do

$$
\mathrm{B}_{\mathrm{x}:(\mathrm{i}, \mathrm{k})}[\mathrm{j}]=\mathrm{B}_{\mathrm{x}:(\mathrm{i}-1, \mathrm{k})}[\mathrm{j}]+\left[\mathrm{m}_{00}, \mathrm{~m}_{10}, \mathrm{~m}_{20}\right]
$$

endfor
Draw $\mathrm{B}_{\mathrm{x}(\mathrm{j}, \mathrm{k})}[0 \ldots \mathrm{~N}-1]$ on $\mathrm{I}_{\mathrm{p}}$
endfor
endfor
Compose $\mathrm{I}_{\mathrm{p}}$ with final image $\mathrm{I}_{\mathrm{f}}$
end procedure feed forward.
FIGURE 4. The feed forward algorithm employing parallelism and beam-coherency.

Each processor executes the graphics pipeline on the subset of slices assigned to it. The subset is transformed, and an image is created by each processor independently after performing hidden volume elimination on the set of assigned slices. Ideally all processors should be given equal number of slices to process. An equal distribution of slices would lead to a highly load-balanced operation, wherein all processors perform the same amount of work. However it is not always possible on all machines to explicitly assign the slices to processors. For instance, on the CRAY/Y-MP, parallel execution is based on the creation of processes and their allocation to processors, and the user has no control over the assignment of slices to processors.

The methods of section 2.0 are most efficient on parallel processors with vector nodes. Implementations on commercial machines like the CRAY/Y-MP, IBM Power Visualization System (PVS), Intel iPSC/2 (with vector nodes) perform significantly faster.

Each processor creates a local image which are then combined to obtain the final image. A local image can be created by employing the Z-buffer hidden voxel elimination or the back-to-front compositing methods. The actual method of combining depends on the viewing chosen and the interconnection network of the parallel ensemble. Shading is currently done in the image space on the combined image, by a single processor.

The algorithm in Figure 4 is executed on each processor of a parallel ensemble. We assume that the viewing matrix M is of order 4 and that beam B is an array of N triples (where the volume resolution is $\mathrm{N}^{3}$ ). The subscripts for B describe the type and location of the beam.

In the above algorithm only three of the four incremental computation phases described in section two are implemented. The slice phase is not used This is the most general implementation which would work even when each processor is given one slice. In each z-slice, a seed is first found, then the first vertical beam is updated, and finally, after the horizontal beam phase, the entire slice is updated. The horizontal beam phase updates are executed in the vector mode. This version of the renderer is implemented on the CRAY/Y-MP and the Silicon Graphics.
In the above the algorithm, Draw performs hidden volume elimination. Currently we employ a Z-buffer algorithm towards this purpose. Shade implements currently depth shading and depth gradient shading.

### 3.2 Salient Features of the Parallel Feed Forward Approach

- Volume data is distributed only once to all processors.
- Changes in viewing parameters does not cause any movement of data between processors.
- Each processor is assigned equal number of slices to process if possible.
- All voxels are transformed, including the empty ones. This is done so that the computing pipeline in vector processors is never interrupted.
- The amount of data transferred between processors is of $\mathrm{O}\left(\mathrm{N}^{2}\right)$. Communication occurs only when the parallel architecture supports a memory hierarchy of local and shared memories. Communication is required in the compositing phase.
- Although Z-buffer algorithms can be used, it is preferable to employ back-to-front or front-to-back algorithms. The reason for this preference is the use of the brute force strategy that, as above, keeps the pipeline busy.


### 3.3 Example Implementations

### 3.3.1 CRAY/Y-MP

The first algorithm feed forward (with no slice coherency) was implemented on the CRAY/Y-MP. On the Y-MP the multitasking facility called microtasking was employed to obtain concurrency at the slice level.

The outer loop in the above algorithm is divided into as many tasks or processes as the number slices. Each process would then be executed by an available processor. The immediate outcome of this strategy is that the program has no control over which slice will be assigned to which processor. Therefore, there is no way to exploit slice coherency but only beam coherency. To increase the granularity of the tasks, loop unrolling can be done. An immediate benefit from this would be the reduction in synchronization overhead and the exploitation of concurrency across slices. Loop unrolling has not been implemented yet.

The vector facilities of the Y-MP are used to achieve concurrency at the beam level. Hidden volume elimination was achieved through the use of a common Z-buffer, and depth shading was done on the final image by a single processor. Table 1 lists the transformation times for volumes of different sizes. It is noted that the incremental update algorithm scales well with the volume size.

Table 1. Transformation Time on a CRAY/Y-MP (8 processors)

| $\mathbf{N}$ | Time <br> (sec.) |
| :--- | :--- |
| 64 | 0.089 |
| 128 | 0.175 |
| 256 | 0.696 |
| 512 | 5.27 |



### 3.3.2 Silicon Graphics Workstation

sem

The implementation of the forward rendered on a multi-processor Silicon Graphics is actually a slightly diferrent from the CRAY implementations. The distribution of slices is explicit which allows us to assign consecutive slices to each processor and employ slicecoherrency. However, since there is no local memory, all processors access one Z-buffer and the data is not distributed a-priori, like in the CRAY implementation. In addition, since the Silicon Graphics Workstation does not have vector processing capabilities,
speedup is gained only because we have eliminated multiplication and not because we compute in a vector mode. Table 3.0 contains the transformation times.

Transformation Times for SGI workstation for different ensembles

| $\mathbf{N}$ | $\mathbf{P}=\mathbf{1}$ | $\mathbf{P}=\mathbf{2}$ | $\mathbf{P}=\mathbf{4}$ |
| :--- | :--- | :--- | :--- |
| 64 | 0.32 | 0.46 | 0.76 |
| 128 | 6.14 | 3.12 | 1.77 |
| 256 | 45.68 | 25.19 | 12.57 |
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