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By Hans Ekstein and Stanley Siegel
SUMMARY

In the accurate determination of lattice parameters by the Debye-
Scherrer Method, a sharp line is desirsble. It is shown that the spectral
width of the characteristic radiation is the limiting factor when, by
suitable experimental technique, the gecmetric—line width has been suffi-
ciently reduced. This residual’line width is of the order of one—quarter
of the distance between the two components of the Xo doublet. The in—
tensity distribution in the line was calculsted for the case of suffi-
ciently large perfect crystal grains, negligible geometric width, and uni-
form angular distribution of crystal grains. As the tube and object are
usually immobile in stress measurements, the case of uniform distribution
is only approximated when the crystal—-grain size is sufficiently small.
Otherwise, the actual intensity distribution is a jagged curve, which
mekes accurate meagsurements impossible.

Ixperiments were performed with copper radiation on zinc samples.
The Braegg angle in thie case was 87.53° so that the geometric—line width
could be made small in comparison with the spectral—line width. FPhoto-
graphs taken with samples of different crystal—-grain sizes show the tran—
sltion from the jagged to the theoretical, smooth inténsity curve.

Even when the crystal—-grain orientation is perfectly uniform, the
recording of the intensity distribution will entail errors. ZErrors due
to irregular fluctuations of film density are determined for subjective
and objective measurements of the line center.

INTRODUCTION

In attempting to improve the precision of X-ray diffraction measure—
ments, the first difficulties were due to the two obvious facts which
distinguish X-rays from opticel rays: namely, that no lenses exist for
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X-rays end that there is some penetration of X-rays into the specimen eo
that the location of the object is somewhat indeterminate. ILimitations
of eccuracy by these facts, which will be called the geometrical factors,
have been dlscussed thoroughly in the. literature, and great progress in
improved apparatus and calculating methods has been made in order to over-
come thege limitations. (See réferences 1 to 4.) To the extent to which
the refinementg eliminate errors of a geometrical nature, other sources of
arrop, hardly discussed thue Tar, become important. The following discue-
sion treats what gseems to be -the nqxt obstacle to be overcome in the grad-
nal improvement of accuracy, with particular emphasis on the application
of lattice distance measurements to stresn determinations.

Cne source of error iz found in the physical nature of the specimen.
If the crystal grains are not perfectly periodical arrays of atoms, the
accuracy of meagurement is limited by the amount of periodicity. Too
small grain slze is known to broaden lines, thereby reducing the sharpness
of the diffraction lines. Finally, even if sach crystal grain may be con-
sidered perfect, the strain in a polycrystalline sample under stress will
be nonhomogeneoua so that a whole range of lattice parameters will be ob-
served in any single measuvement, ' In this veport, all errors of this na-
ture will be disregarded and attention will be centered upon the errors
inherent in the measuring method itgelf. Thue it will bPe assumed for
“this purpose that all individmal crystal grains are perfect; that is, of
~ sufficient gize, perfectly periodic, and of identical structure,

This investigation, conducted at the Armour Research Eoundntlon, was
sponqored by and conducted with the financial assistance of the National
Advigory Committee for Aeronautics.

THEORETTICATL CONSIDERATIONS

For accurate measgurement of the line position, a sharp line is desir-
able. Dilsregarding the geometrical factors, the narrowness of the dif-
fraction line ig limited by the spectral impurity of the primary charac-
terigtic radiation. Although in most experiments the width is determined
by the geometrical factors, the lines with glancing angles close to 90°
owe their width predominantly to the spectrsl impurity, when the geometri-
cal factors are as favorable as ig presently feasible as will be shown in
the following discussion, But it is precisely this region of back reflection
where the line position is most gensitive to small changes of lattice param-
eteras. It becomes necessary therefore to investigate this spectral width.

Suppose that a randomly distributed mesge of perfect crystals is used
~and that the divergence, beam width, and depth of penetration are negligi -
ble, A Debye-Scherrer line would have a width corresponding to the range
of wavelengths in the primary beam,

To each wave length A\, there corresponds on the X-ray photograph an

angle ¢ = 20 given by
A =24 sin ¢ /2 (1)
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where the order number n is considered to be included in the effective
lattice spacing d. The intensity of a spectral line is given by

A

I(N) = (2)

b=

X w 2+(E
(* = 2o} i (i)
where Ao is the wavelength corresponding to the maximum intensity,

W, is the width of the line (fig. l), and A 1is a censtant.

Now, define an angle #,/2 so that

Ao = 24 sin ¢o/2 (3)

By use of equations (1) to (3) and substitution into equation (2),
there is obtained for the intensity diffracted by all crystals

I1(e) = - F(9) ” ()

= ! o / ‘o
2)° (ein 9/2 — sin 6c/2)% + (¥
(24)" (ein 9/2 — sin 0./2)° + &2/

where the function F(¢) depends on the intensity of the primary beam and

the number of crystals which are oriented so as to reflect at a definite
angle ¢ if excited by the proper wavelength.

Dividing through by (24)% and using equation (3) yields
B'(¢)
2 i fo\2
(sin ¢/2 — gin 0,/2)" + (3 §£‘—39/—2->
* CRER

(%) = (5)

If ¢ is not too close to 180° and the line is not too broad, there
can be substituted

sin ¢/2 — sin ¢9/2 = 49/2 cos /2 (6)

Thereby equation (5) becomes

B(4¢)
7 e

(A¢)2 + Q%% tan.¢o/2)

(e » (7)

where B(9) is again a function of the crystal distribution.
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The function B(¢) expresses the accidental orientation of crystal
grains with respect to the primary beam. As the function is of statigti-
cal nature and entirely wnknown in every particular case, a measured in-
tensity distribution I'(d) cannot be used to determine the sngle b,
and thereby the lattice parameter d. In ordinary lattice-constant meags-
urements, this difficulty is usually overcome by rotating or oscillating
the sample about an axis normal to the primary beam, thereby causing thre
crystal grains to assumse successively an infinite number of orientations
with respect to the beam. In this way, the statistical function B(9)
is "averaged out"™ so that it becomes practically a constant over the dif-
fraction line. The particular difficulty of strese measurements is that,
for obvious mechanical reasons, 1t is usually impossible to rotate the
specimen or - which has ths same effect - oscillate the ‘X-ray tube. T%
1s possible, however, to obtain some emoothing of the erratic distribution
function by rotating the recording film about the primary beam as an axis,
and this is the usual procedure. Nevertheless, it is not easy to obtain
smooth intensity dietributions in this vay. It is shown in the section
on Experimental Work that the line will have a smooth intensity distrib-
tion only under particularly favorable circiumstances. Otherwise, high
resolution of details, which is neceseary for extreme precision measure-
ments, exhibits the erratic structure of the line. TF nonphotographic
means of intensity measurement are used; that is, lonization chambers or
Gelger-Mueller counters, the situation is even worse, because the smooth-
ing effect of the rotation cannot be used.

One limitation of the accuracy of* stress measurements is thus
glven by the statistics of crystal-grain orientation. If the number
of crystals "viewed" by the primary beam is small, the function  B(¢)
will be erratic.

The ideal case occurs when the crystal orientation is statistically
uniform; that is, practically, when a very larse number of crystals con-
tribute to the formation of the diffraction line. In this case B(p)
and B'(p) . are practicelly constant over the line width, and equations
(5) and (7) become -

! o
() = : (52)
3 2, /w sin ¢ \2
8S1r 2 L s 2 -
(sin ¢/ c4Jf1‘1>o/)‘f.\g---—~v9?\0/J
and
($) = = (72)
2 w \ 2
(Ab)* + [ X tan 0o/2 )
Mo /

vhere B andi B' are now constants. This case of "perfect statistics"
will be considered in the following discussion.
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5J-Comparisonfﬁetween equations (7a) and (2) shows that the form of the
Debye—Scherrer line is the same as that of the spectral line and that

W o= %E tan <%§> (&)

is the angular width of the Debye-Scherrer line. Equation (8) expresses
the well-known fact that the dispeision increases proportionally with
tan 6.

If the intensity curve given by equation (7a) could be recorded in a
perfectly exact manner, the position of the meximum intensity 9o could
be determined with any degree of precision, and the lattice spacing could
be calenlated by equation (3). Actually, the gramular structure of the
photographic film makes the rscorded intensity curve deviate from the
form of equation (7a). Further errors sre of subjective nature if “the
evaluation ig visual or are due to the amplifier or curve~tracing mechan—
ism if a microphotometer is used.

" Similar sources of errcr appear when ionization chambers or Geiger—
Mueller counters are vsed with very narrow slits. Even then, these instru—
ments will hardly be usged for high-nrecision measurements of this nature,
because of their inability to average crystal positions by rotation. The
determination of ¢o will therefore be possible only within a finite error
L

Let

be the relative error of the measurement of the maximum of a curve with
width W. By logarithmic differentiation of equation (3),

O = %% + 8(00/2) cot (0o/2) j (10)

For the absolute magnitude of the relative error %%- of the lat—

tice spacing, there isg obtained

1%?! =~§6(¢0/2) cot (¢o/2)§ (10=2)

which with equations (9) and (8) gives
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According to Compton énd]Allis@n (reference 5), the widths of two
representative X—ray lines are as follows:

L% ey
Cu Kay 1537.4 0.58 3,7 % 107
Co Koz 17892 9y 5.3 x 16 '

é_fand the ord T of magnitude of w/Ao 1is the same for most X-ray llnus
,Thus, tnp relatlve error in lattice spacing is roughly

ally P e g Lt " b ond iR .

What accuracy then may te expscted for a photographic determination

e 08 MOSt measurements reported in the literature weie made by visual

—evaluatlon. Subjective as well ag objective evaluations of the precision

. reported’ in the section on Experimental Work have shown that it is posei-
“* ble to detérmine the poolt*on of maximum intensity with an uncertainty of
201 /16 ed 1/30 the line width. This value is subjJect to some variation de~

pendent upon the angle of diffraction and the film-to-specimen distance,

Iof2 Y
r = — for steel
12
)
r=s — for zinc
30

are asgumed in acrﬁ’dahce with the section on Expevilen+al Woark, equation (12)

leads to a relative error

ad : —

7; =G R for stesl
: -5 s et
%% sl R 110 for zinc

In fact, the highest accuracy.claimed in the literature is about
6d
d . ' % : -
congidered, this claim would seem optimistic.  The experimental measure~—
ments, however, use several lines and several separate pictures, so that

=2 X lO . Inasmuch as no geometrical and statistical errors wers
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the relative error may be slightly decreased by the number of measurements.

Tt is concluded that the claimed accuracy of %g =00 seems

optimigtic, but just possible if all errors, except those due to the
photographic film, are disregarded. The comparison between the error due
golely to spectral-line width (in connection with film grain), on the one
hand, and the error reported in the literature, on the other hand, shows
that the limit in eliminating error sources other than the spectral-line
width has already been reached. This Jjustifies the faillure to discuss
error sources of geometric nature. It is somewhat surprising that the
spectral-line width turns out to be the limiting factor for an Increase
of accuracy, for most papers on the subject treat only the geometric
factors.

In order to uge the preceding results to make any inferences as to
the limits of accuracy of stress measurements, the ideal case must be
considered where the stressed crystal graing would still remain perfect
diffractors, where the geometric conditions are perfect, and where the
gstatistical distribution is uniform. Under these conditions, the limit
of accuracy is given by the uncertainty of the photographic determination
of the maximum intensity of the Debye-Scherrer lines.

For a picture taken by back reflection from the sample surface, the
sum of the principal stresses o, + 02 in the plane of the surface is
given by

<=

L AG
Og = 0y + Op = %%— (13&)
where E is Young's modulus, V Poisson's ratio, and Ad the change of
lattice spacing due to stress. For almost grazing incidence,

A4 .
og =E 3 (13Db)

The error of stress measurement dve to an error 8(Ad), or which is the
pame, /264 (reference 6), is then

Il s T g
and.
N (sl e
i )
acG = E T 2 (14D)

for back and grazing incidence, respectively.
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By use of equaticn (12}, there is obtained

PO ol -'4 . L
dop = g-r Lhcages , (152)
and
. —a : i
86 = Er &k x 10. V2 ¥ (15b)
respectively.

The values of E and V for steel and zinc are listed as repre—
sentative examples:

Poisson's ratio, V Young's modulus, B
__(psi)
Steel . 0.3 28 x 10°
Zine . | 3 33 %,10°

With these values, the stress srror becomes -

. (52,600 r psi for steel
top 2{

(16a)
24,400 r pei for zinc
for back reflection and
715,800 r psi for steel
sog =< .
\ 7,320 r pei for zinc (16b)

for almost grazing incidence.

Grazing incidence should be eliminated for accurate measurements
because the beam impinges on too large a portion and focusing is impossi--
ble. Choose for typical experimental arrangements, cobalt radiation for
steel, copper radiation for zinc, and = S—centimeter film-to—specimen
distance. Frcm the measurements reported in the section on Experimenteal

1

Work and by using r = - ] for zinc and, by interpolation, r = is

30

steel, there is obtained

for

4380 psi for steel
Bop = (172)
L 810 psi for zinc
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Thece accuracies coincide with the accuracy reported in most
publications,  Occasionally, accuracies-as high as 2000 psi are claimed
Loy .steel, but, in view of all aosumpt*ons made in arrlv*ng at"
equation (17a), such claims seem hardly reaoonaole.

The dlfficultieo of 1mproving the accuracy ‘are - illustrated i
figure 2, Thie figure shows the two intensity distribution curves for
tho unstressed and stressed (2800 pui) steel with a film-~to-specimen

istance of 5 centimeters, The curves are calculated according to
equation (5a), that is, for ideal geometry and ideally uniform crystal
orientation, If nothing but the finite grain 'size of the film is added,
1t becomes apparent that a visual or photometric differentiation between
the two curves of filgure 2 is hardly possible.- S s .

It is concluded that the limit of accuracy is Aiven essentlallv by
‘the svectral—line width and the uncertainty of determination of the
center of the Debye-Scherrer line. With respect to geametric iactors,
the limit evidently has already been reached, or in other words,
remaining geometrical errors are already reduced, in.the present
technigue, to at least the same order of magnitude as the error due to
the spec¢tral-line width.

EXPERIMENTAL WORK

According to equation (12), the relative uncerteinty in the lattice
spacing is approximately L X 1% r, where » 1s the uncertainty of
measurement of the diffraction-line center, The accuracy with which =
can be determined will depend on two factors, the statistical arrangement
of the crystal grains in the sample and the quality of the film,

Uncertainty of Measurement Due to the Statistical Fluctuations

of Crystal Orientation

A study of the effects of the semple statistics on the diffraction
line requires: ;

i. A Debye-Scherrer line wide in comparison with the geometrical
width so that the geometrical factors are neéligible

2. A 1ine wide in comparison with the. film grain size so that
irregularities of the film density may be. disregarded

3., large crystallites and nearly perfect

1Tt is tyue that a somewhat stringent definition is used here for
the "error," namely, three times the stendard deviation; whereas other
authors may mean the standard deviation,
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In order to meet requirements 1 and 2, high dispersion is necessary;
that s, a Bragg angle 6 near 90° is required, which calls for an unus—
nal combination of wavelength and lattice parameter. A study of a number
of metals showed that zinc will produce a reflection at 87.53° with
Cu Kay vrediation. With lattice constants ag = 2.6595 A" and

Co = 4.9368 4, for a 213 plane, is obtained
d = 0.76950 A

This plane gives a reasonably strong reflection. The choice of zinc is
fortunate, too, in that its annealing temperature is quite low and large,
perfect crystal grains masy be easily produced. Condition 3 may thus be
fulfilied with little difficulty.

The geometry of the film and collimator gystem must be so chosen that
conditions 1 and 2 are fulfilled. According to equation (8), the width W
of the Debye-Scherrer line at the Bragg angle ¢0/2, and for the wave-—
length Ao, is given by

w
W= 2 = tan 95/2
f 7\0 O/

With the following constants,

0.00058 x 10" centimeter

W=
T Y L i
¢,/2 = 87.53°

there is obtained
W = 0.0174 radisn

This spectral width should be several times larger than the geometrical
width so that the effects of the geometrical width will be negligible.

With collimating pinholes 0.051 centimeter in dismeter and gpaced
7.62 centimeters, the maximum angular divergence of the incident beam is
0.013 radian. In the conventional back-reflection technique used in
these experiments, the emergent pinhole collimator is almost at the sur—
face of the film, and the effective beam source is 3.8 centimeters in
back of the film. Thus, by increasing the distance between the film and
specimen, a geometrical focusing condition is more nearly realized. On
the other hand, the width of the line on the film, caused by the spectral
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dispersion, will increase as the film-to-specimen distance increcases.
Thus, if a film—to-specimen distance of 15 centimeters is chosen, the
gpectral width of the line on the film is 2.64 millimeters; whereas the
geometrical width of the line is approximately 0.5 millimeter. The gpec—
tral width is, accordingly, about five times that of the geometrical
width and conditions 1 and 2 are fulfilled.

- Experimentel technique.— The X-ray unit is a commercial type with a
voltags range of 30 to 50 kilovolts and a corresponding tubz current
range of 25 to 16 milliamperes. The back—reflecticn camers is of a con-—
ventional type with the film cassettc mounted normal to a shaft contain—
ing the collimator system. The shaft may be rotated by & smsll motor,
The cassette ig designed to accommodate reflections up to 89° using a
film—-to-specimen distance of 15 centimeters. The sample holder is so
designed that the sample may be roteted in a plene normal to the beam.
Radiation filtered with nickel foil is used throughout the experiuments.

According to equation (7a) diffrazction line is expescted to be
smooth and continuous only if the numuer and the statistical distribution
of the crystel grains ars correct. In order to observe the influence of
grain size upon the smoothness .of the diffraction line, three samples
were prepared in the following mamer:

§3§Q}e A.~ A rod of very pure zinc exhibiting large crystals was

filed in order to prepare a flat surface. The surface was left in this
condition and photographed. '

Sample B.-- A piece of flat cold-rolled zinc was polished, annealed,

and etohcd.

Sxmo;e 6 o= Annealed zinc dust was separated into a fraction of small

uniforu havu*cle

Diffraction lines with Bragg =ngles of the order of 65° to 69% were
chosen as reference lines from which the film-to-specimen distance D
could be calculated. This choice is justifiecd becsuse these lines are
not too gensitive to structural changes, and the D value so obtained is
good enough for comparative purposes. .

Digcussion of photographs.-- 4 diffraction patiern of sample A is
shown in figure 3. The exposure time is 6 hours and only the film has
been rotated. The 213 reflection shows considerable structure, being
composed of meny sharp maximums. Figure 4 is a diffraction pattern of
semple B; the exposure time is 5 hours and only the film has been rotated.
Subsequent diffraction patterns of various regions of samples A and B
show a variety of line structures; one to five sharp meximums and wany
weak maximums may be superimposed upon an apparently continuous back-—
ground.
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In order to improve. the statistics,:the sample must be. rotated about
en sxia normal o the beam. In general; for stress:measurements, this is
not feasible -because of fiechanical:reasong. However, if an attempt s
made to "average' -the reflection by rotating, say, sample B about.its axis
coincident with the X-ray beam, figure 5 results.:In:thig: figure the film-
to-gpecimen digtance has been reduced to 10 ecentimetérs. .The.line:is.
made up of concentric swirls caused by large grains rotating in the beam
and reflecting over a small angular range. of rotation. If the:sample is
rotated off~center so that different regions. of the sample are in a posi-
tion to.iiffract the line.shows a crossnatch of structure.

Tf the specimen 1s to remain stationary, a smooth continuous dlffrac-
tion line will be obtained only if the number and orientation of the
crystal.gralng are correct. Sample C.was prepared for that reason. Zinc.
dust was mixed with bromoform and a fine uniform fraction was allowed to

ettle on & plate. A G-hour photograph obtained by rotating the film. |
only is showm in figure 6. Generally, the line is qulte uniform although
a sllght amount of structure ig- observed.

; The 1ntonsn+y dlst 1bu+1onq of the diffraction petterns shown in ..
figuxes 7, 8, and 9 were prepax red from micpophotameter tracings of .fig-
ures 3, 4, and 6, respectively. The experimental curves are compared
with the ourve obtaincd from equation (5a) that is valid for uniform dis-
tribution, - Although sample C showed slight structure near one edge of
the . liue, thls structure has been disregarded in producing figure 9. The
experimental and theoretical curves are not given on an absolute scale
but have been matched by adjusting one point on the intensity scale for
each experlmental curve., The agreement between the experimental and the-
oretical curves of figure 9 (very small grains) is quite good and the
agymmetry of the diffraction line is very apparent. Thus, when the crys-
tal grains are.large, the fluctuation of the angular distribution_of
crystals is so large that B(¢®) cannot be considered a constant; rather
B(o) w1ll be irregularly jagged

U@certainfyzof Measurément Due’to.the,Photographic_Filﬁ

It has been shown that the diffraction line necesqarijy has a mini-
mum width. The gquestion is: How accurately can.the center of this line
be measurod "if all other conditlons are perfect? :

Although the usual méashrements of thig type are visuwal, the uncer-
tainties of subjective_evaluations have already led some authors to ob-
jective measurements. (See refervence 7.) The precision of both nethods

is discussed in the following sections. The standard deviation ¢ is.deter-

minedin both methods, In a normal distribution of errors, the frequency of
errors outside the range %30 is very small; the nunber of observations
beyond thig limit will be only less than 1 percent of the total number of
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-
w

observations. Hence, with the expectation that practically all measure—
mente of the line center will fall within the range 30, the relative
uncertainty of the line measurement becomes

"
]
<

Subjective Precision.— A sharp and e broad line, both cbizined by
rotation of the sample, were chosen for this meagurement. The center of
each line was measured by four cbservers using e comparator with cross
hairs. Each line was magnified sufficiently to be suitably convenient
for all observers. The data of each observer were averaged. From these
average values a new average was detexmined from which the standard devia—
tion was calculated, The results may be tabulated as follows:

Table I
Do ' W i
; (cm) (em) -
Sharp line 0.00075 0.015 147
Broad line .00074 LT X/35

where D is the distance between the film and specimen. Obviously, the
number of measurements is so small that no exaggerated weight should be
attached to these numbers. Furthermore, the film quality, time of expo—
sure, and film—development conditions may change these results. Never—
theless, the increased accuracy for broader lines seems to be a fact.

This is also in agreement with what would be expected theoretically.
Indeed, if the line width is of the order of one grain or cluster of
grains, the ratio r will be of the order 1. If, on the other hand, the
line width is very large in comparison with the "quasi period" of the
fluctuations of density, the uncertainty of the maximum will be relatively
small so that r ghould decrease.

Interpolation bstween the two values given in table I for the case
of the 310 reflection of iron by Co Ka; radlation, using the usual film-
to—-specimen distance of 5 centimeters, givea

F__j 1
o
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vhich may be taken as a repres entative value for the ou.'bjective accuracy
if 2ll reservetiong previously made are remembered.

Objective precision.- The obJjective studies were performed by deter-
mining the median of the microphotometer tracing of a line. In obgerving
the film, the field of view will show grain clusters, film defects,
gcratches, dust, and so forth. The eye automatically decides which of
these are spurious and mentally subtracts them from the field of view.

A linit of accuracy is reached, however, because the eye is unable to dis-
tinguish betwoen two regiong of the filim which are slightly differcnt in
dengity. On the other hand, the microphotometer-will record any spurious
fluctuations of density which the eye disregarded, but for broad lines
thege fluctuations will be averaged out. Therefore, the objective method
may be expected to be superior for wide lines. For this reason, broader
lines were chosen to be evaluated by the microphotometer.

A fine capillary of glass was filled with zinc dust and rotated in
the X-ray beam so that perfect statistics would be guaranteed. The - 213
reflection wag recorded on filmg of different grain size, one coarse and
the other finer grained. A sharper line wasg also recorded on the coarse-
grained film.2 TFor a film-to-zpecimen distance of 10 centimeters, the
coarse film required an exposure time of 41 hours; whereas the finer film
required 18 hours. “

Microphotometer tracings were obtained by scanning along the radius
of the diffraction line. A numbe:r of tracings of each line was obtained
by slightly rotating the film in the microphotometer and scanning along
a new radius. The microphotometer beam had a width of 0,01 millimeter
and a length of 1 millimeter. Two microphotometer tracings were produced
for each setting of the film. Five sets, or a total of 10 tracings, were
so obtained for each film, The reason for producing two tracings per film
getting is to allow two observers to make measurements on the same curve
and thus reduce subjective factors.

Typical tracings are given in figures 10 to 12, Figure 10 is the
broad line on coarse-grained film, figure 11 the broad line on finer-
grained film, and figure 12 the sharp line on coarse-grained film, These
micLOﬁhotometer tracings were produced at high magnification in order to
reduce measurement errors., The X coordinategs given in these figures
simply represent distences along the tracings. Since the diffraction line
is asymmetrical, it was more convenient to measure the median by weighing,
than to determine the X-coordinate of the centroid.

Fach film carried a fiducial mark which served as the reference
point from which the median could be determined. Distances were measured

&
Obviougly, no line exhibiting an overlappinzg Ko doublet could be
used.
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along the tracing from the fiducial mark to regions on either side of the
maximums where the density dropped to a low value and became constant.
These distances were constent for each film and served as the boundaries
on cither side of the maximume. The curves were then cut out between the
boundaries end cut in helf. Subsequent cuts were made until a chemical
balance showed the two halves to be of equal weight (or area). After a
balance had been effected, the curve from which material bhad been cut was
pliaced btack in position in the tracing sheet from which it had been re-
moved. The distance between the fiducial mark and the edge of the cut
curve was measured. This value is the X coordinate of the median.

Each otserver determined the median of the same tracing. The two
valueg vere averaged. A new average was then obtained for all tracings
of the particular film, and the etandard deviation ¢ was then decter—
‘mingd from this value. Again 30 was taken as the value beyond which
the number of observations having this error would be negligible. The
results are given in the following table: :

Tebls IT

i FEES T D4 ! ¥
i (em) [ fem) l

Coarse film, sharp line . 0.00180 0.03% t 1/6 '
Fine film, broad;line : i_‘ .09259 % 176 i 1/23§
Coerse film, broad lins ‘{ { D836 |1 R0l S |
| +

The general tendency toward increased accuracy for wider lines is
again appsrent. However, it is surprising that for lines broader than
those evaluated visually, the accuracy is lower. It seems that the dis—
criminating ability of the eye makes it superior to the microphotometer
for the usunal range of line width. This explains the reluctance of most
observerg to use obJjective methods.

A more accurate method of objective evaluation would first have com-
pleted, by the method of least squares, the best fitting smooth curve
corresponding to each microphotometer tracing and would then have deter—
mined the median. However, this procedure scems too cuvmpersome for rou-
tine use,

It is doubtful whether the present choice of exposure time and back—
ground. density are the most favorable. It is known (reference 8) that the
fluctuation of density decreases as the density increases. This suggests
that an exposure to a uniform beam prior to the diffraction exposure might
improve the accuracy. However, this would tend to make the density curve
flatter, so that the gain in smoothness might be offset by the loss of
sharpness. Only further investigatione can answer the question.
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CONCLUSIONS

‘From an investigation'of the limits of precision in the determina~
tion of lattice parameters and stresses, the follow1ng conclusions were
made: :

The sharpness of the diffraction line is limited by the spectral
breadth of the primary characteristic radiation. Under conditions where
& large number of perfect crystals are randomly oriented, the diffraction
line will be perfectly smooth and uniform. If the sample statistics are
poor and the diffraction line cannot be smoothed by proper rotation of
the specimen (as in most stress measurements), the diffraction line will
exhibit an irregular intensity distribution. This mekes a precise deter—

mination of the intensity maximum, and, thereby, of the lattice parameter,

imposgible.

Even when the statistical fluctuations of grain orientation are elim-

inated, the accuracy is limited by ths imperfection of the photographic
film, Wthh entails erratic 1rrogular|t1< of the photographic density
distribution. ;

Objective and subjective evaluations of the center of a photograph—
ically recorded line lead to uncertainties in lattice spacing 4. The
relative error &d/d ih determining the lattice gpacing is approximately
2 x 10°° as an order of magnitude. This value determines the accuracy
with which stress measurements may be made.

Armour Research Foundation,
Chicage, Ill., June 11, 1947.
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NATIONAL ADVISORY
COMMITTEE FOR AERONAUTICS.

Figure 3.- Diffraction pattern of sample A. Exposure time, 6
hours; film rotated. ¥

NATIONAL ADVISORY
COMMITTEE FOR AERONAUTICS.

fFigure 4.- Diffraction pattern of sample B. Exposure time, 5
hours; film rotated. i
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NATIONAL ADVISORY
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Figure 5.- Diffraction pattern with sample B rotated.

NATIONAL ADVISORY
COMMITTEE FOR AERONAUTICS.

Figure 6.- Diffraction pattern of sample C. Exposure time, 6
hours; film rotated.






