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Since TN 3208 was published, additional work by Professor Mickley
with the same equipment as used for the tests reported therein established
that significant errors were present in the experimental work as reported.

For this test program, a woven fiberglas-nichrome wire heater cloth
was attached directly to the back side of the porous test wall in order
to insure exact and known temperature profiles for the injected air. As
best as can be determined, this heating layer became separated from the
porous wall while the tunnel was being moved. The data obtained during
this period were not in complete agreement with the data obtained by
other investigators; however, these data were consistent, and since all
logical sources of error had been checked there was no reason to suspect
erroneous test results. The trouble was finally located following unsuc-
cessful efforts to obtain proper mass balances in the main stream when
helium was injected through the porous wall. Careful checks of the flow
in the boundary layer then indicated that the flow velocity was not
approaching zero at the wall but rather at some point some 0.07 inch behind
the surface of the porous wall. Although the wall was only 0.04 inch
thick and the air space between the heater cloth and the wall was not
over 0.03 inch, it is apparent that there was sufficient longitudinal flow
behind the porous wall to invalidate all test results obtained between the
time the tunnel was moved and the time the gap was discovered. After this
trouble was discovered, the heater cloth was removed and the air cavity
behind the porous wall was filled with very fine glass beads. This elimi-
nated all trouble and the boundary layer behaved properly with no indica-
tion of flow within or behind the wall.

It appears that the local friction coefficients reported in TN 3208
were 15 to 30 percent higher than correct values and that, in general, the
experimental data presented in this report should not be used. There is
no reason, however, to doubt the validity of the theoretical analysis

included in this report.

The correct experimental data will be reported in a later paper.
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HEAT, MASS, AND MOMENTUM TRANSFER FOR FLOW OVER
A FLAT PLATE WITH BLOWING OR SUCTION

By H. S. Mickley, R. C. Ross, A. L. Squyers,
and W. E. Stewart

SUMMARY

The effect on the boundary layer of sucking or blowing air through
a porous flat plate into or out of a main air stream flowing parallel
to the plate was studied theoretically and experimentally.

Laminar-boundary-layer theory was used to calculate velocity,
temperature, and concentration profiles and friction, heat, and mass
transfer coefficients as a function of the Prandtl or Schmidt modulus
and the mass transfer rate for the case of laminar, zero Euler number
flow with a mass transfer rate varying as l//i, where x 1is the axial
distance from the leading edge of the plate. For turbulent flow film
theory was expanded to provide a prediction of the effect of mass
transfer on the friction, heat, and mass transfer coefficients.

Experimental measurements of velocity and temperature profiles
and of friction and heat transfer coefficients were carried out over
a range of flow conditions. Main-stream velocity was varied between
5 and 60 fps, a length Reynolds number range of 6,500 to 3,300,000 was
covered, and the mass transfer velocity ranged from -0.3 to 0.26 fps
and included constant axial mass transfer velocity and 1/VX and
l/xo'2 distributions. One test was made with a positive Euler number;
all other results apply to zero Euler number flow.

INTRODUCT ION

The Massachusetts Institute of Technology has completed one phase
of a theoretical and experimental study of the effect of the bulk
exchange of material between a fluid stream and its boundaries on the
fluid boundary layer. This report covers the work carried out under
the sponsorship and with the financial assistance of the National
Advisory Committee for Aeronautics and a coordinated parallel program
supported by industrial fellowships.
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When mass crosses a boundary layer in a direction perpendicular to
the main motion of the fluid, the magnitude and direction of the mass
transfer affect the properties of the boundary layer. The boundary-
layer thickness and stability and the velocity, temperature, and con-
centration profiles are altered. At the same time, the heat, mass,
and momentum transfer coefficients are changed. 1In general, mass
transfer from the fluid to the wall ("suction") increases the magnitude
of the transfer coefficients, while mass transfer from the wall to the
£luid ("blowing") decreases the magnitude of the transfer coefficients.
The exploitation of these effects has important applications to the
cooling of gas-turbine blades, the development of high-1ift airfoils,
the improvement of certain atomic-energy processes, and in the indus-
trially important techniques of drying, absorption, extraction, dis-
tillation, and adsorption.

The effects of mass transfer on the various transfer coefficients
have been predicted by many investigators. Stefan (ref. 1), Lewis and
Chang (ref. 2), Sherwood (ref. 3), Colburn and Drew (ref. 4), and others
have integrated the Stefan-Maxwell diffusion equations for various cases
of mass transfer through a one-dimensional film of fluid, obtaining
results which indicate that the mass transfer coefficient as ordinarily
defined is a function of the rate of mass transfer. Ackermann (ref. 5),
Colburn and Drew (ref. 4), and Friedman (ref. 6) have presented one-
dimensional treatments of heat transfer in the presence of mass transfer
and predicted analogous relations for the heat transfer coefficient as
a function of the rate of mass transfer.

Various results of mass transfer have been investigated theoreti-
cally for the case of laminar flow over flat plates and airfoils, using
aerodynamic boundary-layer theory. The effect of mass transfer on
fluid flow has been treated by Prandtl (ref. 7), Griffith and Meredith
(unpublished note; see ref. 8), Damkohler (ref. 9), Schlichting and
Bussmann (ref. 10), Schlichting (refs. 11 and 12), Schuh (ref. 13),
Thwaites (ref. 14), Yuan (ref. 15), Eckert and Lieblein (ref. 16),
Ulrich (ref. 17), Lew (ref. 18), Ringleb (ref. 19), Iglisch (ref. 20),
and Brown and Donoughe (ref. 21). The effect on heat transfer has been
studied by Yuan (ref. 15), ILew (ref. 18), and Brown and Donoughe
(ref. 21). The effect on diffusion has been studied by Eckert and
Lieblein (ref. 16) and Schuh (ref. 13).

Experimental measurements of the effect of mass transfer on laminar
flat-plate velocity profiles have been reported by Libby, Kaufman, and
Harrington (ref. 22) and measurements of the cooling obtained by the
injection of a fluid through the porous wall of a round tube and into
a hot gas stream have been made by Duwez and Wheeler (ref. 23).

The publications of Colburn and Drew (ref. 4), Blasius (ref. 24),
Pohlhausen (ref. 25), Schlichting and Bussmann (ref. 10), Iglish
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(ref. 20), Brown and Donoughe (ref. 21), and Libby, Kaufman, and

Harrington (ref. 22) are particularly pertinent to the present study.

The treatment of film theory given here is an extension of the develop-

ment of Colburn and Drew (ref. 4). The work of Blasius, Pohlhausen,

and Schlichting and Bussmann forms the basis for the boundary-layer

treatment presented in this report. Subsequent to the completion of

the theoretical calculations reported here, Brown and Donoughe (ref. 21)

have published tables giving the effect of a suction or blowing velocity
Eu-1

which varies as x 2 on the velocity and temperature profiles of the

laminar boundary layer. Their work includes the effect of a pressure

gradient and variation in the fluid properties due to temperature

gradients when the fluid is air.

Iglisch (ref. 20) has calculated the laminar velocity profiles
and friction factors which result from the application of a uniform
suction velocity normal to a flat plate. His results have been com-
pared with the experimental measurements of this investigation.

Libby, Kaufman, and Harrington (ref. 22) have carried out an experi-
mental study of the isothermal laminar velocity boundary layer on a
porous flat plate with uniform suction or blowing. They measured lami-
nar velocity profiles and determined the transition Reynolds numbers
for various rates of suction and blowing. They compared their measured
leminar velocity profiles with those predicted by Yuan (ref. 15) and
found good agreement. The Reynolds number at which transition to tur-
bulent flow began was found to be a pronounced function of the injection
rate. At a blowing rate of vo/ul = 0.008, transition occurred at
Rx = 50,000. The transition Reynolds number gradually increased as the
blowing rate decreased, reaching a value of Rx = 70,000 at

Vo/uy = 0.001, and then rose sharply, passing through Ry ~ 150,000 at
Vo/ul O and going to Rx = 300,000 at very low suction rates. The

values of transition Reynolds numbers are the only measurements reported
by Libby, Kaufman, and Harrington (ref. 22) in the turbulent region.

In this work two theoretical approaches have been used. The first,
designated "£ilm theory," predicts transfer coefficients under mass
transfer conditions from known (by experimental observation or theory)
coefficients in the absence of mass transfer. This method is of general
application but rests on crude physical assumptions and is to be con-
sidered primarily as a qualitative guide in correlating data and in
treating cases not amenable to more exact analysis. The second approach,
designated "boundary—layer theory," consists of exact numerical solution
of Prandtl's equations for the laminar boundary layer with uniform fluid
properties under certain restricted conditions of mass transfer, to
yield not only transfer coefficients but also velocity, temperature,
and concentration profiles in the boundary layer for a range of Prandtl
or Schmidt numbers.
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The experimental program was designed to test the theory and to
investigate cases where theoretical analysis is not possible. A wind
tunnel was constructed to simulate the boundary conditions of the
theoretical analysis but with sufficient flexibility to investigate a
range of conditions not considered in the theory.

The physical model used in both theory and experiment is a flat
plate immersed in an infinite fluid.

This work was a cooperative effort of the Department of Chemical
Engineering and the Gas Turbine Laboratory at M.I.T. The counsel and
cooperation of the staff of both the Chemical Engineering Department
and the Gas Turbine Laboratory were most helpful. Approximately one-
half the funds expended were supplied by the National Advisory Committee
for Aeronautics. The remainder of the financial support was in the
form of graduate fellowships given to the junior authors and provided
by the William S. Knudsen Memorial Fund, Standard 0il Co. of Indiana,
Proctor & Gamble Co., Humble Oil & Refining Co., E. I. Du Pont de
Nemours & Co., Inc., American Cyanamid Co., and Arthur D. Little, Inc.

The assistance of Messrs. John Feyk, Robert McMurtrie, John
Forgrieve, David Dudley, David Hacker, and Sven Hultin was most helpful.

SYMBOLS

The units reported are those directly measured in the experimental
work and do not necessarily give consistent results if used directly in
the equations.

A area of a panel of test wall surface, sq ft
C dimensionless mass transfer parameter in laminar-boundary-

il th ~2Vo \[21XP

er theo

ay ry, i m

s & & ey 2To
ce friction coefficient,

PIY

e specific heat at constant pressure, Btu/(1b)(°F)

Dinp diffusivity of species 1 through mixture, sq ft/sec
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fl’fll’flll

Euler number,

derivatives of f with respect to n
local acceleration due to gravity, ft/sec?

height above a datum plane, ft

(a/A),

local heat transfer coefficient, _—
To = T

Btu/(hr)(sq ft)(°F)

mass transfer coefficient, moles/(hr)(sq ft)(unit mole
fraction change)

thermal conductivity, Btu/(hr)(ft)(°F)

dimensionless number

molecular weight

dimensionless y-coordinate defined by equations (17)

total mass transfer intensity, summed over all molecular
species, moles/(hr)(sq ft)

mass transfer intensity for species i, from wall into

fluid, moles/(hr)(sq ft)

static pressure, in. Hg

Prandtl number

rate of heat flow, Btu/hr

resistance factor defined by equation (28) and figure 2
Reynolds number, ulxp/u for test surface

temperature, °F
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local velocity parallel to plate, fps
main-stream velocity parallel to plate, fps
local velocity normal to plate, fps

air flow rate through a test-wall panel, 1b/hr
mole fraction of species 1

distance downstream from leading edge of plate measured
parallel to plate, in.

normal distance from plate, in.

dimensionless physical property group; 1 for momentum
transfer, cpu/k for heat transfer, and u/ePDip

for mass transfer

coordinate normal to x- and y-coordinates, in.

Ty = T
generalized profile factor; B = u/uj, By = EQ__—ET”
= 21
Mo X
g = L

dimensionless measure of mass transfer rate, defined by
equations (16); related to @ by equations (23b)

"£i1m thickness' for a given transfer process, in.

displacement thickness of boundary layer, in.

dimensionless coordinate in laminar-boundary-layer theory,
2Ry

correction factor for transfer coefficients

momentum thickness of boundary layer, in.

momentum thickness corrected for mass blown or sucked
through wall, in.

absolute viscosity, 1b/(sec)(ft)
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v
Subscripts:
B

D

kinematic viscosity, u/p, sq ft/sec
enthalpy thickness of boundary layer, in.

enthalpy thickness corrected for mass blown or sucked
through wall, in.

fluid density, 1b/cu ft
shear stress at wall, poundals/sq ft

dimensionless mass tranfer rate, defined by equations (23b)
and in figures 1 and 2

stream function, dy =u dy - v dx

conditions at a baffle behind test wall
process of diffusion

electrical

friction or momentum transfer

heat transfer

species 1 1in a diffusing system
laminar

all species excluding 1 1in a diffusing system
wall conditions

turbulent

main-stream conditions

conditions in absence of mass transfer

THEORETICAL STUDIES

This investigation has used two types of theoretical analyses to
predict the effect of mass transfer on the properties of the boundary
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layer: The generalized, approximate method known as film theory and
the more exact procedures of laminar-boundary-layer theory. The basis
of the methods, the solutions obtained, and the manner of combining and
editing results are discussed in the following sections.

The boundary-layer-theory solutions apply to the case of laminar
flow over a plane surface; the film-theory solutions apply to a surface
of unspecified shape, except that the radii of curvature of the surface
must greatly exceed the film thickness. In both cases the following
equations for transfer coefficients are applicable at a point on the
boundary if y is taken to be the perpendicular distance from the
boundary and x 1is measured in the downstream direction parallel to
the boundary. The fluid velocity components in the x- and y-directions
are u and vV, respectively, the fluid temperature is T, and the mole

fraction of chemical species i 1is Xj. The local friction coefficient,

including skin friction only, is

27
cp = 02 (1)
Faithl
du
u<_)
%; = ay 2 (la)
plu12

The local heat transfer coefficient, including only heat transferred to
the fluid at the wall by conduction, is

. (da/aa) )
To = L7
o
i k<ay>0 (28.)
To - T1

The mass transfer coefficient for a given chemical species is defined
in terms of the rate of diffusion of that species at the wall:

Nj - Xjo2 Nj
K; = J (3)

Xio - %41




NACA TN 3208 9

Eglm(§§l>
- __M\y/o

(3a)
Xio = X431

where the subscripts o and 1 refer to wall conditions and main-

stream conditions, respectively. It will be noted that the values of

the driving forces u;, To - Ty, and Xjo - X357 are the ma.x1mmn,

or over-all, driving forces for the single-fluid phase under considera-

tion, not the "bulk" driving forces commonly used for flow in closed
channels; allowance for this difference is necessary when applying mass
transfer corrections to coefficients based on bulk driving forces.

The diffusivity Dijp for component 1 in a multicomponent mixture
is defined for diffusion in the y-direction by the equation

)€
i M By i JZNJ (%)

Equations for calculating Dj, for gas mixtures are given by Wilke
(ref. 26) and by one of the present authors; the equations

Dim = Dip (exact for binary mixtures) (4a)
1-Xi
Dijy = —— (exact when all components  (4b)
Z X5 except i move in unison)
A D1
and
aXp ax
D13D1o(1 = Xp) - X3D1pDp5 =€ - X;Dy3Dp3 aii
ag it
Dim = (h—C)

X1D23 + X2D15 + X3D12

which is exact for ternary mixturesl are recommended. Equations for
Doy and DBm follow from equation (4c) by rotation of subscripts.

These equations give the value of Dim at a point; satisfactory mean
values for one-dimensional diffusion are obtained by using average

lUnpublished analysis by W. E. Stewart.
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mole fractions, and using the ratios of mole-fraction driving forces
Xo - X7 1in place of the ratios of the corresponding mole-fraction

gradients. The term "exact" here refers to results obtained directly
from the Stefan-Maxwell diffusion equations, which are very nearly
exact for ideal gases, as shown by the recent work of Curtiss and
Hirschfelder (ref. 27). The Stefan-Maxwell treatment assumes a pre-
ponderance of bimolecular collisions; in dense gases and liquids colli-
sions of more than two molecules become important and the validity of
equations (4b) and (4c) is in doubt.

Pending further investigation, it will be assumed that the effect
of diffusion on the viscosity p and thermal conductivity k is
negligible. Momentum and energy transport are indeed affected by dif-
fusion, but it is believed that this effect is adequately treated by
adding the convective transport rates based on the mean velocity of
each species present, as is done approximately in the present treatment.
Equations for estimation of mixture viscosities in the absence of dif-
fusion are given by Bromley and Wilke (ref. 28); equations for mixture
thermal conductivities are given by Lindsay and Bromley (ref. 29).

For brevity, it is useful to represent the profiles of velocity,
temperature, and mole fraction in dimensionless form. The dimensionless
quantities

-
Bp = u/ul

To - T
BH:_____

oD (5)
e %10 = %1

Xi0 = %41

-

reduce equations (la), (2a), and (3a) to the analogous forms

uPicf _ <BBF>
2u ayo

-

oB
-G, [ ®
KiM <5BD>
DimP \dy /o y
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The purpose of the following theoretical developments is to evaluate
the derivatives appearing in equations (6) and, hence, to determine the
transfer coefficients.

Film Theory

Film theory greatly simplifies the analytical treatment of a flow
transport problem by means of an idealization which states that the
transition between main-stream and wall conditions occurs entirely within
a thin lamiﬁar film of thickness A "lying immediately adjacent to the
wall. The effective film thickness A is not predicted by the theory;
rather, it is defined as the thickness of a laminar film of fluid which
would offer the experimentally observed resistance to the transfer pro-
cess. The film does not correspond to the boundary-layer concept of
Prandtl; it is a much less realistic idealization.

The results of film theory, based on a crude physical picture, can
be accepted only qualitatively. However, certain useful parameters have
been suggested by the theory, and the analysis can be applied to cases
too complex for a more refined treatment.

Consider a fluid in steady laminar motion, or statistically steady
turbulent motion over a surface of moderate curvature along which the
fluid does not slip and the temperature and fluid composition are
reasonably constant. In conformity with the convention previously given,
take the y-axis perpendicular to the wall at the given point and the
x-axis parallel to the surface and pointing downstream. At a differ-
ential distance from the boundary, the state of the stagnant fluid film
is governed by the following equations:

%(vipi) =0 (7)

Su vs 4 OP OH _ 9/ du 8
ayZoav‘)+ax+pax ay<“ay (8)
J

5 _ 34 Y, [uav), (au)
- Zpa“’j%j - 5k E) * “E(g) i <$) )

J

OX s 03V s d [PD; BX.>
1 EAMGL = 4 Lim S
ayl ; L - (P (10)

J
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Equation (7) is a material balance for any species in the fluid, assuming
steady state and no chemical reaction and noting that the tangential
velocity of the fluid is negligible near the wall; the same assumptions
are also involved in the other three equations. Equation (8) is a bal-
ance of forces acting on the fluid in the x-direction and includes iner-
tial force, pressure gradient, gravitational force, and viscous forces,
respectively. The force balances for the y- and z-directions indicate
only that hydrostatic equilibrium is closely approached in those direc-
tions. Equation (9) is an energy balance, including energy transport
by the average motion of each molecular species and by molecular motion,
and the heating of the fluid by internal dissipation, but neglecting
thermal diffusion effects and absorption or emission of radiant energy
by the fluid. Equation (10) is a material balance combined with Fick's
law as stated in equation (k).

Assuming the density p independent of x, neglecting internal
friction, assuming p, k, and pDijp/M independent of ¥, and noting
that the molal mass transfer rates are given by

S (i
M ( M; )O L)
the above equations become
ON
- R (12)
Jy
= zNij + 2(p 4+ pem) - U (13)
dy £ ox 5y2
J

k)
%ZNJMJ-CPJ = k ay—eg (14)

(15)

These are the basic differential equations of film theory, as used in
the present work.
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Applying equation (12) from y=0 to y=A for each transfer
process and for every species, the sums in equations (13), (14), and
(15) are found to be independent of y along a given perpendicular to
the wall. Also, P + pgH is essentially constant (hydrostatic equi-
librium prevails) in a plane of constant x. Equations (13), (14), and
(15) therefore contain only u, T, Xi, X, and y as variables in a
given physical situation and are readily integrated when x is held
constant.

The solution to the system of equations (12) to (15) has been
obtained for two cases: Flow without a pressure gradient and flow with
a pressure gradient. Only the analysis for the zero-pressure-gradient
case will be presented here. The finite-pressure-gradient case will be
reported when experimental work involving finite Euler numbers is com-

-pleted and available for comparison with theory.

If the variation of P + pgH with the distance x downstream

along the wall is neglected and if x and 2z are held constant, the
substitutions

Iy = = (16)

(17)

o
Il
-~
u‘?
e
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reduce equations (13), (lh), and (15) to the single dimensionless equation

(@)-53 =

with boundary conditions

Il
(@]

O when m

™
]

(19)

and

1 when m

Il

B i (20)

Equation (20) is obtained from the assumption, already implied, that
main-stream conditions prevail at the outer boundary of the film.

The TI' quantities are dimensionless measures of mass transfer
rate; the m quantities are dimensionless y-coordinates.

Integrating equation (18) with the boundary conditions just given,
the dimensionless velocity, temperature, and mole-fraction profiles are
obtained in the form

PR (21)

and the dimensionless gradients of these profiles at the boundary:

(%1%)0 = -e—Ff-—l (22)

These expressions reduce, in the limiting case of no mass transfer, to

lim B =m (21a)
r —0

and

. dp ap _
lim (——> = A*<——> =1 (22a)
r—>0 ‘\dm/g dy /x4
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Equation (22&) provides a means for determining film thickness

from transfer coefficients at zero mass transfer rate. Substituting
this result in equations (6), there result
-—
2u
A T g p-C
1°1%f,
-k
A =K
*H hy 7 (23a)
pD'm
By, = —
= Lo
J
and, correspondingly, equations (16) become
'—\
2 2_ Ny
(&) S = ¢
N zz: N M. cp
(— P) = = fu f (23p)
A /g hy

= . ) )

where the asterisks * 1indicate that these quantities are the limiting
values for zero weighted mean mass transfer rate (I’ = 0) for the given
transfer process. The quantity @, defined by equations (23b), is more
convenient to use in actual calculations and is introduced here to
replace T.

The transfer coefficients for finite mass transfer rates are con-
veniently expressed in terms of correction factors 6 by which the
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coefficients Cf s hy, and K*i must be multiplied to obtain the true

coefficients:
BF = Cf/Cf*
8y = h/me (24)
Opi = Ki/Kx,

-/

Combining these definitions with equations (6), (22), and (22a),

o - (38/8)o

(25)
(a8/ay)s_

or

= z (26)

e -1 <exp %%) - i

Film theory provides no information concerning the ratio of the
effective film thicknesses, A/A*. Presumably, A/A* is a function
of the mass transfer rate and distribution. Simple film theory is
forced to ignore this possibility, however, and assumes that the ratio
is unity. With this simplification, equation (26) becomes

.l
e¢ -1
for > (27)

~

S

A =
/A*lj

The variation of the transfer coefficients with the rate of mass
transfer as predicted by simple film theory is given by equations (27)
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and shown in figure 1, The predicted transfer coefficients show a wide
variation with ¢, increasing as ¢ becomes negative (i.e., when mass
transfer occurs effectively toward the wall) and decreasing as ¢ becomes
positive (i.e., when mass transfer occurs effectively away from the wall).
The curve has no finite asymptotes,2 and corrections of any magnitude may
be encountered; in practice, these predicted corrections usually range
from 0.5 to 2.0. Equations closely resembling equations (27) were given
by Ackermann (ref. 5), Colburn and Drew (ref. 4), and Friedman (ref. 6).

} If the rate of mass transfer is specified, the corrected rate coef-

‘ ficient may be obtained directly from figure 1. In other cases, however,

‘ the calculation of pertinent stream or boundary properties involves trial

\ and error if only”figure 1l is availableﬁ A typical trial-and-error situa-
tion is found in transpiration cooling where it is desired to maintain

a specified wall temperature through the use of a coolant gas blown
through the porous confining wall and into the main stream. Ordinarily,

( the main-stream conditions, the available coolant gas temperature, and
the desired wall temperature are specified. The required flow of coolant
through the wall is to be determined. The problem may be solved by the

| combination of appropriate energy balances and the relation supplied by
figure 1 but involves iteration. In such circumstances, trial and error

is eliminated if a new parameter, the dimensionless resistance factor R,

R = @/o (28)

- is used. If equation (28) is combined with equations (23b), (24), and
(27), there result

-7
2 > NjM;
RF = ____J_.__.
W) BCe
25: NjMjep
B = 9 Do 3
H h T = Ty (29
N-
. JZ o Xyo = Xay
Ikt = Ki - Ni .
e Ao
>
SR

PHowever, as @ —>», 6-—>0; as $—>-», 8—>-@. Any theory should
P satisfy these criteria and the film theory satisfactorily approaches the
correct limiting conditions.
This serves to define Tg. For injection cooling, Tg is the cool-
ant temperature. The two expressions for Ry and Rp; are identities.
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and
@ = loge(R + 1) (30)

Equation (30) is plotted in figure 2. The variation of © with R is
qualitatively similar to its variation with ¢, since ¢ and R are

of like sign and differ only by the factor 6. Equation (30) and fig-
ure 2 show that ¢ and R become equal in the limit as either of these
quantities approaches zero.

Boundary-Layer Theory

When laminar flow occurs in systems of relatively simple geometry,
boundary-layer theory may be used to calculate the velocity, temperature,
and concentration profiles and the corresponding transfer coefficients.
Although the concepts of boundary-layer theory invoke certain idealiza-
tions of the flow process, the theory represents a very close approxima-
tion to the actual physical situation. Consequently, theory and experi-
ment may be expected to show excellent agreement when comparable
situations exist.

In the application of boundary-layer theory presented here, the
physical model used was the flow of a fluid over a flat plate. The
calculations were further restricted to the case of uniform fluid prop-
erties, uniform velocity profile in the stream approaching the plate,
zero axial pressure gradient, uniform wall temperature, and a blowing
or suction velocity which varies as l//—. The effects due to changes
in the value of the main-stream Reynolds number, the blowing or suction

velocity, and the Prandtl or Schmidt number of the fluid were investigated.

Although the analytical calculations could be extended to cover
cases of nonuniform fluid properties, finite axial pressure gradient,
nonuniform wall temperature, alternate mass transfer distributions, and
alternate flow geometries, this was not attempted in this work. The
experimental equipment could be run under conditions which simulated
closely the case studied analytically, and it was decided to determine
the agreement between experiment and the theoretical results presented
here and available in the literature before carrying out additional
theoretical calculations.

The equations of Prandtl for the laminar boundary layer on a flat
plate without pressure gradient or variation in fluid properties take
the forms:

2+The constant-property, constant Euler number calculations of Brown
and Donoughe (ref. 21) can be expanded readily to include a range of
Prandtl or Schmidt numbers if the quantity Z in the analytical solution
used here is replaced by Z(Eu + 1).
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Total mass balance:
Su, Ko (31)
ox Oy
Momentum balance in x-direction:
au du M a‘?‘u
U—=+ vV —==—-— 2
~ e (52}
Energy balance:?
3 T 34T
u aT ryrSE=E Tn (33)
X ay cpp ay-
Mass balance for component i in a binary mixture:
u 5;1 + v —= = Dip 21 (34)
dy
with the boundary conditions:
"\
y—0: u—0, v—->vy(x), T—>T,, Xi—>Xio (wall conditions)
=22 u-—uj, §£—>O, T —>T5, ?—T—-—>O, (35)
oy oy
X{—>X41, S;i-+>0 (stream conditionsZJ

Using the boundary-layer substitutions of Blasius,

DInternal dissipation of energy is neglected.




20 NACA TN 3208

> (36)

H
1l
H
—

=
~
]

<%here ¥ 1s the stream function, defined by

&

= u, éi = -%) the
ox

momentum balance equation becomes:
£+ e =0 (37)

with the boundary conditions

-2v %
1—0: f£'(0)—=0; f£(0)—> 01/1—0
ul' H

n—=o: f'(0)—=2; f''(e0)—=>0

(38)

The above approach yields valid solutions only for f(0) = Constant = C.
Consequently, all results obtained by this method apply only to the case
where the mass transfer distribution is of the form

—Cul
U1xP
o ’ il
U]

In addition, the results obtained here are limited to zero pressure
gradient and hence constant uj.

Vo =

(39)

In spite of the severe limitation imposed on the permissible mass
transfer distributions by the Blasius substitutions, the solutions are
of considerable interest since this mass transfer distribution corre-
sponds to that produced in the practical case of diffusion under a con-
stant driving force (uniform wall and stream concentration of diffusing
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component). Furthermore, this distribution leads to a uniform wall
temperature in the case of injection cooling with uniform coolant and
main-stream temperatures.

Blasius (ref. 24) solved equations (37) and (38) for the case
£(0) = 0 (no mass transfer) and Schlichting and Bussmann (ref. 10) have
extended the calculations and published tables of f, f£', f'', and £''"'
as a function of 7 for values of C =5, 3, 1.5, 1.0, 0.5, 0, -0.5,
-0.75, and -1.0 (five values of suction and three of blowing). These
quantities determine the velocity distribution in the boundary layer and
the wall friction coefficient c¢ since

o = (¥0)
v _fh) 1 X(Mﬁ)ﬂ(ﬁ (41)
Vo £(0) 22X\ H /(o)

c_f = fﬂ (42)

2
U7 px
u‘/_l__
v

The temperature and concentration profiles and the corresponding
transfer coefficlents are determined by generalizing equations (32),
(33), and (34) and solving the resulting equation. The generalization
is accomplished by the introduction of the dimensionless profile
moduli (egs. (5))

u A
= e
BF 5 B (n)
TO-T
Bg =
To - Tl
Xio - Xi
BD =
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and the dimensionless fluid physical property groups

~
Zp = 1

- SpH
5 S - (43)
Z=_L
P pDim

-

into equations (32), (33), and (34). The result is the general equation

2
uéﬁ+v.a_3=i.a__ﬁ ()4_)4_)
ox dy PZ dy2

This equation is solvable by the methods used to resolve equation (32)
provided the boundary conditions are identical. This is accomplished
if the wall temperature T, and composition Xj, and the main-stream

temperature T; and composition Xj;7 are independent of x. Then
equation (44) becomes

1

g'' +zfg' =0 (h5)6
with the boundary conditions for B of
n—0, B—0
(46)
n—>, B—>l; B'—>0

As before, f denotes the solution to equations (37) and (38).

If values of f(n) are available, Bg(7n) may be found by direct

fr’O

6Primes denote differentiation with respect to 7.
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ul n
B(n) =p'(0) JC exP(;Z./g £ di}}dn (48)

In view of the boundary condition p(w)—>1.

B'(0) = . (49)
g
JCm exp(}Z JC f d%) dn

The f(ﬂ) values reported by Schlichting were used to solve equa~-
tions (47), (48), and (49) numerically, giving temperature and concentra-
tion profiles and gradients at the wall for a number of values of Z
(Prandtl or Schmidt number). These wall gradients, proportional to the
transfer coefficients, are presented in table I and were used in calcu-
lating the theoretical results plotted in figures 1 and 2. Representa-
tive B profiles are shown in figure 3, and values of B as a function
of C, Z, and 1 are tabulated in table II.

Asymptotic analytical solutions of some interest have been obtained
from equations (48) and (49) by expanding f in a Taylor's series
from 7 =0, f£(n) =£(0) + 7£'(0) + n2£''(0)/2 + . . ., and observing
that, in the limit, certain terms become dominant. For large values of
Z, the thermal or diffusion boundary layer will become thin compared with
the flow boundary layer and only the first few terms of f need be
considered.

For the impenetrable plate f£(0) =0 = £'(0) and f£''(0) = 1.328.
Neglecting all other terms, equation (49) gives

8'(0) ~ 0.67721/3 (50)

remarkably similar to Pohlhausen's (ref. 25) empirical relationship:

8'(0) = 0.664z1/3

and more nearly exact for Z > 2. The curves for Z-—>® ghown in fig-
ures 1 and 2 were calculated by extending this method to the case of mass
transfer. In a similar manner, for small values of Z, the thermal
boundary layer becomes large and the small region of velocity variation
near the wall can be neglected, giving

B'(0) = 1.12021/2 (51)
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However, this equation approaches the exact solution only at very small
values of Z and becomes more accurate than equation (50) only at

Z < O.04T

The values of the transfer coefficients defined by equations (1),
(2), and (3) may be calculated by means of the relations

1
cr _ B'(0)
T (52)
2
v
h g'(0)
= (53)
Cpulp
il
[
KM p'(0) (54)
ulp o7, le
v
. . ..2vo ulpx
The Schlichting parameter C = = is related to the mass
L [

transfer parameter ¢, used in figures 1 and 2 and defined by equa-
tions (23b), by the equation

g =2 (55)
o]
*
The notation [é'(oi]* implies that this quantity should be evaluated
at zero mass transfer (C =@ = 0). In addition, [@'(oi]* must be
evaluated at the proper value of Z. For @r use Z = 1; for ¢H use

Cph
B p
Zi = A o Y S Zi=

s for @p; use S
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Discussion of Theories

The effects of mass transfer on the transfer coefficients predicted
by film and laminar-boundary-layer theory are compared in figure 1. Here,
the correction factor © is plotted as a function of the rate factor (.
It will be noted that boundary-layer theory always predicts a greater
effect than does film theory. This partly results from the fact that
boundary-layer theory takes into account the changes in the boundary-
layer thickness due to the flow normal to the wall, whereas simple film
theory ignores such changes.

The effect of Z (Prandtl or Schmidt number) predicted by boundary-
layer theory is due to a similar circumstance. A large value of Z
implies a thin boundary layer whose thickness is not affected by mass
transfer to so great an extent as the boundary layer associated with
small Z values. Again, qualitatively, the analogy between film and
boundary-layer theory may be developed in more detail. Film theory
appears to represent a case where the film thickness is less than that
for laminar flow with Z-—>®. This is the situation in turbulent flow
where the eddy diffusivity largely controls the exchange processes.
Consequently, it is probable that film theory will correspond more
closely to experiment in the case of turbulent flow than does laminar-
boundary-layer theory. On the other hand, the film thickness can be
expected to show some dependence on mass transfer rate and distribution
even in turbulent flow, and film theory fails to predict this effect.

EQUIPMENT USED IN EXPERIMENTAIL STUDIES

The experimental apparatus used in this investigation was designed
and constructed to permit a close approach to the boundary conditions
used in the theoretical analysis of the boundary layer but was made
sufficiently flexible to allow the experimental study of situations not
amenable to theoretical calculation. Briefly, the equipment simulates
the flow over a porous flat plate and provides for acceleration or
deceleration of the main flow and for sucking or blowing of a gas
through the flat plate out of or into the main stream. Figure 4 is a
sketch of the main experimental setup. The details of the equipment
are as follows; the paragraph numbers refer to the index numbers used
in figure k.

(1) Air for the main stream was provided by a Buffalo Limit-ILoad
Conoidal Fan, rated at approximately 6% horsepower at 1,900 rpm, belt-
driven by a 7%-—horsepower direct~current motor. The motor was energized
from a motor generator whose output voltage is variable from approximately
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12 to 260 volts, direct current, giving a wind-velocity range of about
4 fps to 40 fps, which could be extended to 100 fps by removal of a
glass-cloth screen at the entrance to the calming chamber.

(2) The calming chamber, 72 inches long by hhg inches high and

22% inches wide, was fitted with a honeycomb of 1- by 10-inch paper

tubes and seven 14- by 18-mesh screens, to reduce vortex motion and
turbulence.

(3) The calming chamber discharged into a 40-inch nozzle converging

from hhg by 22% inches to 9 by 13.5 inches.

(4) Immediately upstream of the test section the tunnel converged
uniformly 1 inch in height in a length of 12 inches. Suction panels
covered the full width of the top and bottom walls to remove, insofar
as possible, the initial boundary layer and to simulate the effect of
a sharp leading edge. To eliminate corner effects from build-up of
boundary layer on the side walls, these walls were formed of suction
screens converging uniformly so that the width of the test section
decreased from 13.5 to 12 inches in its 12-foot length. Small suction
panels in the bottom wall also served to prevent build-up of undesirable
boundary layers.

(5) The test wall was made the top wall of the tunnel to eliminate
the effect of natural convection in heat-transfer studies. This wall and
the leading-edge suction panels were formed of 80-mesh Jelliff Lektromesh
screen 0.004 inch thick.

(6) and (7) The bottom wall of the test section was flexible and
was mounted on a ladderlike support manipulated by four screw jacks.
Although this arrangement was designed for achieving uniform velocity
along the length of the tunnel, the tunnel height, 8 inches at the
leading edge, could be varied between approximately 5 and 13 inches at
Ehe doHnstream edge, providing a range of Euler numbers for study of

wedge flow.

(8) Two window frames, designed to hold 6-inch-square optical flats,
105 inches from the leading edge of the tunnel, made possible the direct
observation of boundary-layer density profiles by means of a Mach-Zehnder
interferometer available in the laboratory.

(9) For control of mass transfer distribution and energy input, the
space behind the test wall was divided into 15 compartments. The number
of compartments was sufficiently large to provide flexibility in mass
and heat transfer distribution.
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(10) Mass transfer through each compartment was indicated by cali-
brated orifices.

(11) A separately controlled woven Nichrome heating element was
mounted immediately behind the test wall in each compartment, insulated
from the wall by a Fiberglas sheet to which it was sewn. A second
heating element was mounted about 2 inches behind the test wall as a
guard heater.

(12) A number of baffles were mounted in each compartment to dis-
tribute the flow uniformly over the heaters and through the wall. A
set of thermocouples was mounted on one of these baffles approximately
opposite the thermocouples on the test wall to indicate the proper
adjustment of the guard heaters.

(13) Bolts were provided to adjust tension in the test-wall screen,
minimizing irregularities in its surface.

(14) The temperature of the test wall was indicated by from three
to seven thermocouples soldered to the back of the screen in each
compartment.

(15) To minimize radiation, all interior surfaces of the tunnel
were gold-plated, and gold-plated reflector plates were mounted behind
the side suction screens.

(16) Suction through leading-edge screens, side-wall screens, and
bottom-wall screens was provided by a steam ejector, and flow was indi-
cated by A.S.M.E. standard orifices.

(17) Proper adjustment of the bottom wall was indicated by velocity
traverses made with a hot-wire anemometer or a pitot-static tube mounted
on a sled which could be moved axially along the center line of the
tunnel.

Openings were provided in the bottom walll at intervals for inser-
tion of the traversing gear used to obtain boundary-layer velocity and
temperature profiles. The detalls of the traversing measurement tech-
niques employed in this work are described in the sections discussing
the experimental measurements.

Two pressure taps were located in each top-wall compartment. One
tap measured the static pressure at the top wall of the tunnel; the
second tap measured the static pressure of the compartment itself. These
taps provided an additional measurement of the axial pressure gradient
during tunnel operation when the traversing sled was removed, and they

7When not in use, the openings were closed with removable covers.
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served as a check on the static-pressure probe used as part of the
boundary-layer velocity measuring gear.

An electric heater was 1nstalled in the manifold supplylng gas to
the top-wall compartments. During "constant gas temperature runs,
this heater was used to preheat the gas admitted to the compartments

and subsequently blown through the porous tunnel wall and into the main
stream.

EXPERIMENTAL PROCEDURE

The basic experimental procedure employed was as follows:

(1) Adjust the tunnel velocity, boundary-layer control suction,
bottom-wall contour, and suction or blowing rate and distribution to
correspond to the desired flow boundary conditions.

(2) Adjust the heaters (if used) so that the desired thermal
boundary conditions are obtained.

(3) Allow the system to stabilize, readjusting the flow and thermal
conditions if necessary. In some cases, several hours are required to
obtain steady-state operation.

(4) Begin measurements.
RANGE OF MEASUREMENTS

Experimental measurements of velocity and temperature profiles and
of friction and heat transfer coefficients were carried out over a range
of flow conditions. Main-stream velocity was varied between 5 and 60 fps,
a length Reynolds number range of 6,500 to 3,300,000 was covered, and
the mass transfer velocity ranged from -0.3 to 0.26 fps and included
constant axial mass transfer velocity and 1//x and 1/x0-2 distribu-
tions. One test was made with a positive Euler number; all other results
apply to zero Euler number flow.

MOMENTUM TRANSFER MEASUREMENT AND CAILCULATING TECHNIQUES

The effect of mass transfer through the porous wall on boundary-
layer momentum transfer was studied by measurement of boundary-layer
velocity profiles. These profiles were 1ntegrated to give the boundary-
layer parameters of displacement thickness 8 and momentum thickness J.
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The momentum thickness, when corrected for the effect of mass transfer,
is a measure of the mean friction coefficient between the leading edge
of the test section and the point of the traverse. The relationship
between the corrected momentum thickness and distance from the leading
edge was differentiated to yield local friction coefficients. This is
a more reproducible method than differentiation of the velocity profile
itself, but, as discussed later, it is also subject to precision
limitations.

Velocity Profiles

The velocity profile data were taken by means of pitot tubes. Two
tubes were employed. For use with relatively thick boundary layers,
the probe was made from 0.035-inch-outside-diameter hypodermic tubing
with the tip drawn and honed to 0.019-inch outside diameter. For use
in high-velocity runs with thin boundary layers, the probe was made by
soldering a 0.010-inch-outside-diameter tube to a larger diameter sup-
port. A photograph of the pitot tubes and the hot-wire probe is shown
as figure 5. Pressure differentials were read to the nearest 0.0005-inch
of heptane (specific gravity, 0.724). Impact-tube pressures were
balanced against the pressures measured by the static-pressure taps
located along the porous wall. These static-pressure taps were checked
by comparison with measurements made by traversing a static tube along
the center line of the tunnel.

Velocity traverses normal to the test wall were made at selected
stations varying from 3.6 to 96.4 inches from the leading edge of the
plate.

Momentum Integrals

For each velocity profile, the momentum integral (or momentum
thickness)

-/ ) 2 - B (56)

and the displacement thickness

5% = fw (1 - uil>dy (57)
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were computed by numerical integration. In making these calculations,
the velocity data were not corrected for the effect of turbulence on the
manometer indication.

Friction Factors

The Von Kérmin momentum theorem for laminar boundary layers with
mass transfer is

U *
° - ;2o (%; + 2>§ du _ ¢ (58)
SIS i

For turbulent boundary layers additional terms involving products of the
fluctuating velocity components should be included. These terms are
believed to be negligible except in the vicinity of the separation point
(or for very high blowing rates) and have not been taken into account.
For the truly flat plate the last term of equation (58) vanishes. In
the present case, because of irregularities of the adjustable bottom
wall of the test channel, the main-stream velocity fluctuated about

+1 percent from its mean value, and in some instances this acceleration
term was significant.

cr _ To

Defining — = —, equation (58) can be rewritten
Ry
c * o Yo
2; =415 - J[ 70 4x + (§- + 2) | —"D=]] = éé-a' (59)
dx o L 9 av ] o

Formula (59) was used to evaluate local coefficients from the velocity
traverses. The integrated form of equation (59) was used to calculate
length mean friction coefficients.

Heat Transfer Measurement and Calculating Techniques

The effect of mass transfer through the porous wall on the rate at
which heat is exchanged between the wall and the main stream was studied
by direct measurement of the heat transfer rate and by measurement of
boundary-layer temperature profiles. These data were used to compute
heat transfer coefficients.
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Direct Heat Transfer Measurements

The tunnel was constructed to permit the direct measurement of the
rate at which heat is exchanged between the porous test wall and the
main stream. Each of the 15 independent compartments forming the porous
test wall contained an electric heater placed immediately behind the
porous wall. Several baffle plates were located in the compartments to
distribute air flow evenly over the whole area, and above these baffles
was a guard heating element. This heater served to minimize temperature
gradients within the compartment and also supplied heat to the air flowing
into the compartment in blowing runs. An external heater in the main
air supply could also be used to heat incoming air in blowing runs.

‘ Thermocouples were fastened to the porous wall and to the baffle plate

located just above the porous wall. The baffle plate was covered with
aluminum foil to minimize heat transfer within the compartment by
radiation.

During a run, the temperatures of the wall and baffle were measured
and the electrlcal energy input of the heaters was measured. A "heat
balance" was written on the space from the wall to the first baffle as
follows (see fig. 6):

dg + WepTp = hA(To - Tp) + WepTo + Losses (60)
where
ap electrical energy into wall heater
W air flow rate through compartments; W has a positive sign
for blowing runs
Tg baffle temperature
To wall temperature
415 main-stream temperature
h heat transfer coefficient between wall and stream

The loss term includes all other methods of heat flow and was
ordinarily a small correction. In making the heat balances, estimates
were made of radiant heat transfer from the test wall to other walls of
the tunnel, heat loss from the sides of the compartments, heat flow from
one compartment to the next, and radiant and convective heat transfer
between the wall and baffle. These corrections were included in the
loss term. The heat-balance equation was used to find both the heat
directly transferred between the wall and the main stream hA(Ty - T7)
and the heat transfer coefficient between the wall and main air stream.
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Temperature Profiles

Boundary-layer temperature profiles were measured by means of
thermocouples mounted in a traversing device that could be positioned
to 0.001 inch. Two different thermocouple systems were employed, one
for low-velocity runs and the other for high-velocity measurements. A
photograph of the probes appears as figure 7.

The low-velocity thermocouple consisted of a silver-soldered Jjunc-
tion of a 36-gage Chromel wire 0.005 inch in diameter and a 40-gage
Alumel wire 0.005 inch in diameter. The junction itself was 0.005 inch
across in the direction normal to the wall and was located at the center
of 1 inch of wire, supported parallel to the wall and perpendicular to
the direction of flow. The thermocouple was moved toward the wall until
electrical contact was made and then backed off from the wall, the
temperature being read at selected intervals. Because of some sag in
the wire and tilt of the thermocouple support, the closest readings to
the wall were at a distance of about 0.013 inch. At high velocities,
the system used to support this thermocouple disturbed the flow pattern
sufficiently to make the temperature profile measurements unreliable.
When placed near the wall, the support deflected the main air stream
upward through the porous wall ahead of the support and downward through
the wall behind the support. This was borne out by abnormally low
readings of the wall thermocouple at the traversing thermocouple posi-
tion and abnormally high readings of the wall thermocouple at the next
position downstream. The flow disturbance was most pronounced during
runs made without mass transfer. As would be expected, forced blowing
or suction through the porous wall minimized the disturbance caused by
the support.

In order to obtain reliable temperature profiles at high tunnel
velocities, a small thermocouple support was constructed. The support
consisted of a piece of hypodermic tubing bent at a right angle so as
to point upstream. The thermocouple, consisting of 0.010-inch-diameter
copper and constantan wire, projected about l/h inch beyond the end of
the hypodermic tubing. The two wires were soldered at the tip and the
Junction was filed so that with the thermocouple in contact with the
wall the temperature reading would correspond to a distance of about
0.005 inch from the wall. At low tunnel velocities, conduction errors,
caused by the short length and high thermal conductivity of the exposed
lengths of wire, became important. Consequently, this probe was not
used during low-velocity runs. At intermediate velocities, this probe
and the low-velocity system were in good agreement. No significant flow
disturbance was noted when the high-velocity thermocouple was used.

As a rough check on the heat transfer coefficients obtained by heat
balances on the compartments, values of the heat transfer coefficient
were computed from the slopes of the measured temperature profile. The
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rate of heat transfer from the wall may be expressed as

(Q/A)o = h(To - Tl) = ‘k<g—$‘) (61)

If the temperature gradient at the wall (%5) can be evaluated from the

temperature profile, the heat transfer coeffigient can be calculated by
the above relation. In general, the wall temperature gradient could not
be measured with precision, and the heat transfer coefficients calculated
in this way were not considered reliable.

Enthalpy Thickness

The enthalpy thickness ¢ 1s related to the heat transfer coeffi-
cient in the same manner as the relation between the momentum thickness
and the friction factor. The enthalpy thickness is defined as

B 0 u TO - o o
: —fo EIE- <TO—_—T—1H¢V —fo ull(l - Br)dy (62)

An energy balance applied to the boundary layer yields

=240 (63)
cppul 1l

&l

The enthalpy thickness ¢ can be calculated from measured velocity
and temperature profiles and plotted as a function of X, the distance
from the leading edge of the plate. The values of dg/dx obtained from
such a plot may be used in equation (63) to calculate the local heat
transfer coefficient. The integrated form of equation (63) may be used
to evaluate length mean heat transfer coefficients. This method is more
reliable than calculations based upon the slopes of the temperature
profiles but requires measurements of both the velocity and temperature
profiles. Where such data were measured, the heat transfer coefficients
were calculated from the enthalpy thickness and the resulting values
compared with the values obtained by alternate techniques.

In some runs only temperature profiles were measured. However, if
the boundary layer were laminar and the wall velocity proportional to
l//i} the velocity profile could be estimated if it was assumed that the
velocity and temperature profiles differed only as a result of the
Prandtl number. Thus, according to laminar-boundary-layer theory,
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(64)

and

u (65)
i

Numerical integration of the (l/Pr) power of the slope of the measured
temperature profile was used to estimate the velocity profile. In the
laminar-boundary-layer regime, this method was used to determine approxi-
mate values for the velocity profile, the momentum thickness, and the
enthalpy thickness from the measured temperature profiles.

EXPERIMENTAL RESULTS

Velocity Profiles

Experimental data.- Velocity profiles were measured under the experi-
mental conditions shown in table ITII. The measurements were made using
air in both main and injected streams, except for runs V-1 and V-2 for
which no fluid was injected, and at zero Euler number. Main-stream veloc-
ities ranging from 20 to 60 fps were used. Traverses were made at
selected stations varying from 3.6 to 9.4 inches from the leading edge,
covering a length Reynolds number range of 46,000 to 1,230,000. Mass
transfer, obtained by blowing or sucking air through the wall, was con-
trolled separately through each of the 15 test-wall sections, so that a
stepwise approximation to the desired longitudinal mass transfer distri-
bution resulted. Data were obtained under conditions of blowing with
both constant velocity and constant @ (vo « 1/\Vx in the laminar regime
and vg « l/xo'2 in the turbulent regime) and of suction with constant
suction velocity and constant @.

The measured velocity profile data are tabulated in table IV.
Representative velocity profiles are given in figures 8 and 9. Fig-
ure 8(a) shows velocity profiles for a run with no mass transfer; fig-
ure 8(b), for constant blowing velocity; figure 8(c), for constant suc-
tion velocity; and figure 8(d), for suction with an inverse square-root
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distribution (constant ¢ in the laminar regime). Figures 9(a) to 9(c)
show velocity profiles measured under conditions corresponding to the
temperature profiles of figures 10(a) to 10(c). Figure 9(a) presents
the velocity profiles for blowing at constant ¢H§ figure 9(b), for
constant blowing velocity; and figure 9(c), for suction at constant ¢H’

Accuracy of measurement.- The accuracy of the velocity profile
measurements was limited by several factors:

(1) Uncertainties in the measurement of the wall position. The
Yy = 0 position could not be reproduced to better than £0.002 inch.

(2) Velocity-gradient effects. In the presence of a velocity
gradient the probe reading generally does not correspond to a probe
position measured at the probe center line. Although the probe position
readings were corrected by means of a theoretical analysis of the
velocity-gradient effect, errors in the corrected probe position of the
order of #0.002 inch are possible.

(3) Pressure differential measurements. The manometer used to
measure the pressure differential caused by the velocity head gave a
correct indication of the pressure differential to the nearest 0.0005 inch
of heptane. The loss in precision due to the limitations of the instru-

ment is given by the expression %% ~ 94@ and becomes serious at veloc-

ities below 3 fps. Consequently, the profile measurements were not
extended into the very low velocity region of the boundary layer.

(%) Reynolds number effects. At low Reynolds numbers (based upon
probe diameter) it is known that the usual "pitot tube" equation fails.
A check of the probes used here indicated that the pitot-tube equation
could be applied without errors greater than *1 percent down to a probe
Reynolds number of about 30. This corresponds to a velocity of about
3 fps, the same velocity at which the measurement of the pressure itself
begins to introduce serious loss of precision.

(5) Turbulence effects. The fluctuating velocity components asso-
ciated with turbulent flow affect the impact reading. In these experi-
ments, however, the measured turbulence intensity was of the order of
0.5 percent, a sufficiently low value to have a negligible effect on
the velocity measurements.

(6) Flow disturbance effects. Any instrument placed in the stream
disturbs the flow. The probe used here was designed to minimize this
disturbance. A comparison of the velocity as measured by the impact
probe and by a hot-wire anemometer showed good agreement except in the
immediate vicinity of the wall. Since the hot-wire was much smaller
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than the impact tube, the agreement indicates that the impact probe did
not seriously disturb the flow at reasonable distances from the wall.
The readings of the impact tube and the hot-wire began to show signifi-
cant differences at a distance of about 0.03 inch from the wall. In
every case the hot-wire gave higher velocities than the pitot tube.
This was found to be due to heat flowing from the hot-wire to the cool
wall. Since comparison with the hot-wire did not adequately show any
wall flow disturbance, a second technique was tried. The wall was
heated to a temperature above that of the main stream and the wall
temperature measured both with and without the probe immediately adja-
cent to the wall. No change in wall temperature with probe position
could be detected, indicating that the disturbances caused by the probe
were small.

The accuracy of the velocity profile measurements can be summarized
as follows: The velocity itself could be determined with an accuracy
largely fixed by the manometer employed, the error in the velocity being

given by the expression Au = 94§. The distance from the wall corre-
u

sponding to a given velocity measurement was gubject to errors of

+0.004% inch, resulting from uncertainty concerning the zero position

and the effect of velocity gradient on the pitot-tube reading.

In terms of flow conditions, the velocity profile measurements are
least reliable when measured in a thin-boundary-lesyer region. Thin
boundary layers were found near the leading edge and at all positions
during runs made with a high suction velocity.

Momentum and Displacement Thickness

The measured velocity profiles were used in conjunction with equa-
tions (56) and (57) to calculate the value of the momentum thickness 9
and displacement thickness ©* by numerical integration. The resulting
values of 9 and &% are tabulated in table III.

The precision with which the momentum or displacement thickness
could be determined was a minimum in suction runs and a maximum in
blowing runs. This follows directly from the precision of the velocity
profiles from which the integrals were evaluated.

Friction Coefficients
ILocal friction coefficients were calculated using the values of the

momentum thickness and equation (59). The technique employed was to
plot the quantity 9', the momentum thickness corrected for mass transfer
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and main-stream acceleration, as a function of the distance from the
leading edge x. The slopes dﬁ'/dx of the resulting curves are equal
to the local value of Cf/2. In a given run, the maximum number of
stations at which values of 9' were determined was eight. Frequently,
these values covered laminar and turbulent flow. These circumstances,
coupled with the "scatter" of the data, made the determination of the
detailed relation between §' and x difficult. It was found that
when the data were plotted as d' wversus x on logarithmic coordinates,
a straight line, or two straight lines for runs in which both laminar
and turbulent regimes were significant, fitted the data quite well.

This is illustrated by figure 11 which shows values of d' wversus x
for all runs made at a main-stream velocity of 26 fps. All of the data
were treated in this way; a curve of the form

was fitted to the data by the method of least squares. This relationship
was then differentiated to give the local friction coefficient:

S _d8’

> ~ abxb'l

The empirical equations for the local friction coefficients found in
this way, generalized to include the effect of Reynolds number, are
tabulated for each run in table V. Figures 12(a) to 12(k) show the
local friction coefficients for each run plotted as a function of the
distance from the leading edge.

It is realized that the method used to determine the local friction
coefficient forces the derived relation to follow the form

Cf _ 1
n
(Ry)

2

and consequently masks effects which may be significant from a theoretical
point of view. Although this is undesirable, it is believed that the
precision of the data obtained here do not justify a more sophisticated
treatment.

The accuracy of the friction coefficients obtained from momentum
thickness values is a function of both the accuracy of the momentum
thickness data and of the type of mass transfer. Examination of equa-
tion (59) shows that in blowing runs 9 represents the difference
between the momentum thickness 9 and the dimensionless blowing veloc-
ity vo/u;. At high blowing rates vo/u; 1is of the same order as 9
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and the precision of d' is less than that of 9§ or vg/uj. In addi-

tion, the process of differentiation greatly reduces the precision of

the result, and the accuracy with which the local value of the friction
Cf _ dﬁl

coefficient = = a;%) is known is less than the accuarcy of 3' itself.

The reverse is true in the case of suction runs; §' is the sum
of 9 and vg/uj. On the other hand, the momentum thickness itself is
not known with precision in suction runs and this, when added to the
effects caused by differentiation, limits the precision of the local
friction coefficients with suction.

An analysis of these effects leads to the following estimates of
the precision of the friction factors reported here:

Estimated precision of

M itd .
SEERErad - Temicoud oD friction factor, percent

High suction rate 5
Zero mass transfer = 51UQ)
High blowing rate 150

Direct Heat Transfer Measurements

Experimental data.- Heat transfer coefficients were measured under
the experimental conditions shown in table VI. The measurements were
made using air in both main and injected streams except for runs H-1
through H-4 for which no fluid was injected. With the exception of one
run (H-27a), all experiments were made at zero Euler number. Main-stream
velocities of approximately 5, 20, and 60 fps.were used. The flow in the
tunnel was largely laminar at the lowest velocity and turbulent at the
highest velocity. At the intermediate velocity the flow was generally
laminar in suction runs and turbulent in blowing runs. Measurements were
made at points ranging from 2.8 to 111.9 inches from the leading edge,
covering a length Reynolds number range of 6,500 to 3,300,000. Data were
obtained with mass transfer through the test-wall sections adjusted to
give both constant velocity and constant @ (vo < 1/Vx in laminar regime
and vo « 1/x0-2 in turbulent regime) with both blowing and suction.
Constant-velocity runs were made with vg varying from 0.12 to -0.12 fps
and constant ¢ runs were made with ¢H varying from 1.2 to -3.6.

The directly measured heat transfer coefficients are tabulated in
table VII. The data are shown in graphical form in figure 135. Fig-
ure 13(a) shows coefficients for no mass transfer compared with pre-
dicted values. The predicted values are obtained from boundary-layer
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theory for the laminar regime. For the turbulent regime the predicted
values are obtained from the Chilton-Colburn empirical relation

2/3
hyx <Cp“>/ _ 0.0288

ulplcp k (RX)O.E

This relation is based on earlier experimental work by other workers
and is seen to agree quite well with the experimental data of runs H-2,
-3, and H-L.

Figures 13(b) through 13(f) show comparisons of experimentally
measured coefficients with predicted values for various cases of mass
transfer. Predicted values for the laminar regime are obtained from
boundary-layer theory and for the turbulent regime from film theory
based on the Chilton-Colburn relation. Figure 13(b) shows results for
blowing at constant ¢H; figure 15(0), for constant blowing velocity;
figure 13(e), for suction at constant ¢H;8 and figure 13(f), for con-

stant suction velocity. Figure 13(d) compares three runs for turbulent
flow and blowing. Run H-20 was made with a uniform blowing velocity
of 0.12 fps. Run H-2la was made with the same mean blowing velocity

but with the mass transfer rate adjusted to give a uniform wall tempera-

ture as well as a uniform gas temperature. This resulted in a mass
transfer distribution with a constant value of ¢H' Run H-27a was made
with a uniform blowing velocity of 0.12 fps and was therefore identical
with run H-20a except that the main stream was accelerated. In this
run the experimental values are compared with results of run H-20a
adjusted for differences in velocity.

Accuracy of measurement.- The accuracy of measurement of heat trans-

fer coefficients was limited by several factors:

(1) Accuracy of temperature measurements. Temperatures were

measured by thermocouples attached to the borous screen and to perforated
baffle plates behind the screen. The thermal electromotive force of the

thermocouples was measured by a Rubicon Type B potentiometer with an
external galvanometer which was capable of readings reproducible to

within 1 microvolt (0.04° F). The thermocouples were calibrated so that

the uncertainty of the calibration was 0.08° F. The accuracy of indi-
vidual thermocouple readings was therefore not an important source of
error.,

8In runs H-12 and H-24 the suction through compartment G was inad-
vertently turned off. As a result, all data for these runs downstream
of x = 22 inches were affected by the irregular suction distribution.
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The largest source of error in the temperature measurements arises
from deviation of the thermocouple temperature from the true temperature
to be measured. The wall temperatures were determined by averaging the
readings of three to seven thermocouples located in each compartment.
Individual thermocouple readings generally deviated about 20 to 40 micro-
volts from the mean value but differed as much as 100 microvolts in some
cases. This effect was caused by nonuniformity of heating by the elec-
trical heater in contact with the screen. The effect was most notice-
able in high-suction runs where it appeared that in some places the suc-
tion of air through the compartment 1ifted the heater away from the
screen. There was very little scatter of the thermocouple readings in
runs with uniform blowing gas temperature in which the screen heaters
were not used. Mean compartment temperatures were therefore subject to
an error of about 1° F for blowing runs and 1° to 50 F for suction runs.
The over-all temperature differences were generally about 20° F but in
some cases were as low as 9° F or as high as 30° F. The runs with the
lowest over-all temperature differences were therefore subject to the
greatest percentage error in temperature measurement.

(2) Measurement of electrical energy input. Input of electrical
energy was determined by measuring the voltage applied to the heaters
whose electrical resistance was known. The voltage was measured by an
alternating-current meter calibrated against a standard meter with a
precision of *1 percent. There was a small uncertainty in the voltage
measurements because of the current drawn by the meter itself. The
resistance of the heating elements was measured very precisely and was
not a significant source of error. The over-all uncertainty in the
measurement of electrical energy input was about 5 percent.

(3) Measurement of compartment flow rates. In runs where there was
a temperature difference between the screens and the baffle behind it,
the flow rate through the compartment was needed to calculate the heat
transfer coefficient (see fig. 6). This flow rate was measured by cali-
brated orifice meters with an uncertainty of 2 percent. This causes
very little error in the calculation of the heat transfer coefficient if
there is a low temperature difference between the screen and baffle but
is more significant in runs with uniform gas temperature and with high
suction rates.

(4) Estimation of heat losses. The calculation of heat transfer
coefficients required the estimation of heat losses from the compartments
by radiation from the test wall to other walls of the tunnel, by convec-
tion from the sides of the compartments, by conduction between compart-
ments, and by radiation and convection within the compartments. The
over-all uncertainty in these corrections is about 0.1 Btu/(hr)(sq ft)
(°F) for runs with little difference between screen and baffle tempera-
tures and about twice this for cases with substantial temperature dif-
ferences. For runs with low coefficients such as low-velocity runs,
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especially laminar blowing runs, this is a serious source of error

because the coefficients may be as low as 0.4 Btu/(hr)(sq £t)(°F).

For runs with high coefficients, this is not an important source of
errors.

The accuracy of the measurement of heat transfer coefficients can
be summarized as follows: The principal source of error is uncertainty
in the measurements of temperature differences between the test wall
and the main stream and between the test wall and the baffle behind it.
The temperature differences can be measured to +1° F for blowing runs
and t1° to t3° F for suction runs, depending on the suction rate. This
error is most serious for runs with low over-all temperature differences
between wall and main stream or high over-all temperature differences
between wall and baffle. The uncertainty of estimation of heat losses
can be serious if the measured coefficient is low but is unimportant for
high coefficients because it is a fixed absolute error on the heat
transfer coefficient. The measurement of electrical energy input is
subject to an error of about *5 percent. Other sources of error are
not important.

Temperature Profiles

Experimental data.- Temperature profiles were measured under the
experimental conditions shown in table VI. These are the same conditions
as those under which direct measurements were made, except that tempera-
ture profiles were not measured for every run. The experimental tempera-
ture profile measurements are tabulated in table VIII. Representative
profiles are shown in figures 10 and 14. Figure 14(a) shows profiles
for laminar flow with no mass transfer; figure 14(b), for laminar flow
and blowing with constant ¢H; and figure 14(c), for laminar flow and
suction with constant @. Figure 14(d) presents profiles for turbulent
flow with no mass transfer. Figures 9 and 10 show temperature and
velocity profiles for turbulent flow with blowing or suction, the veloc-
ity profiles of figures 9(a) to 9(c) corresponding to the temperature
profiles of figures 10(a) to 10(c). Figures 9(a) and 10(a) show profiles
for blowing at constant @y; figures 9(b) and 10(b), for a constant
blowing velocity; and figures 9(c) and 10(c), for suction at constant @g.

A few values of heat transfer coefficients calculated from the slopes
of temperature profiles according to equation (61) are plotted as crosses
in figure 13(a). This method of determining coefficients was found to be

generally unreliable and was abandoned.

Accuracy of measurement.- The accuracy of measurement of temperature
profiles was limited by several factors:

(1) Uncertainty in the measurement of the thermocouple position.
The position of the traversing mechanism for which the thermocouple made
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contact with the wall was reproducible to a precision of about #*0.002 inch.
The effective thermocouple position when the probe was in contact with the
wall could be determined to a precision of about +0.001 inch, giving an

over-all precision of the position of the thermocouple junction of
+0.003 inch.

(2) Accuracy of measurement of thermocouple temperature. The
thermal electromotive force of the thermocouple probes was measured by
a Rubicon Type B potentiometer with an external galvanometer. The
potential of the copper-constantan high-velocity probe could be measured
with a precision of #1 microvolt (O.OlLO F). The Chromel-Alumel probe
used at low velocities had a higher wire resistance and therefore a

lower sensitivity. Readings could be reproduced to about tl% microvolts
(0.06° F).

(3) Nonlinearity of thermocouple calibration. To simplify the
calculations, temperature profiles reduced to a dimensionless tempera-
ture (B) were calculated directly from the thermocouple reading in
microvolts rather than first converting microvolts to degrees. This
was allowable because the calibrations of the thermocouples were linear
over the temperature range of the profiles within the precision of the
temperature measurements themselves. The rate of change of thermal
electromotive force with temperature changes by not over 2 percent for
the temperature range of any profile. Therefore this is not a serious
source of error.

(4) Determination of wall temperature. In order to obtain dimension-
less temperature profiles, it was necessary to know the value of the
temperature of the wall at the point where the profile was measured.
For runs with laminar flow where the probe could measure temperatures
very near the wall, the wall temperature itself could be obtained by
extrapolation of the measured points to y = 0. This could generally
be done to a precision of about 5 to 10 microvolts. However, in cases
of turbulent flow where it was difficult to make measurements within
the laminar sublayer, or with very thin laminar boundary layers such
as those obtained at high suction rates, the probe could not measure
temperatures sufficiently near the wall and extrapolation was very
unreliable. In these cases the wall temperature could be better esti-
mated from the thermocouples in the wall itself, even though these were
not always located directly above the probe. The uncertainty of the
estimation of wall temperature in these cases was about 30 microvolts.
This can therefore be a serious source of error in some cases.

(5) Conduction error in thermocouples. A thermocouple Junction in
a fluid stream can lose heat by conduction along its leads unless pre-
caution is taken to eliminate this error. The probe designed for use
at low main-stream velocities had about 1/2 inch of bare wire on each
side of the junction exposed to air at the same temperature as the
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Junction. Calculations show that the temperature of the junction will
be within 0.1° F of the true air temperature down to an air velocity of
0.5 fps. This allows measurements well within the laminar boundary
layer for the low-velocity runs. The probe used for high velocities had
about l/h inch of heavier wire projecting upstream. This probe could
measure temperatures within 0.1° F above an air velocity of 10 fps, but
at lower velocities it was subject to serious error and was not used
except in runs with a main-stream velocity of about 60 fps.

(6) Flow disturbance effects. The flow disturbance caused by inser-
tion of the temperature-measuring probes into the tunnel was checked by
observing whether or not the wall temperature changed any when the probe
was brought near it. No significant effect was noticed at main-stream
velocities of 5 and 20 fps when the large Chromel-Alumel probe was used,
but a marked disturbance was noticed at a velocity of 60 fps. The wall
temperature dropped as much as 100 microvolts (ho F) when the probe was
placed in contact with the wall. The next thermocouple downstream of
the probe read a higher temperature when the probe was in place. This
indicated that air was being deflected up through the screen ahead of the
probe and was coming back out into the main stream Jjust downstream of
the probe. This probe could not be used to make reliable temperature
profile measurements at high velocities because of this disturbance. A
similar test of the smaller high-velocity copper-constantan probe showed
no significant flow disturbance at g main-stream velocity of 60 fps.

The accuracy of the temperature profile measurements can be sum-
marized as follows: The possible error in position of the thermocouple
Junction was about #0.003 inch. Errors in measurement of thermsl elec-
tromotive force or in calculation of dimensionless temperatures from
measured voltages were insignificant. Determination of wall temperature
was fairly good (2 to 3 percent) in laminar profiles which could be
extrapolated to the wall position but was serious (up to 10 percent) for
thin boundary layers or turbulent profiles with thin laminar regions.
The low-velocity probe was not subject to error by conduction along the
thermocouple leads at velocities above 0.5 fps, but this probe disturbed
the flow pattern markedly at a velocity of 60 fps. The high-velocity
probe caused no significant flow disturbance but was in error because
of conduction along the leads at velocities below 10 fps and could there-
force be used only for the runs at 60 fps.

Enthalpy Thickness

Similtaneous velocity and temperature profiles are necessary in
order to evaluate enthalpy thicknesses. In all cases where simultaneous
profile measurements were made, the enthalpy thickness ¢ was calculated
by numerical integration according to equation (62). The resulting
values of ¢ are tabulated in table VI. In some cases in the laminar
flow regime only a temperature profile was measured, but a velocity
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profile could be derived from it if it was assumed that the profiles
were similar except for a Prandtl number effect. These derived velocity
profiles were calculated from temperature profiles according to equa-
tions (64) and (65) and are tabulated in table IX. The values of ¢
calculated from these temperature and derived velocity profiles are also
tabulated in table VI.

As in the case of the calculation of momentum thicknesses and dis-
placement thicknesses, the precision with which the enthalpy thickness
could be determined was a minimum in suction runs and a maximum in
blowing runs.

Heat Transfer Coefficients From Enthalpy Thicknesses

Local heat transfer coefficients were calculated using the values
of the enthalpy thickness and equation (63). The technique employed
was to plot the quantity ¢', the enthalpy thickness corrected for mass
transfer, as a function of the distance from the leading edge x. The
slopes dt'/dx of the resulting curves were equal to the local value
of the Stanton group h/pulcp. As in the case of corrected momentum
thicknesses, the experimental points were fitted with a straight line
on logarithmic coordinates, resulting in.a relation of the form g' = axP.
The relationship was then differentiated to give the local Stanton group:
1
h =d_'§_.zab
pPujcp dx

Al

The empirical equations for local heat transfer coefficients found in
this way, generalized to include the effect of Reynolds number, are
tabulated in table V.

The heat transfer coefficients derived from enthalpy integrals are
in substantial agreement with the corresponding directly measured coef-
ficients. For clarity, these relations have not been plotted in fig-
ures 13(a) to 13(f) except in the case of run H-1, shown in figure 13(a).

The values of heat transfer coefficients calculated from enthalpy
thicknesses are subject to the same type of errors as the values of the
local friction factors calculated from momentum thicknesses. The pre-
cision of the two results is roughly the same.

DISCUSSION OF EXPERIMENTAL RESULTS AND COMPARISON WITH THEORY

Velocity Profiles

Laminar regime.- Laminar-boundary-layer velocity profile data
obtained in suction runs are compared with the predictions of laminar-
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boundary-layer theory in figures 15 and 16. In figure 15 profiles are
plotted for two runs with the same main-stream conditions but with two
different rates of uniform suction. According to Schlichting and

Bussmann (ref. 10), the laminar boundary layer on a flat plate with
uniform suction should asymptotically approach the relationship

u VolRYy
uy P 9

at a great distance from the leading edge. Examination of figure 15
shows that the asymptotic profile is approached, the profile at

x = 22.1 inches agreeing well with the theoretical profile in each
case. The scatter in the data may be ascribed to several factors:

(1) The asymptotic profile is attained only at a considerable distance
from the leading edge. Near the leading edge the profiles should be
steeper and the boundary layer thinner, in line with the general trend
of figure 15. However, the calculations of Iglisch (ref. 20) indicate
that this effect should be less than that shown in figure 15. (2) It
was impossible completely to eliminate acceleration of the free stream,
with the result that there was in each case acceleration between the
leading edge and station C, deceleration between stations C and D, and
acceleration between stations D and E. These velocity fluctuations
were of the order of %1 percent of the mean velocity. (3) The test
wall possesses irregularities which could cause the effective position
of the probe when in contact with the wall to vary by a few thousandths
of an inch from station to station. In most cases it can be seen that
the experimental data are displaced from the asymptotic profile by a
very few thousandths of an inch.

A third run was made at a still lower suction velocity, but transi-
tion to turbulent boundary layer occurred before the asymptotic profile
was approached. It is believed that the data of figure 15 are in agree-
ment with laminar-boundary-layer theory within the limits of experimental
precision.

In figure 16 laminar-boundary-layer profiles for the case of suction
with an inverse square-root distribution are compared with the calculated
profiles of Schlichting and Bussmann (ref. 10). These profiles are in
qualitative agreement with the theoretical curves. The discrepancies
probably result from the acceleration and deceleration of the main
stream and from irregularities in the test surface which introduce
errors in the measured value of y.

In blowing runs transition to turbulent flow occurred at such a low
Reynolds number that the laminar velocity profiles were not measured
with adequate precision. Work now in progress with more sensitive veloc-
ity measuring equipment has shown that this difficulty can be overcome
and the incomplete data show good agreement with theory.
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Turbulent regime.- In figures 17 and 18 the dimensionless velocity
ratio u/u; is plotted as a function of the dimensionless distance

ratio y/9 for cases when the boundary layer was turbulent. Each curve
represents data obtained at several different traversing stations and
consequently represents a wide variation in downstream distance. Fig-
ure 17 presents data obtained under zero mass transfer conditions at

uy; = 25.8 fps, figure 18(a) presents data obtained with blowing at con-
stant @y = 1.23 and u; = 19.6 fps, and figure 18(b) presents data
obtained with a constant blowing velocity v, = 0.04 fps and

u; = 20 fps. When plotted in this way, the velocity profiles for a
given run are found to be similar with the exception of the region very
near the wall. The profiles obtained with a constant blowing velocity
exhibit somewhat greater deviation from the mean curve than the data
obtained at @ = 0 and $g = 1.23. The precision of the constant v,
data does not warrant any definite conclusions concerning departure from
similarity when a constant blowing rate is imposed on the flow, but close
examination of the original data indicates that at a given value of y/ﬁ
the values of u/u; decrease as the distance from the leading edge is
increased. This question and other topics related to the turbulent
velocity profiles are discussed more fully when the turbulent velocity
and temperature profiles are compared.

Friction Factors

Laminar regime.- A comparison of measured laminar region friction
coefficients with those predicted by theory is shown in figure 12.

In all suction runs, the measured friction coefficients are in
good agreement with values predicted by laminar-boundary-layer calcula-
tions of Schlichting and Bussmann (ref. 10) for inverse square-root
suction and Iglisch (ref. 20) for uniform suction.

In the data reported here, only indications of the agreement between
theory and experiment were obtained in the case of laminar, no-mass-
transfer flow. The x points of figures 12(a) to 12(f) are coeffi-
cients estimated from wall velocity gradients of the first two profiles
of run V-1. The circled point is estimated from the value of '
obtained at x = 3.6 inches, Ry = 46,000, run V-1, by means of the
relationship

_1 _ 1(§L>
(Cf/e)local, laminar §(Cf/2)mean, laminar = 2\'Xx

which is valid for the Blasius solution. These coefficients are in
reasonable agreement with theory, considering transition to occur
between x = 3.6 and x = 6.9 inches. In figures 12(g) to 12(k) the
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"experimental" no-mass-transfer laminar friction-coefficient values
shown were calculated from velocity profiles derived from the measured
laminar-region temperature profiles of run H-1l. Reasonable agreement
is found between the "data" and theory.

In view of the poor precision of the laminar velocity profiles
obtained under blowing conditions, no friction-factor calculations were
attempted.

Turbulent regime.- Figures 12(a) to 12(k) compare measured friction-
factor values with those predicted by film theory or, in the case of no-
mass-transfer runs, with the values predicted by the customary engineering
relation

Cfye = 0.0296
(RX)O.2

In those cases in which film theory was applied, the value of ce,, the

friction coefficient in the absence of mass transfer used to calculate ©
and ¢, was the experimentally measured coefficient at the same main-
stream conditions.

Zero-mass-transfer friction coefficients were measured at main-
stream velocities of 20, 26, and 59 fps. A comparison of the empirical
friction-factor and Reynolds number relations derived from the experi-
mental data with the expected smooth-plate, turbulent-flow equation

“fx _ 0.0296

2
(Rx)0.2

discloses some significant differences. At 20 fps measured friction
factors agree well with the expected relation. At 26 fps the relation

" 0.012
derived from the experimental results is 5 = . Measured

Q125
(Rx)
and expected values are equal at Ry = 128,000, but the experimental
value is 15 percent higher at Rx = 1,280,000. At 59 fps the relation
Cfy _  0.04k

2 0.216
(Ry)

values are 24 percent higher than expected at Ry = 102 and 17.5 percent
higher at Ry = 106. It is believed that these differences result from
the behavior of the porous wall; the basis for this opinion is discussed
more fully later.

derived from the experimental results is The measured
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The comparison with film theory shown in figures 12(a) to 12(k) is
presented in the form of the measured correction factor 6y = Cf/Cf*

plotted as a function of the rate factor ¢F = 2vo/ule* in figure 19.

The comparisons are subject to greater error than are the measured values
of cg or cp  alone. Consequently, the scatter of the data points

shown in figure 19 is to be expected. The data points appear to indicate
that film theory somewhat overpredicts the effect of mass transfer.

This actually may be the case, but, in light of the precision of the
data, such a conclusion cannot be justified. The true state of affairs
is in doubt. Within the precision of the experimental results, film
theory predicts the measured effect of mass transfer on the friction
coefficients.

Temperature Profiles

Laminar regime.- Laminar-boundary-layer temperature profile data
are compared with the predictions of laminar-boundary-layer theory in
figures 20(a) to 20(c). Profiles for a run with no mass transfer are
shown in figure 20(a) in comparison with the theoretical profile calcu-
lated by Pohlhausen (ref. 25). The profiles show good similarity and
are in close agreement with each other, but all of the experimental
profiles are slightly steeper than the theoretical profile, indicating
that the heat transfer coefficient is higher than the theoretical value.

Figure 20(b) shows laminar temperature profiles for a run with an
inverse square-root blowing distribution. Theoretical profiles are
plotted for no mass transfer and for the blowing rate used in this run.
The measured profiles indicate that the thermal boundary layer is
thicker than it would be in the absence of blowing but is not thickened
by the amount predicted by boundary-layer theory, indicating that the
heat transfer coefficient is substantially higher than the theoretical
coefficient.

Figure 20(c) shows laminar temperature profiles for a run with an
inverse square-root suction distribution. These are compared with the
theoretical profiles for no mass transfer and for the suction rate used
in this run. The two upper profiles are in fair agreement with each
other and are slightly steeper than the theoretical profile. The third
profile was measured at a point further downstream and probably applies
to the start of the transition to turbulent flow. These profiles indi-
cate that the heat transfer coefficient is slightly higher than the
theoretical value.

The temperature profile measurements give profiles that are generally
steeper than the theoretical profiles, with the greatest deviation from
theory occurring in blowing runs and the least deviation occurring in
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suction runs. These results will be discussed more fully following the
section covering direct heat transfer measurements.

Turbulent regime.- In figures 18 and 21 the dimensionless tempera-

To - T
ture CYL is plotted as a function of the dimensionless dis-
B To - T1

tance ratio y/g for cases where the boundary layer was turbulent.
Each curve represents data obtained at several different traversing
stations and consequently represents a wide variation in downstream
distance. Figure 21 shows data obtained in a run with no mass transfer
at uj = 16.2 fps. Figure 18(a) shows data obtained with blowing at
constant @y = 1.23 and u] = 19.6 fps, and figure 18(b) presents data

obtained with a constant blowing velocity vo = 0.04 fps and Uqi =208 £ps.

In the latter two figures, the data are compared directly with corre-
sponding velocity profiles. When plotted in this way, the profiles
for a given run are all found to be similar except in the region very
near the wall.

The degree of similarity of the profiles is best in the runs with
no mass transfer or with blowing at constant ¢H' Although the preci-
sion of the experimental data does not permit a definite conclusion,
it appears that, in the run with constant blowing velocity, there is a
slight change in the shapes of the temperature and velocity profiles
with distance from the leading edge, possibly because of the change in
the value of @g.

The turbulent profiles were examined on logarithmic coordinates to
investigate their tendency to follow a power-law distribution. The
resulting plots could be fitted by a straight line, although the scatter
of the data was such that there is no assurance that the profiles
actually should give a straight line. Inspection of the data shows that
the points might be better fitted by a line with some upward curvature,
but the precision of the data was not good enough to justify trying to
fit such a curve to the results. The velocity profile with no mass
transfer (fig. 17, uj = 25.8 fps) had a slope of 0.21% and the tempera-
ture profile with no mass transfer (fig. 21, uj = 16.2 fps) had a slope
of 0.19 when plotted on logarithmic coordinates. The profiles made with
blowing at constant @y (fig. 18(a)) had a slope of 0.265 and the pro-
files made with a constant blowing velocity of 0.04 fps (¢H = 0.55 to
0.85) had a mean slope of 0.25. These slopes are valid for values of
y/8 or y/& greater than about O.1. The results indicate that an
increase in the blowing rate increased the slope of the turbulent pro-
files when plotted on logarithmic coordinates.

The comparison of profiles for similarity was made by making the
distance from the wall dimensionless by dividing the distance by the
momentum or enthalpy thickness. However, if the profiles are similar
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when based on this measure of boundary-layer thickness, it can be shown
that they will be similar when compared on the basis of the 99-percent-
point thickness and will have the same power-law exponent if a power
law is applicable.

Heat Transfer Coefficients

Laminar regime.- The results of direct measurements of heat transfer
coefficients are presented in figures 13(a) to 13(f). Figure 13(a) shows
results for all runs with no mass transfer. The data for the laminar
regime for these runs show that the measured coefficients are generally
in fair agreement with boundary-layer theory but tend to be high. This
is in agreement with the finding that the temperature profiles are
steeper than the theoretical profiles. This deviation from theory is
believed to be due to the nature of the test wall used for these experi-
ments and will be discussed more fully later.

Figure 13(b) shows results for runs with blowing at a constant
value of ¢H (inverse square-root distribution for the laminar regime).
Because the stability of the boundary layer is decreased by blowing and
transition occurs at a lower length Reynolds number, all of the laminar
data for blowing had to be measured in the front compartments of the
tunnel. These compartments had fewer thermocouples and the wall tempera-
ture measurements were less precise. In addition, errors due to heat
losses were important because of the low absolute values of the coeffi-
cients. Consequently, the precision of these measurements was poor. The
data indicate that, generally, the measured coefficients are substantially
higher than the values predicted by boundary-layer theory, although this
is not true in all cases. Some of the measurements are in fair agreement
with theory. The fact that the measurements are generally high is in
agreement with the previous observation that the thermal boundary layer
as indicated by the temperature profile is not thickened to the extent
predicted by theory.

Figure 13(c) shows the results for runs with a constant blowing
velocity. No theoretical calculations were available for the case of
heat transfer with uniform blowing in laminar flow, so an approximate
curve, indicating predicted values, was determined by calculating the
value of ¢H at the point in question and then using the correction
factor 6y corresponding to that value of ¢H as predicted by laminar-
boundary-layer theory for a l/lf blowing distribution. The agreement
between the measured coefficients and the "predicted" values is fair,
although the precision of the measured values is poor.

The results of runs with suction with an inverse square-root dis-
tribution are presented in figure 13(e). The data are in fair agreement
with boundary-layer theory but tend to be high, again in agreement with
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the measured temperature profiles. Figure 13(f) shows runs with uniform
suction velocity. These data are also seen to be somewhat high at low
suction rates; but at high suction rates the agreement with theory is
good, although individual points scatter widely. This was due to the
fact that in runs with high suction rates nonuniformity of heating of
the screen caused the readings of the wall thermocouples to scatter,
resulting in poor precision of the heat transfer measurements.

Turbulent regime.- Figure 13(a) presents results of runs with no
mass transfer. The experimental points in the turbulent region are
compared with the predictions of the Chilton-Colburn empirical relation

hy (525)2/5 _ 0.0288
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This relation is seen to be in good agreement with the experimental datsa.

Experimental data for runs with blowing or suction are presented in
figures 15(b) to 13(f). In all cases except run H-27a of figure 13(d),
the experimental points are compared with the predictions of film theory,
using the Chilton-Colburn relation to predict hy.

In addition, figure 22 compares film theory and experiment on the
basis of the correction factor Oy = h/hx plotted as a function of the
rate factor ¢H = vopcp/h*. In every case, when the flow has become

fully turbulent the experimental data, despite the scatter, appear to

be in agreement with film theory provided that the mass transfer dis-
tribution upstream of the points where the measurements were taken was
reasonably constant. This is the case in all runs with constant suction
velocity and all runs with a constant value of ¢H in the turbulent
region (v, « 1/x0-2). In runs where there was some other mass transfer
distribution, the experimental results differ from film theory. This
can be seen in figure 13(b), run H-10, and figure 13(e), runs H-13 and
H-15. 1In these runs an inverse square-root distribution was used
throughout the entire tunnel, including the turbulent region. In these
cases the mass transfer rate upstream of a given point was higher than
it would have been if there had been a constant velocity equal to the
local velocity at the given point. As a result, the boundary layer in
the blowing run was thicker than it would have been with uniform blowing,
and the measured coefficient was lower than the prediction of film
theory. Similarly, in the suction runs the boundary layer was thinner
than it would have been with uniform suction, resulting in coefficients
higher than the values predicted by film theory. In run H-12, in which
suction through compartment G was inadvertently omitted, the coefficients
downstream of this point were all lower than the predicted values based
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on local suction rates. This indicates that the boundary-layer thickness
downstream of compartment G was greater than it would have been if that
compartment had had normal suction.

It was pointed out earlier that simple film theory makes no allow-
ance for the effect of variations of film thickness. Apparently this
is not a serious defect if the mass transfer distribution is reasonably
constant, but some allowance should be made for film thickness if there
is an unusual mass transfer distribution upstream of the point at which
the calculation is to be made. The data for the 1/yx distribution in
the turbulent regime are in better agreement with film theory if
equation (26)

g

(expl%§> -1

is used and A/Ax 1is taken to be equal to Vb/vo where Vo 1is the
length mean mass transfer velocity. It is possible that some correction
of this type will be found suitable, but the preferred form cannot be
defined at this time. The limited data presented here are sufficient

to show the desirability of an allowance of this sort but are not con-
sidered adequate to show how much this correction should be.

B =

The blowing runs were made under two different conditions of heating.
Runs denoted by the letter "a" were made with air at a uniform tempera~
ture blown into each compartment. There was no additional heat supplied
to the test wall; the wall was allowed to reach an equilibrium tempera-
ture. In runs denoted by the letter "b" additional heat was supplied
to the test wall so that it reached a uniform temperature equal to that
of the gas being blown through the compartment. There was no noticeable
difference between the heat transfer coefficients determined in the two
cases when conditions otherwise were the same. In constant-gas-
temperature runs, a wall velocity proportional to l/xo-2 resulted in
a constant wall temperature.

Figure 13(d) presents the results of run H-27a. This run was made
with a constant blowing velocity of 0.12 fps and with a uniform blowing
gas temperature. The main-stream velocity was about 60 fps at the
leading edge and accelerated uniformly to about 70 fps at the end of
the tunnel. This run was therefore identical with run H-20a except for
the addition of acceleration of the main stream. The experimental points
are compared with values obtained at the same compartments in run H-20a
after adjusting these values for the Reynolds number effect due to small
differences in main-stream velocity. The experimental results are also
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tabulated in table VII. The measurement of Euler number in this run
was quite rough. This was an exploratory test and the results should
not be considered conclusive. There is a qualitative indication that
at Euler numbers significantly different from zero acceleration of the
main stream increases the heat transfer coefficient by an amount sub-
stantially greater than the increase predicted solely on the basis of
the increased Reynolds number. This is a crude method of predicting
the transfer coefficient and more refined techniques might result in
better agreement.
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