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ABSTRACT

OLDS, JOHN ROBERT. Multidisciplinary Design Techniques Applied to
Conceptual Aerospace Vehicle Design. (Under the direction of Dr. Gerald D.

Walberg.)

Multidisciplinary design optimization (MDO) is an emerging
discipline within aerospace engineering. Its goal is to bring structure and
efficiency to the complex design process associated with advanced aerospace
launch vehicles. Aerospace vehicles generally require input from a variety of
traditional aerospace disciplines - aerodynamics, structures, performance, etc.
As such, traditional optimization methods cannot always be applied. Several
multidisciplinary techniques and methods have been proposed as potentially
applicable to this class of design problem. Among the candidate options are
calculus-based (or gradient-based) optimization schemes and parametric

schemes based on design of experiments theory.

A brief overview of several applicable multidisciplinary design
optimization methods is included in this dissertation. Methods from the
calculus-based class and the parametric class are reviewed, but the research

application reported in this work focuses on methods from the parametric

class.

A vehicle of current interest was chosen as a test application for this
research. The rocket-based combined-cycle (RBCC) single-stage-to-orbit

(SSTO) launch vehicle combines elements of rocket and airbreathing



propulsion in an attempt to produce an attractive option for launching medium
sized payloads into low earth orbit. The RBCC SSTO presents a particularly
difficult problem for traditional one-variable-at-a-time optimization methods
because of the lack of an adequate experience base and the highly coupled
nature of the design variables. MDO, however, with it’s structured approach

to design, is well suited to this problem.

This dissertation presents the results of the application of Taguchi
methods, central composite designs, and response surface methods to the
design optimization of the RBCC SSTO. Attention is given to the aspect of
Taguchi methods that attempts to locate a “robust” design - that is, a design
that is least sensitive to uncontrollable influences on the design. Near-

optimum minimum dry weight solutions are determined for the vehicle.

This dissertation concludes with a summary and evaluation of the
various parametric MDO methods employed in this research.

Recommendations for additional research are provided.
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Introduction

The design of advanced space transportation vehicles typically
depends heavily on analysis from many of the traditional fields of aerospace
engineering - performance, aerodynamics, structures, weights and sizing,
propulsion, cost, operations, avionics and power, etc. Design decisions from
any single discipline are strongly influenced by decisions made in the other
disciplines. Power requirements depend on aerodynamic control requirements
which may, in turn, depend on a performance analysis. Such a design process
is multi-disciplinary, and each of the disciplines is one component of a
complicated network of data flows and interactions. These networks are often

characterized by iterative loops between several of the disciplines.

Because of the interactive nature of the disciplines, experts in each of
the fields involved are generally placed in close proximity — creating a design
team. Each discipline typically deals with one or two computer tools for its
work, and data is exchanged manually or automatically between disciplines. A
project engineer directs the process as data is exchanged and fine tuned
between disciplines in order to produce a final, converged design that meets

all of the requirements.

As in any design process, the objective is to find the best design from a
set of competing alternatives. In launch vehicle design, minimum weight is
often a criteria against which designs are judged — partly because of the
extremely high cost of launching a pound of material to low earth orbit. The
U.S. Space Shuttle delivers payloads for a cost on the order of $6000/1b [1].
The problem of minimizing weight is difficult if only one discipline is
involved. For a multidisciplinary problem, the problem is significantly harder.
Rather than optimizing a particular part of the overall design, the optimization
process must be performed at the systems level. For example, consider the
design of a winged launch system. An aerodynamicist may want to minimize
the thickness of the wing in order to reduce wave drag (and thus propellant



requirements), but the structures expert may want a thicker wing in order to
minimize wing weight [2]. Which is the right answer? Historically, “trade
studies” have been employed to locate the best design. Trade studies generally
fix most of the design variables at some median initial value, and vary one
variable at a time in an attempt to find its best setting. Once a preferred setting
has been found for the first variable, it is fixed at that setting for the rest of the
study. The next variable is then varied in an attempt to find its best setting. It
is easy to imagine a scenario where such an approach may not be able to
locate an optimum point design. The best setting of one variable will most
likely depend on the settings of all of the other design variables. Changing one
variable at a time has little chance of optimizing the entire system. A
structured approach to optimizing several variables simultaneously in a
multidisciplinary design environment in required. Multidisciplinary design

optimization attempts to address this need.

Multidisciplinary design optimization (MDO) is a fledgling field in
aerospace engineering that attempts to bring a structured methodology to
locating the best possible design in a multidisciplinary environment. In fact,
MDO can be considered to be a discipline in and of itself with the goal of
acting as an agent to bind the other disciplines together [3]. MDO methods
can be either from the gradient-based class of methods (including classical
optimization, decomposition methods, and new techniques created specifically
for multidisciplinary environments like system sensitivity analysis) or the
parametric methods class based on Design of Experiments theory (fig. 1).
Each class of methods has it’s strengths and weaknesses, and each is suitable

for different types of problems [4].

Parametric methods are particularly well suited to the design
environment found in aerospace vehicle conceptual design (i. e. the very early
phase of design). The number of systems level design variables is generally
less than ten. Parametric methods are most useful for small numbers of
variables. Conceptual vehicle analysis is generally accomplished via time
consuming iteration between several existing engineering analysis computer



codes (and engineering experts). Parametric methods retain the existing codes
and explore the design space through a series of carefully selected point
designs. Each point design is analyzed using the existing methods. No
additional gradient or derivative information is required from each discipline.
Conceptual design spaces are likely to contain discrete variables because
major design configuration decisions are still being made. Several parametric
methods are capable of handling discrete variables. Finally, the fact that
parametric methods only produce a “near-optimum’” result is not considered a
particularly serious problem for conceptual design. Parametric methods can be
used to locate a region of interest within which a more detailed analysis can

take place if required.

Multidisciplinary Design Optimization

Calculus-based methods Parametric Methods

— classical optimization "’ design of experiments
— decomposition Taguchi methods
. . central composite design
— system sensitivity analysis

Figure 1 - MDO Hierarchy

Four specific methods from the parametric class of method were
selected for additional study within this research — Design of Experiments
methods, Taguchi methods, central composite designs, and response surface



methods. An example launch vehicle (RBCC SSTOQO) was designed and
optimized using three of the four parametric techniques. The optimization of
the rocket-based combined-cycle (RBCC) SSTO vehicle was a highly
multidisciplinary process that would have been difficult, if not impossible,
without the aid of multidisciplinary design optimization. It served as an
excellent test case for evaluating the strengths and weaknesses of the methods.

It is hoped that the details of this research will help contribute to the
state-of-the-art in multidisciplinary design by demonstrating the applicability
of parametric methods to conceptual aerospace vehicle design. These methods
have been successfully applied in several different manufacturing industries,
but literature on aerospace design applications is sparse. Only in the last few
years have some aerospace applications begun to be reported [5,6,7,8]. Interest
in MDO and parametric design methods is increasing, however. This research

will hopefully serve as a pathfinder for research to follow.



Overview of Multidisciplinary Design Optimization Methods

Classical Optimization

Classical optimization techniques can be readily applied to some of the
more manageable problems of aerospace vehicle conceptual design. The
process first requires that the problem be placed in standard form (discussed
below). Given a starting, non-optimum design, the method then steps from
one design to the next until an optimum design is found that meets all
constraints and minimizes the objective function. The method can take
advantage of a variety of available non-linear optimization numerical methods
such as variable metric, steepest descent, and several non-gradient techniques
like Powell's method and random walk [9]. The multidisciplinary nature of the
design problem will usually necessitate an iterative approach - sometimes

even within each step.

The standard form of a classical optimization problem has an objective
function and a list of constraints. A composite objective function representing
a weighted assessment of the goals of each of the disciplines is written in the

form:

minimize f(y1,¥2-.-s¥i>---) N

and the corresponding set of constraints written in the standard form are:

g (Y1,¥25e-sYir-) SO 2)

For example, if f was vehicle weight, the y's might be subsystem weights. The
overall objective function is a function of the lower level outputs. A typical
constraint may be minimum deliverable payload. The analysis outputs, y;, are
functions of the independent design input variables, x;. Therefore, the goal of
the design process is to find the design variables, x;, which will minimize the



objective function while satisfying all of the constraints. Continuous variables
are easily handled by the method. Discrete variables, like number of engines
or number of boosters, are more difficult to handle, but techniques exist to

accommodate them to some extent.

Figure 2 shows the graphical depiction of a design space with two
independent variables. The classical optimization method employs a repetitive
convergence method by first assessing the system objective functions and
constraints, calculating gradients, updating the design variables, and then
reevaluating the new objective function and constraints. Using this stepping
technique, an optimum feasible solution is eventually found. Because the
method steps from one solution to a better one by changing design variables
appropriately, it is not necessary to predetermine a limiting range of each
variable as required by parametric methods. The entire design space can be
used if needed because there are no artificial limits.

unacceptable regions

optimum N
Figure 2 - Design Space with Constraints

The constraints in classical optimization can be treated in a variety of
ways. For linear problems, the Simplex method from linear programming can
be used [9]. The Simplex method uses the fact that the optimum solution to a
linear problem (linear objective and linear constraints) will be at the
intersection of two constraints. Those constraints are given the designation



“active”, and the “<” is replaced by “=* in equation 2. For more typical non-
linear problems, the constraints can be represented by penalty functions that
treat the constraints, not as on-off step functions, but as steeply sloping
functions beginning at the point where the constraint is “just satisfied” and
increasing as the design moves away from the feasible region. The penalty
function is then added (for a minimization problem) to the overall objective
function. In this way, the objective is “penalized” for being outside the
feasible region, and gradient methods will lead the design away from the
penalties and toward a feasible solution. The penalty functions are zero inside
the feasible region. Penalty functions are one method of treating constraints in
a non-linear problem. Additional methods are discussed in reference 10.

Gradient methods used in classical optimization, as the name implies,
use the gradient of the objective function, Vf, to perform the minimization.

They start with a given set of design variables and then numerically, or
analytically, determine the derivative of the objective function in each of the

design variables directions, i.e. the gradient.

of of of
sz(a—xl’éyz""’a_x_i’"') 3)

The simplest gradient method, steepest descent, then uses the fact that
the negative of the gradient lies in the direction that most improves the
objective function (for a minimization problem). Therefore, the vector of

design variables, represented by X, is changed in that direction.

xnew = Xold - * Vf (4)

In equation 4, o is a scalar that varies the magnitude of the step. Once
the gradient direction is determined, o is started at a small value, an
intermediate value of f is determined, and a is systematically increased until
the value of the intermediate f is no longer an improvement over the previous
step. In other words, the current gradient direction is followed until it is
“played out”. In practice, maximum move limits are sometimes established to



keep the optimizer from taking too large a step in a non-linear problem. Once
a best a is determined for the current gradient direction, the design variables,

X, are updated and a new gradient direction is calculated. From here, the
process is repeated until the problem converges. Other numerical optimization
techniques may use different methods to update the design variables, but

almost all use a stepping scheme.

The minimum (or maximum) is found when the derivatives of all the

variables are equal to 0,

of _of of
3x1 =% = 0% =0 ®

A minimum is, therefore, a point where changing any design variable
will result in an increase in the objective function (the increase in the objective
function may be the result of a penalty from a violated constraint). It is
possible that the optimization process may find a local minimum which is not
the global minimum. Techniques exist to solve this problem, but most involve
restarting the optimization process from a new initial condition.

Pros and Cons

The classical optimization technique depends heavily on the ability to
quickly evaluate the objective function and constraints at each iteration (and
several times within each iteration to evaluate the derivatives). The
multidisciplinary nature of most aerospace vehicle designs makes this
requirement very difficult to achieve. The current design practice of using
distributed experts and existing analysis codes would require that each
discipline perform an analysis for each iteration of the solution. If the system
is coupled, the solution process becomes even more complex and time
consuming. Discrete variables are more difficult to accommodate in this
method than in parametric studies. Additionally, the objective function and
constraints may become very difficult to formulate in a standard form.



Therefore, the classical optimization technique should only be applied to a

limited class of conceptual aerospace design problems.

If the design problem can either be limited in scope or approximations
can be made to simplify the analysis equations, classical optimization
becomes a viable method. A simple objective function and set of constraints
must be written in order to allow fast evaluation. While the problem can still
be multidisciplinary, complex computer codes for detailed aerodynamics,
propulsion, controls, and structures analysis are generally discarded in favor
of approximate methods - simple algebraic equations combined into a single
monolithic computer code in most cases. Applied to a suitable problem,
classical optimization provides a numerically optimum solution (limited only
by the accuracy of the model, not the method), a design that meets all
constraints, and a method that doesn't require the designer to place

predetermined limits on design variable ranges.

Decomposition

If a system consists of several coupled disciplines or tasks, it may be
possible to organize the system into a top down hierarchy of smaller
subproblems or combinations of subproblems (figure 3). This process of
decomposing the coupled system leads to a simpler set of subproblems that
can be optimized in a one-at-a-time manner rather than the all-at-once manner
employed by classical optimization. In a sense, system decomposition enables
the extension of the ideas of classical optimization to larger coupled problems.

Because multi-level decomposition generates a series of subproblems,
it lends itself well to the idea of retaining the existing tools of the disciplinary
experts and using them to provide the required level of analysis detail in an
overall design optimization problem. Once the system is decomposed, the



subproblems of the hierarchical tree can be treated as “design modules”
providing outputs to and receiving inputs from other contributing
subproblems. Optimization of the overall design is accomplished by top down
optimization of the elements of the decomposed structure. Compared to
classical optimization, fewer simplifications to the analyses are required
because the existing, detailed design programs of the disciplinary experts are

retained.

combined
subproblem

level 0
P

Figure 3 - Complex System as a Hierarchical Structure

The setup of a decomposition problem involves describing the overall
system as individual subsystems (modules), their output variables, and their
input requirements. For example, thermal protection analysis may be a
module. It would provide TPS type, thickness, and weight as outputs and
require aerodynamic heat loads and structural backface temperature limits as
inputs. Once the entire network is created, the modules are organized in a
manner that reduces feedback (iteration) from lower to upper levels and
creates a logical hierarchical structure. Some modules may be so coupled that
they are impossible to break apart. They may instead be combined into a
larger subproblem (circuit) within which iteration may occur. Decomposition
may lead to aerodynamic analysis being performed before TPS analysis, and
the propulsion and propellant tank analysis may be combined into a new

“circuit”, for example.

10



At NASA’s - Langley Research Center, a knowledge based tool called
DeMaid - Design Manager's Aid for Intelligent Decomposition [11] was
created in order to automate the process of decomposition (figure 4). In the
simple four module N by N graph example shown, module 2 provides output
to modules 1 and 3, and modules 3 and 4 provide outputs to each other.
DeMaid can then be applied to transform the coupled, complex design
problem into a more manageable hierarchical structure of subproblems. The
reorganized system recommends analysis in module 2 first (it depends on
input from no other module) and combines modules 3 and 4 into a new circuit.
A top down analysis is now possible because no feedback loops exist.

modules feedforward loops
w ‘///,/ |
SR e q- B -
/ = nd DeMaid :
feedback i /"
circuit

loops

Figure 4 - Decomposition Reduces Feedback

Assuming that the system can be decomposed (some systems may be
too highly coupled to create a hierarchical structure), a structured process can
be utilized to optimize the individual subproblems so that the optimum
solution of the subproblems is the optimum solution of the entire system [12]

This process is known as coordination.

As in the case of classical optimization, the overall objective function
can be written as a function of the outputs of the individual disciplines

(modules).

minimize f(y1,¥2,...,¥i»--.) 6)

In the simplest decomposition problem, the outputs of each of the modules
enter only into the calculation of the objective function and not into the
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outputs of any of the other modules (called a block diagonal dependency
matrix system). For such a case, the objective function could be split into a
series of smaller independent objective functions so that: '

2fi(yi) = f(y1,¥250¥ise0) 0

and the objective function of the i-th subproblem will become:

minimize f;(y;) (8)

The system constraints can also be broken into smaller, subproblem
level constraints. In a simplified example, if the system objective function is
to minimize vehicle weight, the TPS subproblem objective may be to
minimize TPS thickness. Other subproblems would have their own objective
functions so that when each is optimized separately, the result will be the

lightest overall vehicle.

Having decomposed the system into a hierarchical structure and
rewritten the systems level objective function and constraints into subsystem
level equations, the design process proceeds from the top of the hierarchical
tree to the lower levels. Recall that higher level subproblems are analyzed
before lower level subproblems because the higher level outputs (feedforward
data) are required as inputs to lower level analyses. The individual
optimizations of the subproblems can be solved in a variety of ways, including
some of the non-linear, numerical optimization methods like steepest descent
discussed in the classical optimization section. For smaller subproblems,
designer experience may be sufficient to find an appropriate solution.

Pros and Cons

System decomposition enables a designer to extend the ideas of
classical optimization to larger and more coupled problems. However, if a
problem is very tightly coupled, it may be impossible to decompose the
problem into a simple set of subproblems that can be handled by classical
optimization. Simplifications are often made to reduce the system coupling,
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that is, some of the weaker dependencies are often neglected. However, in
practice many aerospace design problems will be difficult to address by
hierarchical decomposition. If the overall design can at least be broken down
into 2 or more highly coupled subproblems, the system sensitivity analysis
technique (discussed later) can be used on each of the subproblems separately,
and then the problems can be recombined using coordination thereby saving

time and effort.

When applicable, decomposition can be used to improve the efficiency
of the design team. Because of the branching nature of the hierarchical tree,
unrelated lower level subproblems can be analyzed at the same time (parallel
execution), thereby speeding up the overall analysis process. Also, the
performance of the non-linear optimizers is considerably better for the smaller

subproblems than it would be for the entire system [12].

The decomposition method allows the computer codes most often used
by the individual disciplinary experts to be retained because the subproblems
created are often associated with an existing discipline. However, it is not
necessary to rely solely on computer based analysis for each subproblem.
Some subproblems can be “optimized” ﬁsing only the experience and
judgment of the designer. That is, the decomposed system can consist of
automatic and “manual processes”. “Manual” optimization of this nature is
generally prohibitive in the case of classical optimization where the entire
system-level analysis process must be quickly repeated a number of times and

is, therefore, usually completely automated.

Because most aerospace designs are difficult to break into smaller
subproblems, system decomposition may be best used as a planning and
scheduling tool. The ability to visualize the subsystems and structure as
related design modules is very beneficial, especially for new or one-of-a-kind
designs like those found in conceptual aerospace design. Since the method
varies design variables numerically like classical optimization, it has more
difficulty handling discrete variables. Other methods, such as system
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sensitivity analysis (discussed below) perhaps used in conjunction with
decomposition, may be more suitable for the overall optimization process.

System Sensitivity Analysis

System sensitivity analysis (SSA) is a multidisciplinary design and
optimization method designed to answer “what if”” type questions and perform
optimization of an entire system. It replaces system-level gradient calculation
with a more efficient, distributed calculation scheme [2]. While classical
optimization and system decomposition/coordination are usually limited to
smaller sized or less coupled problems, sensitivity analysis is well suited to
handle more highly coupled and complex aerospace vehicle design. In fact, it
can easily incorporate the techniques of the other two methods. Therefore,
system sensitivity analysis may have the widest applicability of any of the
numerical techniques discussed in this dissertation.

System sensitivity analysis treats a system as a highly coupled set of
subproblems - perhaps determined from a decomposition process that was
unable to completely separate all of the subproblems. These subproblems are
generally associated with traditional design disciplines that retain their
existing, more detailed, design codes. These existing design codes (like
NASTRAN or POST) can be treated as individual “design modules” -
exchanging inputs and outputs with other “design modules” in the overall

system.

To compute the total change in an output variable with respect to a
change in an input design variable, the SSA method first analyzes the impacts
of the various subproblems on the output, then secondly analyzes the impacts
of a change in the input design variable on each of the subproblems while
holding other influences constant. For example, an aerodynamics subproblem

14



would evaluate its own sensitivities to changes in other subproblems.
Increased wing weight from the structures subproblem might produce a
different trim point with a corresponding increase in induced drag. If wing
aspect ratio is a design variable, the aerodynamic discipline could also
calculate the change in trim lift coefficient with increased aspect ratio -
temporarily disregarding the fact that an increase in aspect ratio may increase
wing weight which indirectly will also affect the trim lift coefficient. This
second influence is calculated separately. The total change (sensitivity
derivative) in wing weight is the sum of these two influences [13]. These
system sensitivity derivatives (SSD’s) are total derivatives and are essentially
system level gradients to be used by a designer either intuitively or
numerically to iteratively improve the design. The advantage of the method
over top level system finite differencing lies in the computational efficiency,
ability to perform subproblem tasks in parallel, and the need to only calculate
the disciplinary interdependencies once (per iteration) to analyze all design
variable influences. A brief discussion of the mathematical basis of SSA is

given below.

A complex coupled system can be thought of as a mathematical
function that, for a converged solution, generates a set of output values for a
given set of input values. For example, for a given sweep, thickness ratio,
aspect ratio, Mach number, etc., a wing will have a given coefficient of lift. If
X is a set of input variables, and Y is a set of output variables, then:

Y =f(X) &)
or written another way:
FX,Y)=0 (10)

The output variables are generally used in the evaluation of the objective
function or the various constraints. Assume that the parts of the system output
vector are generated by distinct disciplines so that the system output vector

can be partitioned:
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Y = (Y,,Y,,Y3)T (11

where, for simplicity, three disciplines have been assumed. For example,
aerodynamic coefficients would be generated by an aerodynamics discipline,
engine performance would be generated by a propulsion discipline, and the
wing stresses would be generated by a structures discipline. Combining
equations (10) and (11) leads to:

F(X,Y1.Y2,Y3) =0 (12)

The implicit function theorem allows the equation to be rewritten such
that one variable is expressed as a function of the others (assuming
decomposition has been performed so that one discipline is not a function of

its own outputs [14]).

Y =1£1(Y2,Y3.X) =Y (Y3,Y3,X) (13a)
Y, =£5(Y1,Y3,X) = Yo(Y,,Y3,X) (13b)
Y3 =13(Y1,Y2,X) = Y3(Y1,Y2,X) (13c)

This system and its corresponding subproblems are shown graphically
in figure 5. X represents all the inputs, and Y is shown in partitioned form.

Taking equation 13a as a representative example and using the chain

rule to write the differential form:

dy; =§¥; dY, +§§; dYs + 3—‘,{(1 dX (14a)

and the total derivative is:

dY; _ 9Y,dY; aY;dY; oY,
dX = Y, dX T oYs aX T ox (14b)

Recall that, due to the coupling of the system, Y is influenced by each
of the other subsystems as well as the input variable(s). Equation 14b states
that the total change in the output Y; with respect to a change in an input
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Figure 5 - Coupled System as Three Disciplines

variable is the sum of the changes in each of the other subsystems times their
individual effects on Y (these are the partial derivatives) plus the change in
Y itself due to a change in the input variable. Performing a similar process on
the other two subsystems will lead to the coupled matrix equation known as
the Global Sensitivity Equation (GSE).

I dY; dY, dY; aY,
0Y; 0Y3 dX

Yy [ oY, || V| |3V, s
Y, 9Y; || aX |7] X (15)
N oYy | |[d¥%s]| | 3%
Y Y, Ix oxX

Note that the partitions of the output vector, Y, Y2, and Y3 are
typically also vectors so the terms of the GSE (e.g. -0Y1/0Y2) will generally
be matrices [14]. The matrix on the left side of the GSE is called the global
sensitivity matrix. It contains the sensitivities of each discipline to outputs
from other disciplines. The vector on the right side contains the local
sensitivity derivatives. It contains the sensitivities of each discipline to
changes in the input variables while holding other influences constant. Given
values for both of these from discipline level analysis, it is possible to solve
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the linear problem for the vector of system sensitivity derivatives (left side
unknown vector) using existing matrix techniques [15]. That is, system level
total derivatives (SSD’s) are calculated from discipline level partial
derivatives. Note that the vector of local sensitivity derivatives is dependent
on the particular input variable (e.g. aspect ratio) being evaluated, and
therefore, it must be recalculated for each input variable. However, the global
sensitivity matrix is dependent only on the discipline interactions and is only

calculated once per iteration.

Using the technique described above, a new set of system sensitivity
derivatives (SSD's) is generated for each design variable. These SSD's are
essentially gradients of the output variables (weight, cost, etc.), and therefore
the objective function, with respect to changes in the design variables (aspect
ratio, wing sweep, nose radius, etc.). The calculation of the SSD’s is the
equivalent of performing a finite difference analysis on the entire system for
each design variable. The SSD's can be used intuitively by the designer who
would then make changes in the inputs in order to improve the objective
function. Alternately, the SSD's could be used in a numerical optimization

scheme.
Pros and Cons

System sensitivity analysis (SSA) is very well suited to handle large,
highly coupled aerospace vehicle design problems. By making use of
decomposition/coordination techniques to break a problem down into a set of
smaller subproblems, a complex task can be divided among several design
teams. If desired, classical optimization methods can be used to optimize a set
of design variables based on the system sensitivity derivatives (SSD’s)
generated by SSA. Because of this ability to incorporate and expand on
previously discussed techniques, SSA may have the widest applicability of the
numerical techniques discussed here.

18



Once a system is divided into subproblems, they can be treated as
“design modules” providing outputs to and receiving inputs from other
“design modules”. This capability is of particular interest because it allows
certain disciplines to retain their existing detailed deign tools (e.g.
NASTRAN) to process inputs and create necessary outputs. Modification of
existing codes is usually not necessary - except to perhaps speed data

exchange.

SSA, by nature of its distributed network of subproblems, allows the
parallel execution of some of the subproblem tasks. For instance, local
aerodynamic sensitivities to wing sweep and local structural sensitivities to
wing sweep could be performed simultaneously by separate design groups and
later combined to form the local sensitivity derivative vector. By taking
advantage of parallel execution of design tasks, the iteration time and the

overall design time can both be shortened.

On the negative side, a highly non-linear design may necessitate the
frequent reevaluation of the global sensitivity matrix. One advantage of the
SSA method lies in its ability to save computational time by using the same
global sensitivity matrix for several iterations of design variable changes.

Non-linear problems may erode some of these time savings.

Like all numerical optimization schemes, SSA prefers to deal with
smooth, continuous functions in order to evaluate derivatives. In typical
aerospace vehicle design, discrete variables are highly likely to be present (for
example, the number of engines or structural material type). Techniques exist
within numerical optimization to deal with discrete variables, but the methods

work much better with continuous variables.

Finally, the system sensitivity analysis method is highly numerically
intensive during the evaluation of the global and local sensitivities. In practice,
the method may be difficult to apply to some disciplines that are not used to
working with sensitivities to given inputs (e.g. cost sensitivity to wing sweep).
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Parametric Methods

Unlike the methods discussed in the previous sections that rely on
gradient derived directions to move through a design space toward a
progressively improved solution, methods based on design of experiments
theory (parametric methods) approach a design problem from a significantly
different point of view. Parametric methods establish a fixed set of point
locations (i.e. variable combinations) inside the design space at the beginning
of the optimization process. The set of points is determined based on a variety
of statistical schemes to be discussed in later sections. The points in the set
(called the experimental array) provide adequate coverage of the entire design
space (see figure 6). In parametric methods, there is no “starting point” and
the optimization process does not depend on gradient information gathered at
one design point in order to determine the next design point. Rather,
information on the location of a desirable region of the design space is
extrapolated from the results of the predetermined point designs. Because they
do not require derivatives, this class of methods is suitable for problems with

discrete and continuous variables {16, 17, 18].

In-process determined
design poims/

¥ N

Predetermined design points

Gradient Scheme Parametric Scheme

Figure 6 - Gradient Schemes vs. Parametric Schemes
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The term parametric methods represents an entire class of specific
multidisciplinary design optimization methods including Design of
Experiments methods, Taguchi methods, central composite designs (with
response surface methods), Box and Behnken designs, Box and Draper
designs, and many others [16, 19, 20]. Each method has unique characteristics
and certain advantages and disadvantages when applied to aerospace vehicle
conceptual design. A detailed mathematical discussion of several selected
methods is provided in succeeding sections. This section will address some
common characteristics of parametric methods — including their applicability

to the current class of design problem.

All parametric methods approach a problem by discretizing the design
variables over an established range in the design space. That is, all variables
are reduced to a few (usually two or three) distinct values within their design
range. For example, if wing area ranges from 2500 ft2 to 3500 fi2, it may be
reduced to only three values - 2500 ft2, 3000 ft2, and 3500 ft2. For variables
that are already discrete or integers (e.g. number of engines), parametric
methods simply use the established values. Note that the number of levels of
discretization will determine the type of response that can be predicted. It
takes at least two levels to predict a linear effect. At least three levels are
required to predict a curvature effect. Once all of the design variables have
been discretized, various combinations of these discretized variables are
selected from all possible combinations throughout the design space according
to a statistical strategy. These combinations are combined into a set called an
experimental array. Table 1 shows a sample experimental array for a problem
with two design variables — wing area and tail area. Each variable has been
discretized to two levels within its range. In this case, the experimental array

contains every combination of the two variables and their two levels.

It is common practice to normalize (or “code”) the design variables
over their determined range in a manner such that the midpoint of the range is
represented by a 0 (zero) and the lower and upper extremes are represented by
-1 and +1 respectively. Normalizing the variables over their ranges makes it
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easier to compare the effects of changing variables from one end of their range
to the other even if they have different magnitudes of associated units. The
wing and tail area example is shown in normalized form in table 2 (assuming
that the previous points represented extremes of the variables).

Table 1 - Two Variable Experimental Design Array

run Wing Area (ft2) | Tail Area (ft2)
1 2500 300
2 2500 500
3 3500 300
4 3500 500

Table 2 - Normalized Two Variable Experimental Design Array

run Wing Area (ft2) | Tail Area (ft2)
1 -1 -1
2 -1 1
3 1 -1
4 1 1

Objective function values are determined for each row in the
experimental array. That is, a point design is performed with the design
variables “set” at the levels prescribed by the experimental array. For the
example design, four point designs would be performed. The first one would
fix wing area at 2500 ft and the tail area at 300 fi2 and determine the vehicle
weight for those settings. The other runs would follow according to the rows
in the experimental array. Different experimental methods use different
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experimental arrays and the details of the interpretation of the results vary, but
in general, parametric methods use the results of this broad exploration of the
design space to determine the region that is most likely to contain the
optimum. That is, individual point design information is extrapolated

throughout the design space.

One benefit of a broad search of the design space is the fact that small
localized effects tend to be averaged out, and therefore local minima traps can
often be avoided. However, parametric methods often lack local resolution for
the same reason. Therefore, they may only be able to identify a near-optimum

solution rather than a true optimum.

The details of several individual methods from the parametric design

class will be discussed in later sections.

Pros and Cons

Parametric methods are able to avoid some of the short comings of
methods based on gradient schemes. By examining the design space broadly,
parametric methods avoid falling into local minimums. They are perfectly
suited to problems containing discrete variables because they already rely on a

built-in discretization process.

Because parametric methods approach the design problem by
establishing a set of predetermined runs (the experimental array), they enable
parallel execution of some of the elements of the design. For example, once
the wing area ranges have been fixed for each point design in an experimental
array, an aerodynamicist may be able to perform all of the required
aerodynamic analysis without waiting for additional inputs. Gradient-based
methods determine the next point design based on information derived from
the current point design and therefore must perform most of the
multidisciplinary analyses required between iterations in series. The
aerodynamicist would be forced to wait for the wing area results of the

previous iteration before proceeding with the next design.
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Parametric methods place no requirements on the analysis tools to be
integrated into a single code. They are very well suited to the “design module”
environment typical in conceptual aerospace vehicle design. The design
process is ultimately just a relatively small, predetermined set of analysis
cycles. The methods are easy to learn and apply (there are no gradients or

derivatives to determine).

Parametric methods also have some disadvantages, however. For
example, they only provide a near optimum solution to the problem. Most
parametric methods can only choose the most promising combination from all
of the possible combinations of the discretized variables (including those not
included in the experimental array). The resolution of the discretization
process limits the process to only a near optimum because there is no built-in
interpolation between the variable levels. In some cases, equations can be fit
to point design data (response surface methods), but even in those cases, the
model is only an approximation of the real design space. However, a near-
optimum solution is frequently all that is required for a conceptual design.
Additionally, parametric methods have few provisions for treating design
constraints. Each point design in the experimental array is assumed to lie

within the feasible region of the design space.

In practice, parametric methods could be applied during the early
portions of a design process when discrete variables may exist and a very
broad search of the design space is required. A near-optimum solution may be
sufficient for making broad configuration choices early in the design process.
Based on the preliminary results, the design space could be refined by
adjusting variables ranges and eliminating variables that may have been
proven unimportant. A second parametric study could be used to further refine
the design space, or a gradient-method could be used to “home-in” on a
numerically optimum answer by starting in the near-optimum region identified
in the initial parametric study. That is, parametric methods could easily serve
as “front-ends” to gradient methods if applied in a sequential fashion.
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Because of the potential of parametric methods for use in conceptual
aerospace vehicle design, this research will be focused only on methods from
this class of multidisciplinary design optimization methods — specifically,
Design of Experiments methods, Taguchi methods, and central composite

design (with response surface methods).
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Discussion of Selected Parametric Methods

This section will discuss the mathematical basis for four selected
techniques from the parametric class of multidisciplinary design optimization
methods. The specific methods are Design of Experiments methods, Taguchi
methods, central composite designs, and response surface methods. Design of
Experiments (DOE) methods are a widely used parametric design scheme.
Taguchi methods are a closely related field to DOE. In fact, many of the
arrays used in Taguchi methods are subsets of Design of Experiments arrays.
One of the goals of Taguchi methods is to reduce the number of point designs
(or experiments) in the design array [16]. Central composite designs add
additional experiments to two-level arrays in order to capture curvature effects
in the design variables. Response surface methods can be used to create a
mathematical model (response surface) of the objective function that
approximates the design space. The response surface can then be optimized to
find the best possible design. Mathematical models of constraints can also be

determined.

These four methods were selected for further study from the class of
parametric methods because they seem to be well suited to the problems of
conceptual aerospace vehicle design. These methods are not new. They have
been successfully applied in a variety of fields — mostly manufacturing related
industries like automobiles and electronics [21]. While these methods may be
relatively well understood by industrial engineers and operations researchers,
aerospace engineers have had far less exposure to parametric design methods.
Additionally, parametric methods have traditionally been applied later in the
design cycle like during the product improvement and process design phases.
Conceptual design problems have been addressed less frequently, although
this particular set of four methods seems well suited for the early phases of
aerospace design. Hopefully, the current research will contribute to the
literature in the field and increase the acceptance of these methods as
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multidisciplinary design optimization methods for conceptual aerospace
design. Each method is discussed in detail in the following sections.

Design of Experiments Methods

Design of Experiments methods (or sometimes simply Designed
Experiments) had their origin with Sir R.A. Fisher in England in the 1920’s
[16]. Fisher was performing agricultural experiments to increase crop yields.
Typical variables were field conditions, fertilizer, seed types, etc. His goal was
to be able to determine the effect of each input variable on the overall crop
yield given that interactions are likely to exist between the variables. That is,
the effect of one variable is dependent on the values of the other variables. For
example, the crop yield may increase dramatically for a case where one seed
type is combined with a particular fertilizer type. Such an interaction (or
coupling) could easily be overlooked if a one-variable-at-a-time optimization

method was used.

Fisher’s design space is analogous to some multi-variable design
spaces found in conceptual aerospace design. The number of systems level
design variables is typically small — less than 10 in most cases. The variables
are most likely coupled, and discrete variables are likely to be present early in
the design. For example, a decision to place the engines under the wings or at
the aircraft tail is likely to be found during the conceptual, exploratory phases
of the design. Design of Experiments methods are ultimately the basis for

almost all methods from the parametric class.

DOE methods have been advanced over the years by statistical
researchers like Box, Hunter, and Hunter (see reference 22), Box and Draper
(see reference 23), and Hicks (see reference 22) [16]. DOE related methods
have been successfully applied in a variety of industries — manufacturing,
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automotive, and electronics [21]. They are generally easy to apply, only
requiring elementary knowledge in statistics to get useful results. Based on
preliminary research, DOE methods have considerable potential in the area of

conceptual aerospace design.

Design of Experiments methods begin with the identification of a set
of design variables and a process that produces a measurable objective
function (or response). The design variables could be chosen based on
engineering experience, concurrent engineering with inputs from various
engineering disciplines, or as the results of preliminary investigations. The
number of variables in a DOE application is usually relatively small (less than
10) in order to keep the experimental effort small. Ranges of interest are
established for each design variable, and the combination of design variables
and ranges forms a design space. The design space is a regular sided,
multidimensional figure (e.g. a cube for three variables). There are an infinite
number of design points within the design space, but the objective of the
method (like all parametric methods) is to identify a manageable set of points
for which to perform an analysis, and then extrapolate the resulting
information throughout the complete design space. The selected set of points

is called the experimental array.

DOE methods create the experimental array by discretizing the
variables across each of their predetermined ranges. That is, each variable is
temporarily limited to only a few values over its entire range. The discretized
values of the variables are referred to as “levels” or “settings”. The levels are
generally evenly spaced throughout the design space (although this is not a
requirement). For example, a variable discretized to three levels would have
one value at each of its extreme settings and one value at its midpoint. In order
to make simple comparisons between the effects of variables with different
units, the levels are typically normalized to a range of -1 to +1 as shown in
table 3. Discrete variable settings are simply assigned to a value on the
normalized range. For example, a discrete variable such as “Does the vehicle
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have canards - Yes or No?” could assign “Yes” to a value of +1 and “No” to a

value of -1 as shown in table 4.

Table 3 - Discretization of a Continuous Thrust Variable

Variable Range Discretized | Normalized
100 K1b -1
engine thrust [ 100 - 200 Klbs 150 Klb 0
200 Klb +1

Table 4 - Use of a Truly Discrete Design Variable

Yariable Discrete Normalized
Canards? Yes +1
No -1

In order to keep the problem manageable, the number of variable
levels is limited to three or four. Two-level arrays are the most popular.
Arrays containing variables with different numbers of levels among the
variables (called mixed level arrays) are possible, but it is more common to

have the same number of levels for all of the variables in the array.

Consider a problem with three design variables, A, B, and C. Each of
the three variables can be discretized to two levels and normalized to a range
of -1 to +1. That is, each variable can be either -1 or +1. For the purposes of
this example, it doesn’t matter whether the design variables were originally
continuous or if they are truly discrete. All eight (23) possible combinations of
these three variables are represented in table 5. Each combination is
represented as a row in the experimental array. Point designs are often referred
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to as “runs” or “experiments” because of the method’s origin in process
analysis where an apparatus may have been tested after an experimental setup.

Table 5 - Example of All Variable Combinations

Run A B C
1 -1 -1 -1
2 -1 -1 1
3 -1 1 -1
4 -1 1 1
5) 1 -1 -1
6 1 -1 1
7 1 1 -1
8 1 1 1

4B
3 7
4 8
1 A
5
2 6
C

Figure 7 - Graphical 23 Full Factorial Array
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Such an experimental array that contains all of the combinations of all
of the variables is called a full factorial array. The information in table 5is a
full factorial array for three two-level design variables. Graphically, the eight
design points are shown in figure 7 where each of the eight corner points of
the cube represents an experimental run in the array. Note that a full factorial
array for four variables at two levels each would require 24 =16 runs (or

experiments).

Setting up all of the combinations of the design is only one part of the
process. The goal of the method is to determine the effects of each variable on
the response. For the two-level array shown in table 5, a linear model with

interaction terms can be created like
y =Bo + P1*A + B*B + B3*C + B4*AB + Bs*AC + Bg*BC + 7*ABC  (16)

where y is the measured response (i.e. the objective function). A, B, and C are
the design variables that can take on values of +1 or -1. The eight B values are
the unknown coefficients that represent the magnitudes of the effects of each
term on the response. For example, if the variable A is placed at its largest
level (+1) then a value of B is added to the mean response. If A is placed at
its smallest level (-1) then a value of B is subtracted from the mean response.
The cross terms like AB represent the interaction between design variables. If
A and B are both +1 or both -1, then a value of B4 is added to the mean
response. If either A or B is -1 and the other is +1, then a value of Ba will be
subtracted from the mean response. This model is sometimes called an
additive model because the effects of each term are “added” or “subtracted”
from the average response [16]. The average response is represented by the o
coefficient in equation 16. In general, the additive model for a full factorial,

two-level array of n design variables is:

y=Bo+ 3 Bx;+ 3, D BxX + B XXy X, (17)
i=l

izl jei+l
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where,
k= (n+1) to n(n+1)/2 by 1’s

In the example in table 5 and equation 16, there are eight experimental
runs in the design array and there are eight unknowns in the additive model.
The unknowns can be determined exactly by using the following matrix

equation
¥ =[XIB (18)

where ¥ is the vector of the eight experimental responses and B is the vector
of the eight unknown coefficients of the additive model. That is,

¥ =00Y2 Y3 YarYs:Yer ¥1o ¥e)T (19)
B=(ﬁOanBz’stBuﬁs’BsaBﬂT (20)

The matrix [X] is called the design matrix. For the example
experimental design, the design matrix [X] is :

1 -1 -1 -1 1 1 1 -1
1 -1 -1 1 1 -1 -1 1

[X]= -1 -1 -1 -1 1 1 (21)

[ R e T S

Each term of the additive model is assigned to a column in the design
matrix as shown in table 6. The column for the mean is associated with the
constant term B, and is always a column of all +1°s. The columns for A, B,
and C are taken directly from the experimental array settings. The columns for
AB, AC, etc. are determined by multiplying the terms in each of the required
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columns together. Each row in the design matrix represents an experimental

run (i.e. a point design).

In order for a solution to be possible, the rows of the design matrix
must form an independent set of vectors. That is, the determinant IX| cannot
equal 0. If the determinant IXI=0, then the matrix is singular and cannot be

inverted.

Table 6 - Column Assignments in Design Matrix for Example Array

term | mean A B C AB AC BC | ABC

column 1 2 3 4 5 6 7 8

The vector, ¥, in equation 19 contains the responses for each of the
experimental runs. The response is the value to be minimized or maximized.
Vehicle weight is a typical response to be minimized in aerospace design.
Other typical responses are power requirements, acrodynamic drag, or fuel
requirements. A simple evaluation of an algebraic model may be all that is
required to determine some simple responses, but most aerospace design

problems require complicated, iterative, multidisciplinary analysis cycles in
order to generate responses. Each entry in the ¥ vector could be the result of

hours or even weeks of work.

For the example experimental design (equation 18), the vector of
unknowns, P, can be determined from the following matrix equation in which

the design matrix has been inverted:

B=1x1""y (22)

which can be represented by:
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B,] [1 1 1 1 1 1 1 17y,
Bl [-1 -1 -1 -1 1 1 1 1y,
Bl |-1 -1 1 1 -1 -1 1 1|y,
B, 1f-1 1 -1 1 -1 1 -1 1]y,
Bl 8 1 1 -1 -1 -1 -1 1 1]y, (23)
B, 1 -1 1 -1 -1 1 -1 1]y,
B, 1 -1 -1 1 1 -1 -1 1]y,
B,] (-1 1 1 -1 1 -1 -1 1]y,

The resulting B’s are inserted into the additive model given in equation
16. Since the variables have been normalized to the same -1 to +1 range, the
relative sizes of the B coefficients indicate the magnitude of the influence of
each of the variables on the response as each variable is varied over its range.
For example, if B; is significantly larger than the other coefficients, then
variable A would have a larger influence on the response than the other
variables. The additive model can be used to find the best settings of the
design variables that will optimize the response. Usually this process can be
done by simple inspection. For example, if the response is to be minimized,
then the largest terms of equation 16 should be made negative by choosing
appropriate values of A, B, and C. Since the additive model is linear in all
variables, the minimum (or maximum) will lie at one corner of the design
space (unless one of the coefficients is zero). That is, each term in the model
will either have a positive or negative slope and the minimum will either be at
+1 or -1. In cases where the interaction terms are as large as the main effect
terms, an optimization routine could be used to determine the proper settings

for each variable.

In some cases, the number of experiments required by a full factorial
experimental array (every combination) may be too time consuming or too
costly to perform. In such cases, it is common to use only a subset of the full
factorial array. The subset is called a fractional factorial array and the process
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of creating the new array is sometimes referred to as “fractionating” the full

factorial array [22].

In most cases, the full factorial is reduced by a power of the number of
levels in the array. For example, a full factorial array like 24 (a 16 run two-
level array of four variables) might be reduced to eight runs (divide by 21) or
to four runs (divide by 22). The notation for a fractional two-level array is 20-P
where n is the number of variables in the full array and p is the power of the
fraction. A half fraction of a two-level array of four variables would be
designated a 24! fractional factorial array, and it would require eight runs.

It is obvious that some information must be sacrificed when the size of
the array is reduced. In the example design, all eight experimental runs are
required to determine the eight coefficients in the additive model. For a half
fraction (also called a half-replication), the model can contain no more than
four coefficients. The selection of the subset of four runs (from the complete
set of eight) depends on the coefficients in the model to be estimated. The
problem must always be well posed and the design matrix must be invertible

(if the number of equations and unknowns are equal).

Assume that the model for the three variable, two-level design is now written:
y = Bo +Br*A +B2*B + B3*C 24)

In this model (one of many possible with four terms), only the main
effects are being estimated. The design engineer may know enough about the
design to know that the interaction terms will be negligible, and he or she
wants to save some experimental effort by only performing four experiments.
In practice, it is dangerous to assume that the interactions in an unknown
design space will be small because, if they are present but ignored, then their
effects will influence the other coefficients in the design. If it is necessary to
fractionate a design, a proper selection of the subset of runs will provide some
predictable structure to the way the ignored terms could possibly influence the
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included terms. The process of selecting the subset of runs for a fractional

factorial array is discussed below.

There are many ways to create a 23-1 fractional factorial array for the
23 array shown in table 5. If the full factorial array is fractionated by selecting
the second, fourth, sixth, and eighth runs, then the following, singular, design

matrix would be created.

1 -1 -1 1
1 -1 1 1

XI=1 1 . (25)
1 1 1 1

Table 7 - Column Assignments for Singular Design Matrix

term mean A B C

column 1 2 3 4

Note that the first and last columns are identical. This design matrix
cannot be inverted. A better selection in this case would be the second, third,
fifth, and eighth runs from table 5. The design matrix would then be

1 -1 -1 1
R S

XI=l 0 o1 o (26)
1 1 1 1
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where the column assignments are the same as those shown in table 7.
Equation 26 is an invertible matrix that would allow a solution for the main

effects model shown in equation 24.

The increased experimental efficiency of a fractional factorial array
allows the main effects to be estimated in only four experiments. However, as
previously mentioned, fractional factorial arrays have a hidden danger. By
ignoring some of the interaction terms, a designer is assuming that they do not
exist. In reality, interactions almost always exist in advanced aerospace
design, he or she is just hoping that they are small compared to the main

effects.

The design matrix in equation 26 is designed to capture three main
effects. If an interaction between variables A and B exists (an AB term), it will
have the same design vector as the C variable. That is, C=A*B for every row
in [X], or put another way, the product of all of the terms in the second and
third columns is equal to the terms in the fourth column. The effects are
indistinguishable. This situation is called confounding [16] and the main effect
C is said to be aliased with AB. Similarly, A is aliased with BC, and B is
aliased with AC in equation 26. If the interaction terms are suspected to be
large, then the experimental array should be carefully chosen to keep the
desired coefficients free from aliasing interference. Aliasing patterns and
methods to select a suitable fractional array are discussed in references [16],
[20], and [22]. The designer should be aware of the fact that simplifying the
model does not simplify the design space. Just because an interaction does not
appear in the model, does not mean it is absent from the true response.

To this point, only arrays that have equal numbers of experiments and
unknowns in the additive model have been considered. That is, the design
matrices have been square and invertible. Square designs are called saturated
designs [25). Saturated designs perform the minimum number of runs required
to fit the additive model. It is possible, however, to create an experimental
array with more than the minimum number of point designs. Consider the
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following equation with more experimental runs than coefficients in the

model:

Ymad = [Xlman En.l where m>n 27

In this case, [X] is not directly invertible. The vector of coefficients,
B, can be estimated, however, using the method of least squares described in
reference 19. The method of least squares selects the coefficients that
minimize the square of the residual errors between the observed responses and

the predicted responses. The solution for B is determined as follows.
[X")y = (X" IX]B (282)
[(X'XI"[X"ly =B (28b)

By using such a regression technique, measurement errors in the
responses can be “averaged out” and while the model may no longer pass
through every design point, it will probably more accurately represent the

overall design space.

Additional statistical tests are possible for experimental arrays with
more experiments than coefficients. Phadke [16] gives a discussion of analysis
of variance (ANOVA) tests, tests to determine the quality of the regression fit,
and tests for statistical significance of each of the coefficients.

Consider the experimental array in table 8. The experimental runs can
be used to predict the coefficients in equation 24. This array contains five
point designs, but there are only four coefficients in the additive model.
Therefore, the design matrix [X] is not square, and the method of least squares
must be to be used to solve for the B vector of coefficients. Note that this
particular design array is being used only to demonstrate the concept of least
squares. It is not a recommended design because it is not fractionated based on

a power of two.
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Table 8 - Fractional Factorial Experimental Array

Run A B C
1 -1 -1 -1
2 -1 -1 1
3 -1 1 -1
4 -1 1 1
5 1 -1 -1

r1 -1 -1 -1
1 -1 -1 1

(Xj=| 1 -1 1 -1 29)
1 -1 1 1
1 1 -1 -1

The vector of unknowns, E can be solved using the method of least squares.

B=[X"X]"[X]"y (30a)
.
81 [-1 1 1 3 4"
Bl 1|3 -1 -1 1 47
8,178|2 = 2 2 of” (30b)
Bl |2 2 -2 2 of”
LYs

Many specialized forms and applications of Design of Experiments
have been researched and developed since Fisher’s early work. Specialized
arrays have been developed that fractionate full factorial arrays in ways that
are useful for determining only main variable effects (i.e. Plankett-Burman
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designs [20]). Saturated designs have been developed that are able to
minimize the variance in the coefficients in the model. Most of these designs
are based on the so called “D-optimality” criteria [25]. Other statistically
generated minimum variance criteria have also been proposed for evaluating
experimental arrays (e.g. “G-optimality”) [25]. Genichi Taguchi developed a
systematic approach to robust design based on orthogonal experimental arrays
[18] that is of particular interest to engineers in conceptual design. In other
methods, the simple additive models of two-level experimental arrays are
efficiently augmented by runs at additional levels in order to capture curvature
in the design space. These second order methods are called central composite
designs, and they are closely associated with a curve fitting method called
response surface analysis [19, 20]. These last three methods will be discussed

in more detail in the following sections.

Taguchi Methods

Taguchi methods are based on Design of Experiments methods, and in
some cases, the experimental arrays used by the Taguchi method are simply
carefully selected fractions of full DOE arrays. Taguchi methods emphasize
orthogonal experimental arrays in his method because they exhibit attractive
characteristics for solving for the coefficients in an additive model. Because of
the use of orthogonal arrays, the effects of the variables are easy to determine.

Taguchi methods are named for the Japanese engineer, Genichi
Taguchi, who refined and simplified existing DOE methods through the use of
orthogonal arrays [26]. Taguchi applied experimental design techniques to
quality improvement issues. He formulated many of his ideas while trying to
improve the off-line quality control of the Japanese communications system
after World War II [27]. He realized that the quality of a given product must
be “designed in” during the early stages of the overall design process. If the
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product was designed properly off-line (i.e. before it actually went into
production), it would be fairly insensitive to the uncontrollable noises it may
encounter during the manufacturing process and therefore fewer defects would
be produced and money could be saved. Taguchi wanted a technique that
could be used by engineers early in the design phase. The existing statistical
methods embodied by Fisher’s design of experiments theory were available,
but they were generally thought to be too complicated or unwieldy for the
average engineer to use. Taguchi used simple orthogonal arrays to reduce the
complexity and the number of experimental runs involved in solving a
problem with a full factorial design. Taguchi published the orthogonal arrays
used by his method, and he essentially “cook-booked” the analysis techniques
that allow the designer to efficiently analyze the experimental results in order
to determine the most important parameters. Since the mid-1960’s all
Japanese engineers have been trained in the use of Taguchi methods [28]. In
the early 1980’s, the Taguchi method began to be used by engineers in the
United States - primarily in the manufacturing, automotive, and electronics
industries [28]. The method has applicability to the early stages of aerospace

vehicle design.

Taguchi methods are based on the use of orthogonal experimental
arrays. An orthogonal array is one that produces a design matrix, [X], whose
columns are all mutually orthogonal. That is, the dot product of any two
columns of the design matrix is 0. Taguchi identifies his orthogonal arrays by
the letter L followed by a subscript indicating the number of rows in the array.
For example, an L37 orthogonal array will contain 32 rows. The maximum
number of columns in the orthogonal array depends on the number of levels of
the design variables. Two-level arrays contain one less column than the
number of rows. The L32 orthogonal array will contain a maximum of 31
columns. Table 9 shows an L4 experimental array designed to capture three

main variable effects (as in equation 24).
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Table 9 - L4 Orthogonal Array

run A B C
1 -1 -1 1
2 -1 1 -1
3 1 -1 -1
4 1 1 1

The design matrix, [X], associated with table 9 is:

1
[XI=| €2Y)

|l
|
—
—

We can verify that the first two columns of the design matrix are

orthogonal by evaluating their dot product.

(col 1)e(col 2) = (1*-D)+(1*-1)+(1*1)+(1*1) =0 (32)

All other columns in the design matrix are similarly orthogonal. Note that
some arrays with three or more levels can also be orthogonal.

Another characteristic of orthogonal arrays is called the balancing
property [16]. Every column contains an equal number of the variable levels
and, for every set of two columns, the pairs of levels -1 and +1 occur in all
combinations and an equal number of times. For the L, array, the pairs of
levels (-1,-1), (-1,+1), (+1,-1), and (+1,+1) each occur once for any two
columns. For an Lg orthogonal array, those combinations would each appear
twice. The balancing property has the effect of making the array “unbiased”
with respect to any one of the variable levels. As a result, the effects of
changing variable levels is distributed evenly between any two columns and
the array is not “slanted” toward any one setting of the design variables. The
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balancing property is a sufficient condition to prove the orthogonality of an
experimental array [16]. Figures 8a, 8b, and 8c show the concept of
orthogonality graphically. Figure 8a shows a full factorial array of three
variables (A, B, and C) at two levels each and figure 8b shows a selection of
four points that is not balanced. Figure 8c shows a proper, balanced array (the

L4 array).
iB
4B 6 7
6 7
3
2 3
- 5 }T
5 8 A 8
1 4
1 4 c
c
Figure 8a - Full Figure 8b - Unbalanced
Factorial Array Array
4B
6 7
A
5 J P
c
Figure 8c - L4
Orthogonal Array

The most important characteristic of orthogonal arrays is that they
diagonalize the [XTX]-! term in equation 30a which, in turn, makes the
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calculation of the effect of each variable very easy. Consider the orthogonal
design matrix from equation 31. Then the [XTX]-! term would be

1 000
110 1.0 0
XTX —1=_
HXT=20 0 1 0 (33)
0 0 01
and the solution for the variable of coefficients, B, is:
Bo 1 1 1 1)y
— B 1f-1 -1 1 1]y,
=[X'XI"[X"ly=| ' |=— 34
B=pXIy =g =g ] e
Bs I -1 -1 1jy,

The mean response Bg is (as expected) the average of all four experimental
responses and the other B’s can be shown to be half of the difference between
the average responses at one level of the variable and the average responses at
the other level. That is,

ﬁo=yl+y2+Y3+y4 (358)
4
and using ) as an example
1ys+y, Y1+Y2]
== - 35b
R e 35b)

The responses y3 and y4 were determined with A set to a value of +1,
and the responses y; and y; were determined with A set to -1. With
orthogonal arrays, the effect of a variable on the response can be determined
by a simple difference of averages rather than by having to perform a complex
matrix inversion. The same result is true for larger orthogonal arrays with
more variables and more runs (and even interactions). This property of
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orthogonal arrays makes them very easy for the average engineer to learn and
apply and has contributed to the popularity of Taguchi methods.

To this point, only experimental arrays with two levels per variable
have been discussed. Taguchi has published orthogonal arrays for three, four,
and five level variables, and he has even created some arrays that have mixed
levels (e.g. the L1g array). The mathematical interpretation of these other
arrays is more difficult, but Taguchi maintains that the “averaging” method
(called analysis of the mean , ANOM) is applicable for these arrays as well as
two-level arrays [16, 17]. For example, a variable could have three levels
(either discrete or discretized). When placed in a three-level orthogonal array,
the effect of the variable can be determined from averaging the runs at each of
the three levels and picking the level that produces the best average response.
Three level arrays are able to capture some curvature effects using this
technique. Because Taguchi relies on easy to analyze orthogonal arrays, his
method is less concerned with “the mathematical model” and deals more with
questions like “which variable setting (and which combination of settings)
produces the best average result?”. In fact, most historical applications of
Taguchi methods deal with only main variable effects (no interaction terms) in
an attempt to find the best overall combination. In advanced aerospace design,
however, it is unwise to ignore the interactions. The following section
illustrates that two variable interactions can be analyzed by the same ANOM
techniques if the columns of the design array are carefully chosen to avoid

aliasing problems.

As discussed in the DOE section, interactions can sometimes be
aliased to (or confounded with) main variable terms. That is, certain columns
in a design array could represent interactions and main effects. Taguchi
methods have traditionally emphasized using orthogonal arrays to determine
main effects only. If fact, critics of the method point out Taguchi’s claim that
two variable interactions do not need to be considered at all because a proper
selection of design variables will minimize interactions [20]. However, there
are provisions in the method to properly treat interactions. Taguchi developed
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and published a graphical tool called linear graphs that can be used to help
identify columns that contain two variable interactions. Linear graphs show all
of the columns of the experimental array either as points (main effects) or
lines between two points (a two variable interaction between two points) as

shown in figure 9.

1 2

O O

Figure 9 - Linear Graph for L4 Array

By using the linear graph for the L4 array, a designer can easily see
that an interaction between the first and second columns of the array will be
present in the third column. Therefore, any main effect variable placed in the
third column will be confounded with the interaction. If the designer is
interested in estimating the interaction, then the column should be left empty
(i.e. no main effect in the third column). The resulting experimental array can
be used to estimate the coefficient associated with the interaction term. In
most cases, a given experimental array will have more than one linear graph
indicating different ways that the columns can be used.

As an example, consider a problem that has four two-level design
variables, and two variable interactions are likely to exist between three of the
design variables. The linear graph for the Lg array (figure 10) indicates that it
is an acceptable orthogonal array that can determine the required terms in only
8 runs (a full factorial array would take 24 = 16 runs).

Therefore, if variable A is assigned to column 1, variable B is assigned
to column 2, variable C is assigned to column 4, and variable D is assigned to
column 7, then the AB, AC, and BC interactions can all be estimated as shown
in table 10. Note that only the four main variables are changed during the
experimental process (i.e. the array is treated as four main columns and eight
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rows). The interaction coefficients are estimated after the experiment is
completed by calculating one-half of the difference between the average of the
four runs with a setting of +1 and the average of the four runs with a setting of

-1.

Figure 10 - Linear Graph for Lg Array

Table 10 - Lg Orthogonal Array

Run A B AB C AC BC D
1 -1 -1 1 -1 1 1 -1
2 -1 -1 1 1 -1 -1 1
3 -1 1 -1 -1 1 -1 1
4 -1 1 -1 1 -1 1 -1
S 1 -1 -1 -1 -1 1 1
6 1 -1 -1 1 1 -1 -1
7 1 1 1 -1 -1 -1 -1
8 1 1 1 1 1 1 1

As mentioned previously, Taguchi methods place less emphasis on
matrix operations to determine coefficients and model fits because by using

47



orthogonal arrays, the process can be reduced to simply averaging the
responses at the different levels (analysis of the mean). Many applications of
Taguchi methods simply present the results in a graphical format. For
example, if variable A in the Lg array was engine thrust and the response was
gross weight, then the average responses could be plotted on a graph like that
shown in figure 11. The value plotted for engine thrust of -1 is
(y1ty2+y3+ys)/4 and the value plotted for engine thrust of +1 is
(ys+ye+y7+ys)/4. If the objective is to minimize gross weight, then setting the
engine thrust to its highest value would be the best choice (in the absence of
large interactions). ANOM results are also frequently shown in tables called

mean response tables.

gross weight

engine thrust

Figure 11 - ANOM Result for Lg Array

Interactions can be analyzed graphically using ANOM or by using
mean response tables. The mean response tables can either be shown as the
difference of the averages of the interaction “levels” shown in the orthogonal
array (the same method as used for main effects) or as separate average
responses for each of the four combinations of the two variables (i. e. (-1,-1),
(-1,+1), (+1,-1), and (+1,+1)). The first method is analogous to calculating the
interaction term coefficient in the additive model, and it is useful for
determining the magnitude of the interaction effect. The second method is
useful for determining the best combination in the two variables involved in
the interaction. Interactions can also be interpreted graphically as shown in
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figure 12. Here, the interaction effect of a second variable (variable B — engine
exit area) has been shown on the graph. For this example, there is a strong
interaction between engine thrust and engine exit area. An engine thrust
setting of 1 produces the lowest gross weight, but only if the exit area is also
set to +1. As a rule of thumb, a strong interaction is said to exist if the lines on

such a graph are crossed.

exitarea = -1

\

I L

exit area =1

/

I

gross weight

engine thrust

Figure 12 - Graphical Interpretation of an Interaction

An extension of the ANOM technique is the more powerful technique
for determining the statistical information about the variables called Analysis
of the Variance (ANOVA). ANOVA, while not used by many designers and
not necessary for all situations, uses additional statistical techniques to further
analyze the problem and provide additional data [27]. For example, ANOVA
uses the standard deviation of the mean results from a particular parameter to
insure that the changes in the overall response are statistically valid. That is,
are the results inside or outside of the statistical noise of the experiments?
Reference 29 contains ANOVA data from an experimental application of the
Taguchi method to the design of a plastic container using finite element
analysis. Using ANOVA, the designer was able to determine relative
importance of the various design parameters on the overall product design
[29]. References 16 and 27 provide additional information about the analysis

of variance technique.
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The second primary analysis tool within the Taguchi method is signal-
to-noise ratio (S/N) analysis. As mentioned earlier, a good design is one that is
fairly insensitive to uncontrollable outside influences. For example, a launch
vehicle that is more tolerant to unexpected weight growth is more desirable
than one that is not. Once the noise factors and appropriate levels are
identified, a second orthogonal array is selected to create a noise array (also
called the “outer array”) [27]. The noise array is used in conjunction with the
original controllable factors array (or “inner” array) such that for each row of
the inner array, experiments are performed for all of the rows of the outer
array. If the inner and outer arrays are both Lg arrays, then the result would be
64 evaluations of the objective function. Using the objective function data for
each case, an appropriate signal-to-noise ratio is calculated that, in effect,
represents the ratio of the effect of the parameter on the mean of the objective
function to the sensitivity of that parameter to the uncontrollable noises. A
higher signal-to-noise ratio is the most desirable because it indicates a
parameter that controls the objective function without being overly sensitive
to uncontrollable noises. For the Lg controllable factors array used in the
previous example, assume a designer wants to test the sensitivity of the system
to three noise factors at two levels each (e.g. 10% and 15% weight growth,
two levels of cross winds during landing, and two launch delays periods). We
can construct the noise array using an L4 Taguchi orthogonal array. So, for
each of the eight rows of the original array, we now perform experiments at
four different noise combinations. The result is 32 evaluations of the objective

function - vehicle gross weight (see figure 13).

Taguchi created several definitions for calculating signal-to-noise
ratios. Since we are trying to minimize the vehicle weight, the appropriate
signal-to-noise ratio to use is the “smaller-the-best” S/N. The S/N for each
row of the controllable factors array is calculated using the following equation

from reference 16.

S/N =-10%l0g;e (& Yy:2) 36)

i=1
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where,
n = number of rows in the noise array (4)
yi = objective function at each noise column

.1 1
L 4 Noise (outer)
Array

|| g Controllable
i Factors (inner)
Array

Output Table

Figure 13 - Inner and Outer Arrays

After a single S/N is calculated for each row, an average S/N is then
calculated for each of the controllable design parameters at each of its settings
(similar to the ANOM calculation). Higher S/N’s indicate a statistically lower
vehicle weight even when noise is included and are, therefore, better settings
for the parameters. Using S/N information, a designer can identify which
parameter levels are most sensitive to uncontrollable noises. Therefore, a more
robust, noise tolerant system can be designed. Figure 14 shows a case where
knowledge of the noise sensitivities allows a designer to select a more robust
design point rather than risk a more “optimum” setting that is overly sensitive
to uncontrollable factors. The S/N formulas for cases where a specific output
value is being targeted (i.e. nominal-the-best S/N) include additional terms
such as the standard deviation and mean of the row [16]. In all S/N cases,

however, a larger S/N is a more desirable case.
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noise sensitivities

Objective
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Figure 14 - Robust Design vs. Numerical Optimum

While many applications of the Taguchi method do not make use of
signal-to-noise ratio techniques, it is perhaps the greatest strength of the
method. In reference 30, Byrne and S. Taguchi give an example of signal-to-
noise ratio analysis applied to the design of an elastomeric hose connector
where the controllable factors are adhesive concentration, connector wall
thickness, insertion depth, and interference fit. The noise factors are

conditioning time, conditioning temperature, and conditioning humidity.

In general the Taguchi method is very easy to apply and does not
require numerical gradients and derivatives to be generated for each step in an
iteration process. The experimental runs, with or without noise factors, to be
analyzed are established from the beginning of the design process. Existing
detailed analysis codes can be retained. The method does not require the
analysis experts to provide any “new” information as part of their individual

analysis processes.

Because parametric ranges and levels are used, the process lends itself
very well to the use of discrete variables. Structural material type, for
example, could be one of the input parameters with the two levels representing

52



two completely different materials. Numerical optimization techniques would
have a very difficult time dealing with such a parameter because derivatives

do not exist for discrete variables.

In addition, the Taguchi method tends to characterize the entire design
space rather than just finding the optimum answer. Interactions, parametric
trends, and noise variances are all identified by the method. Armed with such

information, a designer may have more confidence in the final design.

On the negative side, the results from the Taguchi method (like all
DOE based methods) are not truly optimums in the sense of several decimal
place accuracy. The results will only show trends over the range and levels
given by the designer. The “near-optimum” solution will only be the best
combination of the design variables as limited by their levels. In some cases,
the ranges may be too large, and therefore, the “grid” may be too coarse to
predict a suitable optimum. In that case, the ranges should be redefined, and
the process should be repeated. Large ranges are useful for exploring the
entire design space, but care should be taken to avoid infeasible regions in the
design space. The method is not well suited to dealing with infeasible design
points. Taguchi methods are also useful for screening variables to determine
the most significant ones. Using the method, variable trends and interactions
can be identified to enable one or two designs to be selected for more detailed

study.

Because of the Taguchi method’s ease of use, ability to deal with
discrete variables, ability to find a near-optimum (if not an exact optimum),
and ability to screen a set of variables over the entire design space, it may be
most applicable to the early phases of a vehicle design — where many of the
major configuration decisions remain open. This method is particularly

attractive to the conceptual aerospace vehicle designer.
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ntral Composite Desi

Methods based on two-level arrays (like 21 full factorial aﬁays, 2n-p
fractional factorial arrays and Taguchi’s L4, Lg and L3 arrays) are designed
to capture linear main variable effects and interactions between variables.
However, many aerospace designs contain curved design spaces. In order to
capture curvature in a particular variable, it must be represented at least by
three levels in the experimental array. In addition, curved models can be used
to help locate a near-optimum within the design space — not just at the corners
as with an additive model. Full factorial and fractional factorial three-level
DOE arrays are candidates. However, full factorial 3™ arrays generally require
many experimental runs and do not fractionate very cleanly (i.e. it is difficult
to obtain simple aliasing structures). Taguchi’s three-level orthogonal arrays
are also candidates, but again they can be large and have complicated aliasing

patterns [20].

Central composite designs (CCD’s) are a class of designs that are able
to capture curvature effects in the design space, specifically a quadratic model.
CCD’s were introduced in the 1950’s by statistical researchers Box and
Wilson as an alternative to three-level factorial designs [19]. CCD’s are built
from full or fractional factorial two-level arrays that already contain a
sufficient number of runs to capture first order effects (and interactions) for a
given number of design variables. Then, a point is added at the center of the
design space and two points are added along each variable axis for which
curvature is to be estimated. These “star” points are placed an even distance to
the left and right of the center point. Figure 15 illustrates a CCD for a three
variable problem for which all interactions are to be estimated and all three
variables are expected to have curvature effects. The white circles represent
the points from a 23 full factorial array, and the black circles represent the
points added to form the central composite design (i.e. center point and the

star points).
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Figure 15 - Three Variable Central Composite Design

The star and center points add 2n+1 points to the experimental design.
Table 11 lists the number of experiments required to estimate quadratic
curvature and all 2 variable interactions for Taguchi and CCD. The number of
runs required by the CCD is tabulated based on a suitable orthogonal
fractional two level array (one that will capture all of the interactions) and
based on a full factorial two level array. The full factorial three level array is

also listed.

Table 11 - Comparison of CCD and Other Methods

# Variables]  Full 3 Level | Fractional | Full
Factorial Taguchi | 2n-p based | based 2n
3n CCD CCD
2 9 9 9 9
3 27 9 15 15
4 81 81 25 25
5 243 81 27 43
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As the number of variables increases, the efficiency of the fractional
2M-P based CCD becomes evident. Note that the number of experiments
required by the fractional arrays does not vary smoothly with number of
variables because the amount of fractionating required to preserve an array
that will capture all of the two variable interactions varies. CCD’s are
designed to be able to fit a model that captures all of the two variable
interactions, all of the linear terms, and all of the second order terms. For
example, consider a two variable CCD design. The model to be fitted is

y =Bo + B1*A +3*B + B3 *AB +B4*A2 +B5*B2 37

This equation has six unknowns so there must be at least six
experiments in the design array. The appropriate CCD design is

Table 12 - Two Variable CCD

Run A B
1 -1 -1
2 -1 1
3 1 -1
4 1 1
S -0 0
6 o] 0
7 0 %)
8 0 o2
9 0 0

Note that the first four runs are a full factorial 22 array. The full
factorial is required in this case to capture the two variable interaction. The
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fifth through ninth experiments capture the quadratic term in variables A and
B. The ninth experiment is the center point. Graphically, this array is the two

dimensional graphic shown in figure 16.
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Figure 16 - Two Variable CCD

The selection of values for the coefficients o] and oz will have an
effect on the characteristics of the second order model. If aj=ct1=1, then the
star points will lie in the same plane as the upper and lower settings for each
variable. Counting the center point, each variable will be represented at three
different levels. Such a design is said to be face centered [20]. Face centered
designs have some advantages. They are simple to construct, and they are
useful for cases when the high and low settings of a design variable are
physically limited to the values within the assigned range of +1 and -1. For
example, if a variable was engine throttle setting, and a normalized setting of
+1 was given to a throttle setting of 100% in the fractional part of the design,
then it would not make sense to assign a star point to a value higher than +1. It
can be shown, however, that if o and o are carefully selected, then the
variance of the fitted model will depend only on the distance from the center
point and not on the direction. Variance is a statistical term that is analogous
to the precision of the fit [20]. Such a design is called a rotatable design [19].
The term rotatable is derived from the fact that the design can be rotated about
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its center point, and the variance at a given point would be unaffected (since
its distance from the center point would not change).

The value for o in a rotatable design is given by:

a=F&) (38)

where,
F = the number of points in the factorial portion of the design

For the example CCD shown in figure 16 and table 12, F=4 and the
design will be rotatable if o is set according to equation 39.

1

a=d® =y (39)

Rotatability of the array is a desirable theoretical goal since the object
of the design is to find the minimum point in the design space and rotatable
designs provide equal precision in all directions [20]. Note that all orthogonal
first order arrays are rotatable. 3K arrays are not rotatable [20].

In practice, rotatability may be most useful only as a design guideline.
In some cases, it may be impractical to select & such that it equals F1/4, In
those cases, a value close to the optimum will make a “near rotatable” design
that should be sufficient. In fact, different values of o] and o could be used if
necessary. The second point to remember about using rotatable designs is that
they calculate variance based on a second order model. It is highly likely that
the actual physical design space may not be a true second order space. That is,
there will likely be other sources of variance in the model.

One attractive characteristic of central composite designs is the fact
that they can be created as “add-ons” to existing first order, two-level designs.
A design space could be first explored with a simple fractional factorial array,
and if the model is later found to be inadequate, then the design could be built
into a CCD by the addition of a center point and star points. The new second
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order model would take advantage of the previous work. It is a common
practice to determine the accuracy of a first order model by performing a
design at the center of the design space and comparing the result to the
predicted center point. The predicted center point is the mean response of the
first order model (the Bg coefficient). If the actual center point differs
significantly from the predicted center point, then it is highly likely that there
is curvature in the design space. However, there is no indication of which of
the variables is contributing the most to the curvature effect. It is not
necessary to add star points for every variable in the design — only those for
which a quadratic term is desired. In many cases, the majority of the curvature

is the result of only one or two variables.

In summary, CCD’s are a potentially very useful technique for use in
advanced aerospace vehicle design. Unlike two-level methods, CCD’s can
capture second order effects in the design space (at the expense of additional
runs compared to linear models). They are easy to construct, and they can be
“built up” from a fractional factorial array. CCD’s can be designed to be
rotatable (equal precision in all directions), while three-level methods like a 3k
full factorial design cannot. They are more efficient and require fewer
experimental runs than Taguchi’s three-level orthogonal arrays. CCD’s,
however, are not orthogonal. They cannot be readily used with discrete
variables using Taguchi’s analysis of the mean technique, but they are very

attractive for use with continuous variables.

Once a suitable design array has been selected using CCD techniques
(either rotatable, near-rotatable, or face centered), then the individual
experiments can be used to fit a mathematical model of the response.
Generally, the actual process of determining the coefficients in the second-
order model is part of a technique called response surface analysis or response
surface methods. Response surface methods are discussed in the following

section.
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Response surface methods (RSM) are very closely associated with
arrays created with central composite design. RSM refers to the actual process
of determining or “fitting” an approximate mathematical model for an
experimental response (the objective function). RSM is not restricted to fitting
experimental arrays formed with central composite design techniques, but it is
one of the most common uses of RSM. RSM can be used to fit mathematical
response models to full and fractional factorial two-, three-, and higher-level
design of experiments arrays as well as other statistically derived three level
arrays. However, RSM is not generally associated with Taguchi methods
because orthogonal arrays can be analyzed with simple analysis of the mean

techniques.

Central composite designs contain information to fit a mathematical
response model of the form (containing all main effects, all two variable
interactions, and all quadratic terms for a given number of design variables):

y=[30+i[3ixi +zn: zn:ﬁkxixj +2B,xi2 (40)
i=1 i=l

i=l j=i+l

where,
n= the number of design variables
k= (n+1) to n(n+1)/2 by 1’s

= [QL);“-’ﬁm-n)]—l

Equation 40 can be written in the matrix form:

y=[XIB (41)

where ¥ is the vector of experimental responses, E is the vector of unknown
coefficients, and [X] is the design matrix. For the two variable CCD shown in

table 12, second order model is
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y = Bo + B1*A +B*B + B3 *AB +f4*AZ +B5*B2 (42)

Taking a1=a2=\/§ to make the design rotatable, the design matrix, [X],

becomes
S S 1 1 1
1 -1 1 -1 1 1
1 1 -1 -1 1 1
1 1 1 1 1 1
X]=| 1 =2 0 0 2 0
1 42 0 0 2 0 (43)
1 0 -2 0 0 2
1 0 2 0 0 2
1 0 o o0 0 o0

where the columns in the matrix are associated with the terms in the model as

shown in table 13.

Table 13 - Column Assignments for 2 Variable CCD Design

term mean A B AB A2 B2

column 1 2 3 4 5 6

Note that the design matrix formed from a central composite design is
not orthogonal. Since the matrix is not square, the solution of equation 41
requires the use of the least squares method. The least squares method is
appropriate for use with polynomial equations [20]. Solutions for coefficients
in non-polynomial equations can be found by using various forms of
regression analysis [see reference 20]. Regression analysis can also be used as
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an alternative to matrix manipulation to solve for the coefficients in a
polynomial equation. Regression analysis capabilities exist in many personal

computer based data analysis packages.
Using the method of least squares, equation 41 becomes,
B=[X"XI"[X]"y (44)

and the solution for B can be written

Y
] [ 0 0o 0 0 0 o0 0 o 16]°
B, 2 2 2 2-8 8 0 o of”
B, 1]l 2 2 2 2 0o 0-B8 8 of”
B,|"16| 4 -4 -4 4 0 o0 0 o of” 45)
B, 1 1 1 1 3 3 -1 -1 -gff’
B; | 1 1 1 1 -1 -1 3 3 -8}
B Ys
_Y9J

Once a model has been determined, the goal is to minimize (or
maximize) the response. A non-linear, gradient-based optimization technique
can be used to locate the minimum. Many of the techniques discussed
previously in the classical optimization section are appropriate — steepest
descend, Powell’s Method, etc. If a central composite design is used (thereby
allowing a quadratic response surface to be calculated) then it is possible that
a minimum may exist within the design space. Recall that two-level methods
will only locate a near-optimum along the edges of the design space. In
addition, the RSM optimum is not limited to the best combination of the
different levels of all of the variables (unlike Taguchi). Even though a variable
may only be limited to a few levels in the experimental array (i.e. -1, 0, and 1),
the optimum may be determined to be a value like 0.567. Therefore, RSM
may allow a more optimum solution than Taguchi methods.
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One of the most important advantages of response surface methods is
the fact that constraints can be included in the process. At the same time that
experiments are being performed to determine the objective function at
various points in the design space, the value of an output to be constrained can
also be recorded. A separate response surface can be created to model the
value of the constraint, and a non-linear optimizer capable of treating
constraints can be used to minimize the objective subject to the constraint. For
example, a launch vehicle is being optimized for minimum weight using a
CCD with RSM. The design variables are wing size, engine thrust, and engine
mixture ratio. The vehicle is also constrained to a maximum landing speed.
For each point in the CCD, a complete, converged vehicle point design is
performed for the prescribed settings of the design variables. The vehicle
weight and landing speed are recorded for each point, and RSM is used to fit
second order models of both the objective function and the constraint
function. An optimizer is then used to find the minimum vehicle weight
subject to a maximum landing speed constraint. This same technique could be
performed with several simultaneous constraints. Stanley, et. al. [7] provides
an example of such an application to an advanced rocket design. In that
example, the vehicle dry weight was minimized subject to minimum
aerodynamic control constraints. The ability to handle constraints is one of the
most powerful aspects of response surface methods. Such an ability is lacking

in purely parametric methods like the Taguchi method.

Response surface methods are very well suited to advanced aerospace
vehicle design. They are based on parametric design arrays which have
already been shown to be useful (they retain existing analysis codes, explore
the entire design space, are resistant to local minima, allow parallel execution
of some analysis, they use a small number of point designs, etc.). In addition,
RSM methods based on second order experimental arrays like central
composite designs allow the determination of an optimum that is not just the
best combination of the levels of the design variables (i.e. values between

levels are possible). It is important to remember, however, that the model is
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still just an approximation of the true design space. Using a second order RSM
model does not mean that the design space will be quadratic. The numeric
optimum of the model (determined by the optimizer) will not necessarily be
the optimum of the true design space. Also, RSM based on CCD'’s require
more point designs than two-level models (although they provide more
information), and they are not well suited to the use of discrete variables.
Taguchi methods are better suited for use of discrete variables. However,
RSM appears to be a very attractive method for use in aerospace design.
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SAMPLE DESIGN APPLICATION
(ROCKET-BASED COMBINED-CYCLE LAUNCH
VEHICLE)

In order to test some of the hypotheses concerning the applicability of
the parametric class of multidisciplinary design methods to advanced
aerospace vehicle conceptual design, a sample application was selected. The
rocket-based combined-cycle (RBCC) vehicle is a single-stage-to-orbit
(SSTO) launch vehicle of current interest. It is a highly multidisciplinary
design — requiring separate analysis capabilities in propulsion, performance,
aerodynamics, weights and sizing, structures, and aerodynamic heating.
Ultimately, a converged point design is obtained from extensive iteration
between existing, disciplinary analysis tools. The selected design variables are
highly coupled (interrelated), and therefore interactions are expected to be
present. Traditional one-variable-at-a-time optimization is not appropriate for
this design. The objective of the RBCC SSTO design is to determine the
settings of the design variables that will minimize vehicle dry weight. Dry
weight is a better indicator of cost than gross weight since gross weight is
primarily composed of propellant weight and propellant is relatively cheap.
The objective of the application of the parametric methods to this problem is
to verify their applicability, point out strengths and weaknesses, and
contribute to the literature in the field by demonstrating an actual application

of the methods.

The design was performed in three phases. An initial exploration of the
design space was performed using a three-level Taguchi array (L27) and eight
design variables. The initial design phase contains two truly discrete variables.
Based on the results of the initial array, a second Lg experiment was
performed using three of the design variables that required further study. The
second experiment also used Taguchi’s “noise” array (L4) in order to
determine a robust design. In this case, the vehicle sensitivity to three weight
growth and engine performance degradation variables was to be minimized.
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Finally, the experimental array was extended to a central composite design in
the three main variables. Response surface methods were used to optimize the

resulting quadratic response surface.

Vehicle Background

The next generation of piloted launch vehicles will have emphasis on
low cost design, responsiveness, and reusability. In the past 10-15 years,
advances in structural technologies (composites, advanced metallic alloys) and
reductions in subsystems weights have made single-stage-to-orbit (SSTO)
designs more feasible [31]. New SSTO vehicle designs are generally fully
reusable and, if flight rates are high enough, they have potential to reduce

recurring costs associated with expendable systems.

Among the SSTO designs currently being considered for initial
operating capabilities (IOC’s) in the 2005-2010 time frame are advanced
rocket powered vehicles [7] and airbreathing concepts that are derivatives of
the National Aerospace Plane (NASP). Rockets and airbreathing systems each
have advantages and disadvantages. Rockets, which carry their own oxidizer,
are characterized by high engine thrust-to-weight ratios (70-100) and
relatively low trajectory averaged Is,’s (350-450 sec for LH2/LOX systems).
Rocket SSTO’s have relatively high gross weights, high bulk propellant
densities, and low dry weights (i.e. empty weight) (fig. 17). Airbreathing
concepts do not carry a substantial amount of onboard oxidizer. Instead they
derive it from the atmosphere. They have higher Isp’s (1500 - 2500 sec. for
LH2), but their complex airflow paths (inlets, cowls, nozzles) generally
produce heavy engines with thrust-to-weight ratios around 5-15. Airbreathing
SSTO concepts have low gross weights but higher dry weights when
compared to rockets. Combined cycle propulsion concepts have potential to
combine the best aspects of both rockets and airbreathing propulsion.
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Figure 17 - Propulsion Concept Characteristics

Combined cycle engines merge the functions and operating modes of
different engine cycles into a single unit. Rocket-based combined-cycle
propulsion, sometimes referred to as an air-augmented rocket, utilizes a
“ducted rocket” approach with a rocket primary embedded in the duct of an
airbreathing engine (fig. 18).
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Figure 18 - Typical RBCC Engine Layout
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RBCC engines have thrust-to-weight ratios of 25-40 and average Isp’s
that are higher than that for rockets (420-800 sec). RBCC engines function in
four different operation modes. From 0 to Mach 3, the engine operates as an
ejector. The rocket primary entrains additional air through the inlet to which
LH2 fuel is added in an afterburning fashion. Beyond Mach 3 the engine
operates in ramjet and scramjet modes. For terminal acceleration to orbit, the
RBCC engine is capable of operating in rocket mode. The RBCC engine has
been studied in some detail including work by the Marquardt Corp. in the
1960’s [32] and Rocketdyne [33].

Airbreathers with an axisymmetric fuselage have been previously
studied because of advantages in high engine capture area (thus high
acceleration), relatively low drag, and simplified load paths associated with a
circular tank cross section. [34, 35]. In fact, a conical vehicle configuration
was considered a candidate early in the NASP program [35]. Preliminary
work to combine the advantages of RBCC propulsion with the advantages of
an axisymmetric fuselage was performed in the late 1980’s by the
Astronautics Corp. [36, 37]. The Astronautics Corp. work showed the
potential weight and performance advantages in a vehicle like the one shown
in figure 19, and it identified several key variables that have a significant
impact on the vehicle design. However, that work was unable to identify the
optimum settings for the variables because multidisciplinary design

optimization techniques were not available to the researchers.

The research reported in this paper is an attempt to extend the previous
work by employing multidisciplinary design optimization (MDO) techniques.
It is hoped that parametric design methods can be used to locate a near-
optimum setting for the design variables. In addition, it is hoped that this
particular use of MDO methods will document an example aerospace vehicle
conceptual design application and demonstrate the utility of multidisciplinary

design optimization.
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Figure 19 - RBCC SSTO Configuration

The baselined technologies chosen for this work are shown in table 14.
These technologies are consistent with a vehicle of I0C 2005-2010 and are
based on technology efforts that are currently in-work at NASA and in
industry. Advanced technologies, particularly lightweight structures are
critical to the feasibility of a RBCC SSTO vehicle.

Table 14 - Baselined RBCC SSTO Technologies

LH2 tank graphite/PEEK, filament wound, integral loads
LOX tank aluminum-lithium, integral loads
Structure NASP-derived titanium-aluminide Beta 218

OMS/RCS systems | LH2/LOX cryogenic pump-fed OMS, LH2/LOX
pressure -fed RCS)

TPS (passive areas) | ACC and mechanically bonded metallic (Inconel
and titanium standoff)

Active cooling heat pipe and active hydrogen cooling for engine,
nosecap, cowl and wing leading edges

Subsystems lightweight avionics, ECLSS, crew systems,
EMAs
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Analysis Tools and Process

The analysis was performed using computer-based conceptual
aerospace design tools that are available at the NASA - Langley Research
Center’s Vehicle Analysis Branch (analogous to the “design modules”
discussed previously) and proceeded according to the flow chart shown in
figure 20. The design was highly multidisciplinary — containing disciplinary
analyses from aerodynamics, performance, aeroheating, weights and sizing,
structures, and propulsion. The general RBCC SSTO vehicle layout is shown
in figure 21. A general discussion of the analysis process follows.

Initialize Design
Variables

APAS
aerodynamics

POST
ascent perform.

Miniver
aero-heating

Weights &
Sizing code
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Low speed engine
sizing & perform.

Converged
Design?

Figure 20 - Analysis Cycle
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Figure 21 - General RBCC SSTO Vehicle Layout

APAS (the Aerodynamic Preliminary Analysis System) [38] was used
to determine the lift and drag coefficients for each vehicle point design for
Mach numbers from 0 to Mach 25. APAS is a conceptual level aerodynamic
design tool that has been shown to produce relatively accurate answers when
compared to wind tunnel tests on conical configurations [39, 40]. Additional
confidence was placed in the data because APAS used a tangent cone solution
at high Mach numbers — a solution originally derived from conical forebody
aerodynamic data. Because the scramjet engine data was provided in cowl-to-
tail form, the aerodynamic pressures on the conical forebody were treated as
drag rather than as part of the engine cycle. For each design, the wing was
kept at a constant leading edge sweep of 76°, aspect ratio of 1, and a thickness
of 4% (the existing wind tunnel test values). The wing area was sized to
provide a 200 kt. landing (or a 250 kt. take-off speed for the case of horizontal
take-off vehicles). Wing location (fore to aft) was varied in order to maintain

subsonic and hypersonic static stability.

The RBCC ejector mode engine characteristics for each engine from 0
to Mach 3 were determined using a quasi-1-D inlet, combustor, and nozzle
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model with appropriate component efficiencies derived from reference 32.
Engine uninstalled weights (less inlet) were also derived from references 32
and 36 as a function of maximum airbreathing Mach number, capture area,
inlet height, and rocket primary mass flow rate. Ramjet and scramjet
performance had been previously generated for a 5° cone half angle winged-
cone concept by researchers at NASA - Langley and was taken from reference
39. This data exists as cowl-to-tail engine thrust coefficients and I as a
function of Mach number and fuel equivalence ratio (the normalized ratio of
fuel flow rate to captured air flow rate with 1 being stoichiometric). Cowl-to-
tail engine thrust was determined from C, using the equation T = C,qA. where
A 1s the physical annular area between the outer engine cowl and the vehicle
body. The engine data was originally generated for a reference A, of 207 sqft.
The reference engine area was scaled up or down for each point design. In
order to account for the LH2 that is necessary to cool the engine at higher
Mach numbers, a minimum cooling schedule for equivalence ratio was
established. Equivalence ratio was required to be at least .5 at Mach 8, 1 at
Mach 12, and 2.5 at Mach 18 with linear variation between design points.

_ The ascent trajectory was optimized using POST 3D [41]. POST is
widely used in aerospace industry to perform numerical optimization of
trajectories. Engine throttle settings and vehicle pitch angles were varied in
order to minimize the mass ratio (MR) of the vehicle. The point designs were
each flown to a 100 Nmi circular polar orbit (a NASP reference mission) from
a fictitious launch site at Vandenberg Air Force Base in California. The
reference payload was 10,000 lbs. The OMS propulsion system was designed
to circularize the ascent orbit, perform a delta velocity maneuver of 50 fps on-
orbit, and deorbit the vehicle. POST was slightly modified to allow the vehicle
to fly a constant dynamic pressure boundary and later a constant stagnation

point heating rate during ascent.

Vehicle take-off was either vertical or horizontal as determined by a
design variable. Horizontal take-off versions (HTO) accelerated to 250 knots
before lifting off. The vehicle operated in ejector (rocket primary on) until
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Mach 3, then switched to ramjet and later scramjet mode. During this phase,
the vehicle was constrained to fly a constant dynamic pressure boundary
determined by the optimization process. Angles of attack, o, during this
portion of the trajectory generally were between 2° and 5°. The stagnation
heating rate to a reference one foot radius sphere (Chapman’s equation
heating) was monitored during the ramjet and scramjet portions of the
trajectory. If the heating rate reached a prescribed value, again as set by a
design variable, the vehicle left the constant dynamic pressure boundary and
flew along the constant stagnation point heat rate boundary until the scramjet
to rocket mode transition Mach number was reached. During ascent, the
vehicle was limited to 3g sensed acceleration by throttling the engines.

After the ascent trajectory was determined, windward and leeward
centerline heating was determined using Miniver [42]. Miniver uses simplified
geometry representations and a choice of several accepted heating rate
calculation methods to determine the aerodynamic heating to various sample
points on the vehicle. TPS concepts for each vehicle were selected based on
radiation equilibrium temperatures at different points along the cone, cowl,
and wing. Active LH2 cooling was required on the nosecap, the wing leading
edges, the cowl leading edges, the engine, and part of the engine nozzle.
Advanced carbon-carbon TPS was used for areas reaching temperatures
between 1800°F and 2800°F. Inconel superalloy constructed into standoff,
mechanically attached panels was used for areas between 1200°F and 1800°F.
Titanium standoff panels were used for areas below 1200°F. In areas where
appropriate (such as the wings and upper cowl surface), the titanium-
aluminide structure was allowed to get as hot as 1500° F without a protective

TPS covering.

A complex, inter-related series of mass estimating relationships
(MER’s) was established for the current vehicle based on existing, historical
data regression MER’s obtained from the Vehicle Analysis Branch at NASA -
Langley. The MER’s used for this work are listed in Appendix A and
Appendix B. Some equation constants were modified to reflect mass
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reductions from expected technology and materials advancements. Structural
sizing constants on a per area or per volume unit basis for tank weights,
smeared primary and secondary structure, and each of the TPS concepts were
updated to reflect the anticipated IOC for this vehicle of 2005 - 2010. In many
cases, NASP-derived technology improvements were assumed to be available.
For example, the primary vehicle structure was baselined to be an advanced
NASP titanium- aluminide alloy - Beta 21S. The constants for the filament
wound LH2 tank were established specifically for this vehicle through a finite
element structural analysis including appropriate non-optimum factors.
Subsystem MER’s (avionics, ECLSS, etc.) were determined based on
previous NASA - Langley VAB work on SSTO winged-cone concepts and
expected NASP-derived improvements.

For each point design in the experimental array, a series of iterations
was made through each of the analysis codes as shown in figure 20. Once the
systems level design parameters were established, an initial gross weight and
geometry was assumed in order to start the design cycle. The analysis then
proceeded from one analysis code to the next with data being exchanged
between each code. This process simulates the way a typical engineering
désign team functions. Each engineer in a team functions in the role of
disciplinary expert. The disciplinary expert performs the required analysis in
his or her field and then passes the results on to the next disciplinary expert.

Each cycle through the design codes took four to eight hours. A typical
point design converged after about three iterations. A design was considered
to be converged when the mass ratio (MR) from one POST run to the next
changed by less than about 3%. As will be seen, however, some designs did
not converge at all. For the designs that converged, the dry weight was
recorded. Dry weight (i.e. no propellant, payload, or crew) was selected as the
objective function because it is generally a better indicator of cost than gross

weight.
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Initial Screening Analysis (127 Array)

Based on previous work on a conical RBCC SSTO by the Aétronaudcs

Corp. [36], eight key variables were selected for this study and are listed in
table 15 along with the potential effects that each variable might be expected
to have on the vehicle design. Figure 6 illustrates the location of both the cone

half angle, ©, and the cowl wrap around angle, .

Table 15 - L7 Design Variables

Parameter

Potential trades

scramjet to rocket mode
transition Mach number (M)

lower LOX propellant weight vs.
smaller hydrogen tanks

max q of ascent (for a constant
q boundary trajectory)

increased thrust-to-drag ratio vs.
higher heating and aero. loads

engine cowl wrap around
angle (D)

increased thrust-to-drag ratio vs.
additional engine weight

Forebody cone half angle (©)

higher drag vs. improved propellant tank
structural efficiency (volume/area)

Vehicle lift-off
thrust-to- weight ratio (T/Wo)

lower gravity losses and LOX weight vs.
increased engine weight

stagnation point heating limit
boundary (heat rate)
(referenced to 1’ sphere)

improved high Mach number
airbreathing performance vs.
higher TPS weight

supercharged engine (Y/N)?
(engine 12 or 10 from
Marquardt work)

improved low speed RBCC performance
vs. additional engine weight

take-off mode

(vertical vs. horizontal)

higher engine weight vs.
higher wing and gear weight
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Figure 22 - Cone Half Angle and Cowl Wrap Angle

Of the eight design variables, two variables are discrete. Two take-off
options, vertical or horizontal, were considered (the vehicle landed
unpowered, horizontally in both cases), and the RBCC engine was treated
with and without an optional supercharging fan. In previous work on a series
of preliminary RBCC engine designs at the Marquardt Corp. [32], the non-
supercharged engine was referred to as engine concept number 10. The
supercharged engine concept was referred to as engine concept number 12.
The same nomenclature was used to distinguish between the two options in
this study as well. The other six variables are continuous, but have been
discretized to three levels (or values) as required by the Taguchi method. A
range for each of the design variables was established based on previous work
and engineering experience. Refer to table 16 for the selected levels chosen

for each variable.

Based on the number of variables being considered and the desired
number of two variable interactions (three), a three-level orthogonal array of
27 point designs was selected using the Taguchi method. The L27 orthogonal
array shown in table 17 outlines the runs performed and the levels for each of
the eight design variables for each of the 27 required point designs. Note that
the Taguchi array is a fractional array - that is, not every combination of all of
the variables is required to be run. For comparison, a full factorial
experimental array including every combination would take 36x22 or 2916

runs.
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Table 16 - Design Parameter Levels

Parameter L M H
rocket trans. Mtr 12 15 18
max. q (psf) 1000 1500 2000

cowl angle (D) 180° 270° 360°
cone angle (®) 5° 6.5° 8°
T/Wo (VTO) 1.2 1.3 1.4
(HTO) 0.6 0.7 0.8
heat rate limit] 250 300 350
(BTU/sqft-sec)
supercharger? 10 (N)
take-off mode HTO

12 (Y)
VTO

The standard L7 Taguchi array was modified in two ways for this
analysis. First, the two discrete variables are combined into a single three-
level column of the array without loss of information about either variable.
This technique is known as the compound factor method [16], and it is made
possible by the fact that these two variables each have only two settings rather
than three. Second, a technique known as branching [16] is used to establish
two ranges for vehicle thrust-to-weight ratio depending on whether the design
is horizontal or vertical take off. T/Wo ratios of 1.2, 1.3, and 1.4 are
associated with VTO designs. T/Wo ratios of 0.6, 0.7, and 0.8 are associated
with HTO designs.

The resulting dry weights for each of the 27 point designs are shown in
the last column of table 17. Several designs (nine) represented points that were
not feasible. That is, for reasons of low capture area, low dynamic pressure, or
high cone angle, these designs exhibited an unacceptably low thrust-to-drag
ratio. These infeasible points or “no-closure” cases were assigned a maximum
dry weight value of 300,000 lbs. This somewhat arbitrary limit was set higher
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than any converged case values in order to properly penalize the poor designs,
but it was found that if it was set too high, it would completely “wash out” the
real data. The value chosen seemed to represent a reasonable medium.
However, as will be shown, the “no-closure” runs still have a negative impact

on the analysis.

Table 17 - L7 Taguchi Array

R Mg Max. q L0} 0 Lift- Max. stag. Engine # & Dry
u badry. off heat rate T.O.mode Weight
n T/Wo (Ibs)

1 12 | 1000 psf | 180° | 5.0° | 0.8 | 250 BTU/ft2-s | 10 & HTO | 300,000

2 12 ] 1000 psf | 270° | 6.5° | 1.3 | 300 BTU/fi2-s | 10 & VTO | 114,220

3 12 ] 1000 psf | 360° | 8.0° ] 14 | 350 BTU/ft2-s | 12 & VTO | 193,510

4 12 1500 psf | 180° } 6.5° ] 1.3 | 350 BTU/ft2-s | 12 & VTO| 109,320

5 12 1 1500 psf | 270° | 8.0° | 0.6 ] 250 BTU/ft2-s { 10 & HTO | 150,690

6 12 | 1500 psf | 360° | 5.0° | 1.2 | 300 BTU/ft2-s | 10 & VTO ] 118,330

7 12 | 2000 psf | 180° | 8.0° } 14 | 300 BTU/fi2-s | 10 & VTO{ 113,180

8 12 ] 2000 psf | 270° | 5.0° | 1.2 | 350 BTU/ft2-s | 12 & VTO | 124,110

9 12 | 2000 psf | 360° | 6.5° | 0.7 | 250 BTU/ft2-s | 10 & HTO ] 136,520

10 15 ] 1000 psf | 180° | 6.5° | 14 | 300 BTU/fi2-s | 12 & VTO | 300,000

11 15 | 1000 psf | 270° | 8.0° | 0.8 | 350 BTU/ft2-s | 10 & HTO | 300,000

12 15 | 1000 psf | 360° | 5.0° ] 1.3 | 250 BTU/fi2-s | 10 & VTO | 124720

13 15 | 1500 psf | 180° | 8.0° | 1.2 | 250 BTU/fi2-s | 10 & VTO | 300,000

14 15 | 1500 psf | 270° | 5.0° { 1.3 | 300 BTU/ft2-s | 12 & VTO | 122,520

15 15 | 1500 psf | 360° | 6.5° | 0.6 1 350 BTU/ft2-s | 10 & HTO | 135,450
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Table 17 (continued)

R My Max.q o 6 Lift- Max. stag. Engine# & - Dry

u bndry. off heat rate T.0. mode Weight
n T/Wo (Ibs)

16 15 | 2000 psf | 180° | 5.0° | 0.7 | 350 BTU/fi2-s |10 & HTO| 124,040
17 15 | 2000 psf | 270° | 6.5° | 1.4 | 250 BTU/ft2-s {10 & VTO| 98,350
18 15 | 2000 psf | 360° | 8.0° | 1.2 | 300 BTU/t2-s {12 & VTO| 155,590
19 18 | 1000 psf | 180° | 8.0° | 1.3 | 350 BTU/fi2-s |10 & VTO| 300,000
20 18 | 1000 psf | 270° | 5.0° | 1.4 | 250 BTU/fi2-s {12 & VTO| 208,860
21 18 | 1000 psf | 360° | 6.5° | 0.8 | 300 BTU/ft2-s |10 & HTO| 272810
22 18 | 1500 psf | 180° | 5.0° | 0.6 | 300 BTU/fi2-s |10 & HTO| 300,000
23 18 | 1500 psf | 270° | 6.5° | 1.2 | 350 BTU/fi2-s |10 & VTO| 132,970
24 18 | 1500 psf | 360° | 8.0° | 1.3 | 250 BTU/ft2-s |12 & VTO| 300,000
25 18 | 2000 psf | 180° | 6.5° | 1.2 { 250 BTU/fi2-s |12 & VTO| 300,000
26 18 | 2000 psf | 270° | 8.0° | 0.7 | 300 BTU/ft2-s 110 & HTO| 300,000
27 18 | 2000 psf | 360° | 5.0° | 14 | 350 BTU/ft2-s |10 & VTO| 113,200

The “no-closure” cases have a very significant impact on the analysis
of the mean process. The method relies on determining differences between
average vehicle weights at different points in the design space. Since there is
no difference between the dry weight for two designs that did not close, all of
the variable effect information pertaining to the differences between the two
runs is lost, even for the variables that did not contribute significantly to the
problem. It could be argued that the analysis process might work better
without these runs, but the orthogonality of a “true” Taguchi analysis would
be lost. The method’s inability to handle infeasible points is a serious

weakness.
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The no-closure cases are indicative of the complex interactions going
on between the variables. In particular, every case of a cowl wrap angle (®) of
180° and a max dynamic pressure boundary of 1000 psf did not close.
However, taken at other dynamic pressure limits, 180° cowl wraps do close.
Additionally, every case of Mg 18 scramjet to rocket mode transition and 180°
cowl wrap angle did not close. The relationship between q, ®, and M,
suggests a three variable interaction. The Taguchi method is only capable of
handling two variable interactions. In fact, three variable interactions tend to
confound the method results. For the Lo7 array that was used in this
experiment, a three variable interaction between My, q, and @ would tend to
confound the results of the T/Wo and maximum stagnation point heat rate

mean responses.

The sensitivities are calculated for each design variable by individually
averaging the vehicle weights at each of its three levels - L, M, and H. Since
the array is balanced, one-third of the runs corresponds to each of the three
levels. The results of the analysis of the mean technique for dry weight are
shown in the mean response tables 18, 19, and 20 and graphically in figure
23. The selected levels to minimize dry weight have been circled in the tables.
Judgment has been temporarily reserved on cowl angle and My because of the
possible interaction between them. However, the H setting for dynamic
pressure (2000 psf), the L setting for cone half angle (5°), and the H setting
for maximum stagnation heat rate (350 BTU/sqft-sec) seem fairly clear and
are supported by engineering experience. High dynamic pressures produce
higher accelerations and lower angles of attack (and therefore lower drag
losses). The 5° half angle cone generates a relatively low drag and thus has a
high thrust-to-drag ratio. Its low shock angle produces relatively few heating
problems even at 2000 psf dynamic pressures. The maximum stagnation point
heating value of 350 BTU/sqft-sec also makes engineering sense. The thrust
penalty due to lost dynamic pressure incurred by leaving the q boundary and
flying a heat rate boundary is significant in terms of lost acceleration

capability.
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Table 18 - Mean Responses for L7 Array

Mtr Max.q Cowl Ang. Cone Ang. Max. Heat
L 151,098 234,902 238,504 170,@< 213,238
M 184,519 185,476 172,413 177,738 199,628
| 247538 162777y 172237 | 234774 | 170,289
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Figure 23 - Graphical Results of L7 Array

Table 19 - Engine Type and Take-off Mode Responses

Engine# T.0.Mode
Ao

H 201,546
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Table 20 - T/Wo by Take-off Mode Responses

T/Wo T/Wo
(VTO) (HTO)
L | 1883500 | 195,380
M| 178463 {186,853
H @ 290,037

The non-supercharged engine (L) produces a lower dry weight vehicle
compared to the super-charged engine (table 19). However, before a final
decision is made regarding supercharging, the operational advantages of a
supercharged engine during landing, self ferry operations, subsonic loiter, etc.
must be carefully weighed. This research only considered the impact of
supercharging on ascent performance. For ascent, the small increase in engine
I, is not worth the extra weight of the fan system. Table 19 also shows the
advantage of vertical take-off (H) over horizontal take-off. Since the RBCC
essentially behaves like a rocket at lift-off, it is easier and lighter to add

additional engine thrust than it is to add wing size and landing gear weight.

Table 20 shows the results for the take-off thrust-to-weight ratio
variable. Recall that the ranges for T/Wo depended on whether the vehicle
was HTO or VTO. For vertical take-off, a T/Wo of H (1.4) produces the
lowest dry weight. Engineering judgment suggests that this value may be
somewhat high. As mentioned above, a three way interaction between My, q,
and @ would tend to disrupt the results of this variable. Since the variable is
considered to be one of the least critical (based on the relatively small
difference in dry weight between its highest and lowest settings) it was left at
the H setting. Additional work is recommended for this variable.

The Lp7 Taguchi array is capable of determining the interactions
between three sets of two variable interactions. These interactions were

83



preplanned to be My x q, M x @, and q x ® based on the placement of the
variables within the L7 array and the L7 linear graph. The results are shown
in tables 21-23. Interesting, but contradictory combinations have been circled.

Table 21 - My x q Interaction

1000 psf 1500 psf 2000 psf

Mtk
12 | 202,577 {126,113 Y(124,603
15 | 241,573 | 185990 (755993

s
18 || 260,557 | 244,323 | 237,733

Table 22 - My x Cowl Angle Interaction
180° 270° 360°

12 || 174,167 ( 129,673; 149,453 "

15 | 241347 | 173,623 |(138,587 D
V

18 || 300,000 | 213,943 | 228,670 "

Table 23 - q x Cowl Angle Interaction

1000 psf 1500 psf 2000 psf

180° || 300,000 | 236,440 | 179,073
270° || 207,693 (135,393 174,153

360° | 197.013 | 184,593 {135,103

Unlike main effect response tables that average a particular variable
effect over all of the simultaneous changes of the other variables, a two
variable interaction can discern the effects of changing one variable while

holding a second variable at each of its three levels. An interaction is usually
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said to be strong if the graphical mean plots cross (i.e. figure 24, Mtr x @ and
q x @). Given such a strong interaction, the variable settings should be
determined from the interaction plots rather than the mean responses for each
variable. However, tables 21-23 show mixed results. In table 21 at 2000 psf q,
M, of 12 and 15 appear to be very close together and show the lowest dry
weights. In table 22, a @ of 270° and a M, of 12 seem to produce the best
combination. Also in table 22, M, of 15 doesn’t seem to be as close to 12 as
indicated in the previous table - the best My 15 answer being found for a ® of
360°. Finally, table 23 indicates that either @ of 270° or 360° would be good

choices, but for different dynamic pressure limits.

L
M
H

300
>Om

q
q
q

Dry Weight (klbs)
200
Dry Weight (klbs)

100

300
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Dry Weight (klbs)

100

Cowl Angle @

Figure 24 - Graphical Interaction Results for L7 Array
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Confusing two-variable interaction information, coupled with the fact
that a three way interaction between My, q, and @ is suspected, led to the
performance of an additional set of runs outside of those requiréd by the
Taguchi method. The final set of runs to determine the best combination of ®
and My (as shown in table 24) was performed by fixing 6 of the 8 variables
of the study to values that the L7 analysis indicated to be their best settings.
Max. q was set to 2000 psf, © was set to 5°, max. heat rate was set to 350
BTU/sqft-sec, the non-supercharged engine was used (#10), and the vehicle
was VTO with an initial T/Wo of 1.4. With these variables held constant, a
sweep of all nine combinations of @ and M,, was performed. The results show

that a @ of 180° and a My, of 15 results in the lowest dry weight. These results
were somewhat unexpected, because @ of 180° was not indicated by any of
the main effect tables or the two variable interaction tables of the Taguchi
method. The fact that Taguchi “missed” this result is probably a result of the
high number of “no-closure” designs and the suspected three way interaction
discussed above. It is interesting to note that the dry weight is relatively flat
between M, of 12 and M,; of 15. In light of operational and technical
complexities due to higher Mach numbers, a designer might choose to select
the My 12 case for only a slight penalty in dry weight.

Table 24 - Dry Weight Extra Runs Results

180° 270° 360°
12| ss210 | 99470 | 116930 |

15 | 84,090 93,460 | 105,960 "
\_/
18 | 100110 | 102,880 | 113,200 |

In summary, a set of parameter levels was found that produces a very
attractive dry weight for the conical RBCC SSTO. Table 25 lists the final
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parameter levels that were chosen and table 26 lists some of the characteristics
of the final vehicle. A more complete report of the final vehicle characteristics
is included in Appendix C. Figure 25 lists some RBCC SSTO vehicle
characteristics and those of the current U.S. Space Shuttle. The two vehicles
are not directly comparable in terms of mission, payload, and technology. The
information in figure 25 is included only for reference purposes.

Table 25 - Selected Parameter Levels

My 15
max. q 2000 psf
cowl wrap angle (®) 180°
cone half angle (®) 5°
T/Wo 1.4
max. heat rate 350 BTU/sgft-sec
supercharged engine? N (engine #10)
take-off mode VTO

The Taguchi method was largely a success at determining the best
levels for each of the parameters in order to determine the minimum vehicle
dry weight. Six of the eight design variables were determined based on the
results of the initial Lo7 Taguchi matrix. However, the method failed to
capture the correct settings for cowl wrap angle, @, and My, (as determined by
a full sweep of those variables) even though interaction information was also
available for those variables. As noted in the analysis discussion, the fact that
many of the point designs did not produce feasible “closed” designs most
likely contributed to the Taguchi method’s inability to correctly select the
proper levels for @ and My;. When designs did not close, the information used

to compare variables between them was lost. This inability to deal with
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infeasible points in the experimental array is a serious weakness of the
method. An appropriate reaction to an infeasible point would be for the
designer to redefine the variable ranges (i.e. limit the worst combinations of
variables) and start over. However, since the designer is most likely unfamiliar
with the design space, this could lead to time consuming restart situations. In
addition, redefining and reducing variable ranges may eliminate some

attractive regions of the design space.

It is also very likely that a three variable interaction was present
between cowl wrap angle, q, and My. Taguchi methods cannot handle three
way interactions. However, it should be noted that if the suspected three way
interaction is present, it could be confounding the results of the T/Wo. Follow-
on research should attempt to verify the current selection for T/Wo and try to
gain additional information about cowl wrap angle (®) and My;. Additionally,
follow-on research should attempt to discover the most robust RBCC SSTO
design. A robust vehicle design is one that is relatively insensitive to
uncontrollable influences like weight growth and engine performance
degradation. The ability to determine a robust design is a powerful, but often
overlooked, capability of Taguchi methods.

The final results produced by this application of the Taguchi method
can only be considered a “near optimum” because of the Taguchi method’s
inability to interpolate between variable levels. That is, Taguchi methods only
determine the best combination of all of the possible combinations of the
levels of the design variables (in this case, the best combination of 2916
alternatives). In some cases, this “near optimum” may be sufficient for a
conceptual vehicle design. However, the results of this work could be used as
a “front-end” for a more detailed optimization process if necessary. The more
detailed process could either be another parametric study with refined
variables and ranges or a gradient-based optimization (since all of the discrete
variables have been satisfactorily determined by the current work).
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Table 26 - Selected Vehicle Characteristics

Characteristic Value
GLOW 416,000 lbs
dry weight 84,090
mass ratio 3.934 (£=.746)
LH?2 prop wt./total prop 354
payload to polar 100 Nm 10,000 lbs
payload to 28.5° 100 Nm 20,100 lbs
vehicle length 188.5 ft
max. body diameter 29.3 ft (w/ cowl)
48.4 ft

wingspan

Crew 7 crew, 14 days | 2 crew, 3 days
GLOW 4.5 Mibs 420 Klbs
Landed Wt. 220 Klbs 100 Klbs
fﬁﬁg@(})(mﬂ ~45 Klbs 20 Klbs
partially reusable]  fully reusable

Figure 25 - Comparison of L7 Vehicle to STS
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Second Design Analysis (Lg by L4 Arrays)

Based on the results of the initial L27 Taguchi study of eight design
variables, three variables were selected for further study. They are the cowl
wrap around angle (®), the airbreathing to rocket transition Mach number
(My), and the overall vehicle liftoff thrust-to-weight ratio (T/W,). The other
six variables investigated in the initial array were considered to be
satisfactorily determined. For the current work, the dynamic pressure limit
was set to 2000 psf, the cone half angle (®) was set to 5°, the maximum
stagnation point heating rate was set to 350 BTU/ft2-s, the engine was not
supercharged (engine 10), and the vehicle took off vertically.

In order to study the three main variables and all three of their two-
variable interactions, an Lg two-level orthogonal array was selected. The Lg
orthogonal array was shown previously in table 10, and the linear graph
showing the placement of the interaction columns was shown in figure 10.
Note that the seventh column of the Lg array was not used for this study
because it is confounded with the three variable interaction between My, O,
and T/W,. This was an attempt to avoid any three variable interaction
problems like those encountered in the Lp7 array. The discretized levels for
the three design variables are shown in table 27.

Table 27 - Variables and Levels for Lg Array

Variable L H
T/W, 1.2 1.4

Mg 12 15
Cowl Angle () 180° 360°
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In table 27, the variables T/Wo, Mtr, and & correspond to the A, B,
and C variables in table 10, respectively. The column assignments and

interaction columns are similar.

Because the variables are all two-level, an additive model of the
following form can be estimated.

Dry Weight = B, +, *(—\;—)+B2 (M) +B5 * (D)

0

(46)

T T
+B, *(-W—OJ*(M“HBS *(W:)*(Q)+Bs * (M) * (@)

It is also a goal of this research to determine the settings of the three
design variables that will produce the most robust vehicle design. Robustness
is defined as insensitivity to different types of uncontrollable influence on the
design. If a designer suspects that there may be an adverse change in the
design conditions, then he or she could plan the original design to be able to
accommodate the changes. In this case, there are three uncontrollable
variables that may have an adverse effect on the vehicle — off nominal Igp in
the airbreathing cycles of the ascent, unexpected weight growth in the
airbreathing components of the engine, and unexpected weight growth in the

body structure and TPS weight.

The Isp of the airbreathing components of the engine is very dependent
on technological advances over the next 10-15 years. An Isp schedule vs.
Mach number and fuel equivalence ratio has been baselined in reference 39.
However, given the likelihood of a reduction in Isp, the vehicle should be
designed to be as insensitive as possible to changes in Igp. Similarly, the
baselined weights of the airbreathing components of the engine (as shown in
Appendix B and derived from ref. 32) are likely to increase thereby reducing
the uninstalled thrust-to-weight ratio of the engine. The airbreathing
components of the engine are the inlet, the mixer/diffuser, the combustor, the
fuel injectors, and the internal parts of the nozzle. The “smeared” fuselage
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weight (including nosecap, crew cabin, tank structure, tank insulation, non-
inlet sections of the cowl, tailcone, base area, and active and passive thermal
protection systems) was also considered a potential growth variable. These
three growth variables (often called noise variables) were each discretized to
two levels as shown in table 28, and given the designations Nigp, Neng, and
Nfuse respectively. Note that the -20% setting of Njgp refers to a 20%

degradation or reduction in airbreathing Igp.

Table 28 - L4 Outer Array Variable Levels

Variable L H

Airbreathing I, Change (Nigp)* -20% 0%
Airbreathing Engine Weight Growth (Nepg) 0% 20%
Fuselage Smeared Weight Increase (Nfyse) 0% 20%

* the 20% reduction in airbreathing [y, actually follows the following linear schedule by Mach
number: -15% for M=3, -6% for M=5, -20% for M>8. This is because ramjet Isp's were
considered to be more predictable than scramjet Igp’s.

Interactions between noise variables are typically ignored, so the three
noise variables can be placed in the three columns of an L4 orthogonal array.
Here, the L4 array is referred to as the “outer” array, and the array containing
the main variables is called the “inner” array (i.e. the Lg array). Each of the
experiments in the Lg array is then performed for each combination of noises
in the L4 array. The 32 resulting dry weights (measured in lbs.) are shown in
table 29. The inner array is shown on the left, and the outer array is on the top.
The actual design variable values are shown, not the normalized -1 and +1

levels.
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The signal-to-noise ratio (§/N) is calculated in the last column of table
10 for each row. Taguchi documented several formulas for calculating signal-
to-noise ratio. In this case, the dry weight is to be minimized, so the
appropriate S/N is the “lowest is the best” [16].

4
S/N =-10*logye G 35d) @7
i=1
where,
y; = dry weight for each column in the row
Table 29 - Dry Weight and S/N Results for Lg x L4 Arrays
0% 0% | 20% | -20% |Nis
0% 20% 0% | 209 |Nens
T/Wo M O Nfuse
0 T 0% 20% 20% 0% S/N
1.2 12 | 180° | 92,498 | 118,623 | 119,865 | 109,261 | -100.875
1.2 12 | 360° | 125,091 | 161,283 | 154,076 | 151,943 || -103.448
1.2 15 | 180° | 92,121 | 123,229 | 131,979 | 117,139 | -101.368
1.2 15 | 360° | 118,731 | 162,323 | 166,299 | 165,534 T— 103.780
1.4 12 | 180° | 92,871 | 120,909 | 122,145 | 110,463 } -101.001
1.4 12 ] 360° | 124,903 | 161,361 | 153,085 | 151,701 || -103.428
1.4 15 | 180° | 91,685 | 124,938 | 135,532 | 118,943 I-101.502
1.4 15 | 360° | 118,690 | 161,095 | 164,714 | 163,823 | -103.711

For the analyses that generated the dry weights in table 29, the mass
estimating relationships (MER’s) were slightly modified from those used in
the Lp7 study. A separate 10% weight growth margin on the engines was
eliminated (a 10% margin still exists on all dry weights at the vehicle level),
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the engine side walls were modified to run the entire length of the inlet, and
the payload bay volume was increased to 5300 ft3 in order to accommodate
larger sized payloads. Unfortunately, the exact dry weights are not directly
comparable to those from the L7 set of experiments, but the differences are
small (the current weight results are about 9% higher). The design variable
trends and conclusions are expected to be similar, however. The MER’s listed
in Appendices A and B are the updated equations used in the current analysis.

Lg-Only Analysis

One of the goals of this phase of the research was to determine the 3
coefficients in equation 46. All but the first column of dry weights in table 29
can be temporarily ignored because the noise variables are set to their baseline
values in column 1. Because the Lg array is orthogonal, the simple analysis of
the mean technique can be used to determine the coefficients. The averages of
each variable and each interaction are listed in table 30. The “levels” of an
interaction are determined from the -1 and +1 values for their assigned column
in the Lg array (see table 10). The mean responses are depicted graphically in
figure 26. The overall mean of the 8 responses (B,) is 107,074 1bs.

Table 30 - Lg Mean Response Table

T/W, My, (] TIWoxMy T/Wyx @ My x @

T

. L
L " 107,110 [ 108,841 (" 92,294 ] 107,157 | 107,095

1 q 107,037
37

108,450

I

105,307 >121,854 106,991 [ 107,053 | 105,698

-1,767 14,780 -83 -21 -1,376
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Figure 26 - Lg Mean Responses and Interactions
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The B coefficients in table 30 for the normalized variables are

calculated by taking one-half of the difference between the average responses
at the high and low values of each term in the equation. For example, B; is

associated with T/W,.

L (ys+Ys+Y,+Ys) (y+Yy,+Ys+Y,) l/= =
BF;( Ys y62y7 ys) _ O y22y3 y4]=E(H_L)
(48)

= %(107,037 -107,110)= =37

The other B coefficients are determined from a similar process. The
additive model (in terms of normalized design variables) is shown in equation
49. Note that a design matrix equation could have been formed to solve for 3,

but the analysis of the mean process is much simpler.

-~

Dry Weight = 107,074 - 37 * (WT—] ~1,767* (M) + 14,780 * ()

0

(49)
T

T - - . R
—83*(W—ZJ*(MU) -21 *(_\i’_oJ*((D)_LwG*(M“)*((D)

Based on the magnitude of the B coefficients and the graphically
display of the mean effects, the cowl wrap angle, @, has the most significant
effect on the dry weight as it is varied from 180° to 360°. M and the My x @
interaction are also relatively strong effects. The other effects are
insignificantly small. Most notably, the vehicle thrust-to-weight ratio has very
little effect on the dry weight. This is probably due to the fact that the extra
engine weight of a higher T/W, vehicle is counteracted by the fact that the
vehicle accelerates to ramjet speed faster and therefore requires less on-board
oxidizer. It is also interesting to note that if @ is set to -1 (the strongest effect)
then the interaction between My, and @ indicates a preferred setting for My of
-1. However, the main effect for My prefers a setting of +1. Since the
magnitudes of B2 and B¢ are roughly equal, the two terms nearly cancel each

other out. The result is that the design space is very flat in terms of My.
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The best combination of settings for the g array is shown in table 31.

Table 31 - Lg Variable Settings

T/Wo 1.4
My 15
Cowl Wrap Angle 180°

These settings are the same as those determined from the additional
nine experiments performed after the initial Ly7 array (i.e. tables 24 and 25).
However, the experiments performed in the Lg array provide useful interaction
information, and they are free from the influences of “no-closure” runs.

Using the variable settings in table 31, the predicted dry weight from
equation 49 is 91,805 lbs. This combination of settings was actually
performed during the experiment (row 7, column 1) and resulted in a dry
weight of 91,685 1bs. The additive model over predicts the actual value by an
extremely acceptable 0.13%.

Lg by L4 Robust Design

Taguchi’s method for robust design uses the signal-to-noise ratios
calculated for each row as shown in table 29. The column containing the
S/N’s is used in a similar manner as that used in locating a minimum dry
weight for the Lg-only analysis described above. However, the objective is
always to determine the variable settings that maximize the S/N. Since the
S/N’s are negative, the best one is the one that has the smallest magnitude.

The mean response table for the signal-to-noise ratios are displayed in
table 32 and graphically in figure 27. The mean S/N () is -102.390.
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Figure 27 - S/N Mean Responses and Interactions
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Table 32 - S/N Mean Responses for Robust Design

T/W, M;, (oo} T/WoxMy T/Wex @ My x ©

L <-\102.368 \-102.1881 -101.187/ -102.394 | -102.433 | -102.437

H [1-102.411 |-102.590 [ -103.592 | -102.384 | -102.346 |-102.342

Bs | -0.021 -0.201 -1.203 0.005 0.044 | 0.047

Using the values of the B coefficients in table 32, the following model

for S/N can be formed (for the normalized variables):

-~

S L 102.39-0.021%| —— |~ 0.201% (1 ) ~ 1.203% ()
N W,
) (50)

T ~ T a - -
* ~|* | — [* * *
+0.005 [ ) (M, )+0.044 ( ] (D) +0.047* (M, ) * (D)

[ 0

~

As with the Lg dry weight minimization in the previous example, the
cowl wrap around angle (®) has the largest effect on signal-to-noise ratio. A
cowl wrap angle of -1 (180°) will help maximize S/N. This is not a surprising
result since the S/N combines the effect of the lowest dry weight with
insensitivity to the noise variables. @ has already been shown to have a

significant effect on the dry weight. The transition Mach number is the second
most significant influence on S/N, but unlike the previous dry weight
minimization example, My; should be set to -1 (M = 12) to maximize vehicle
robustness. T/W,, is still the least significant of the three main variables, but
its value has also changed from the previous example. T/Wg = -1 (1.2 ) will
maximize robustness. The levels that maximize robustness are shown in table
33. The details of the resulting robust vehicle are listed in Appendix D.
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Table 33 - Robust Design Variable Settings

T/W, 1.2
My 12
Cow! Wrap Angle 180°

The results of this robust design analysis present some extremely
useful and interesting information to the vehicle designer. If the engine weight
is expected to grow and the scramjet Isp is expected to be reduced, then the
designer should designer a vehicle with a smaller engine (i.e. a smaller T/W)
and spend less time using airbreathing propulsion. These deductions may
seem obvious, but given the highly multidisciplinary, coupled nature of this
design, they would have been risky to make prior to such an analysis.
Reducing cowl wrap angle to its lowest setting is beneficial both in reducing
dry weight and making the vehicle insensitive to the noise variables. The
airbreathing engine weight is significant, and while a higher wrap angle
provides more thrust, the benefits are quickly outweighed by the extra engine
weight. During the analysis process, a design was run at the settings
recommended by the robust design results (row 1, column 1) and produced a
dry weight of 92,498 lbs. The initial penalty for the selection of the robust
design over the minimum dry weight design is small (only about 800 lbs), but
the benefits are clearly evident as the noise variables are introduced (scanning
across row 1 and row 7 of table 29). The weight growth of row 7 is higher
than that associated with row 1 for every column (47% compared to only 30%

for the worst column).

As mentioned in the previous section on Taguchi methods, the robust
design capability of the method is often overlooked, but may actually be one
of it’s most useful attributes. The technique provides useful information on the
sensitivity of a design to uncontrollable noise variables like weight growth and
off-nominal engine performance. It should not be used to replace engineering

100



judgment, but it provides an excellent resource for making planning decisions.
There are some drawbacks. For example, it requires more analysis runs than a
simple minimization of the objective function, but the benefits are significant
and make it a highly recommended tool for conceptual aerospace vehicle

design.

RSM and Central Composite Design Analysis

The 32 experiments performed as part of the Lg by L4 robust design
provide an excellent set of data for using response surface methods (RSM).
Since the variables are all continuous, an approximate mathematical model of
dry weight as a function of the main design variables, main variable
interactions, noise variables, and the main variable-noise variable interactions
can be determined with regression techniques. However, interactions among
the noise variables cannot be estimated because the original L4 noise array
(the outer array) was not designed to capture these interactions. In fact, if two-
variable interactions exist between the noise variables, they will be

confounded with the noise variables themselves.

The 32 dry weights from the Lg by L4 robust design experiments can
be written as a single experimental array as shown in table 34. The columns in
the experimental array are all orthogonal, and, in fact they are columns
associated with Taguchi’s L32 orthogonal array. Specifically T/Wq is L3z
column 1, M is column 2, @ is column 4, Njgp is column 8, Neng is column
16, and Npyse is column 24 (see reference 43 for the complete L33 array and
associated linear graph). However, the interaction column created from Njgp x
Neng is the same as Npyse and therefore they cannot both be included in the
model. Similar confounding exists for the other two noise variable

interactions.
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Table 34 - Lg by L4 Experiments as a Single Array

T/Wo M, Nisp Neng. Nfuse Dry Weight
-1 -1 -1 1 -1 -1 92,498
-1 -1 -1 1 1 1 118,623
-1 -1 -1 -1 -1 1 119,865
-1 -1 -1 -1 1 -1 109,261
-1 -1 1 1 -1 -1 125,091
-1 -1 1 1 1 1 161,283
-1 -1 1 -1 -1 1 154,076
-1 1 1 -1 1 -1 151,943
-1 1 -1 1 -1 -1 92,121
-1 1 -1 1 1 1 123,229
-1 1 -1 -1 -1 1 131,979
-1 1 -1 -1 1 -1 117,139
-1 1 1 1 -1 -1 118,731
-1 1 1 1 1 1 162,323
-1 1 1 -1 -1 1 166,299
-1 1 1 -1 1 -1 165,534
1 -1 -1 1 -1 -1 92,871
1 -1 -1 1 1 1 120,909

1 -1 -1 -1 -1 1 122,145
1 -1 -1 -1 1 -1 110,463
1 -1 1 1 -1 -1 124,903
1 -1 1 1 1 1 161,361
1 -1 1 -1 -1 1 153,085
1 1 1 -1 1 -1 151,701
1 1 -1 1 -1 -1 91,685
1 1 -1 1 1 1 124,938
1 1 -1 -1 -1 1 135,532
1 1 -1 -1 1 -1 118,943
1 1 1 1 -1 -1 118,690
1 1 1 1 1 1 161,095
1 1 1 -1 -1 1 164,714
1 1 1 -1 1 -1 163,823
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By examining the linear graph for the L33 array, it can be shown that if
the Npse column was changed from column 24 to column 15 in the
experimental array, then all of the interactions between the variables could be
determined. This is a particularly interesting result because it points out a
sacrifice that has to be made in order to perform robust design using Taguchi’s
inner and outer arrays. If a designer had started out with an L32 array, he or
she could capture all of the variable effects and interactions. By having to
place the noise variables in a separate L4 array instead, the designer lost some

of the interaction information.

Based on the 32 runs and available interaction columns, the following
linear mathematical model for dry weight can be formed in terms of the
normalized variables.

A

Dry Weight =3, + 3, * (%J*‘ B, * (M,) +B, * (D)

+I34 * (Nisp) + BS * (Ncng)+ B6 *(Nfusc)
T, . T ,.s T o2
+B7*(W*MuJ"'Bs*(W*¢)+B9*(W*Nw]

+Blﬂ*(%*ﬁmg)+ﬁll*(%*Nmsc]-{—BIZ*(Mu*&)) (51)

+Biy ¥ (M, *N_)+By, * (M, *N_ )+ By * (M, *Ny,..)

1sp

+Bi ¥ (D * N ) +By * (@* N )+ By * (D*Ny,)

Equation 51 can be written in matrix form.

y=[X1p (52)

where,
y is the vector of 32 dry weight responses

B is the vector of 19 unknown coefficients
and  [X] is the design matrix containing 32 rows and 19 columns
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Using a personal computer based data analysis program , the following
results were determined for the coefficients in equation 51. When the
coefficients from equation 53 are inserted in equation 51, the resulting model
characterizes the design space in terms of the main variables and the three

noise variables.

(B, ] [132,0897
B, 214
B, 2,709
B, 18,202
B, -7,692
Bs 6,821
Be 10,502
B, -85
Be -584
By |= =35

Bo 29

B 167

Biz —349

Bia| | —3,005

B.. 508

By 963 (53)
Be| | 914

B, 2,771
_Bls_, | 263

This RSM model is more useful than the signal-to-noise ratio analysis
in many ways. Rather than relying on a single S/N ratio that includes a
“smeared” effect of all of the noises, the RSM model specifies the individual
sensitivities of each noise variable. By inspecting the B coefficients, it can be
seen that the dry weight sensitivity to increases in the fuselage weight (Nfyge)
is the largest of all of the noise variables (adding 21,004 1bs to the dry weight
as it varies from -1 to 1). In fact, the sensitivity to Ngyse is second in
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magnitude only to the sensitivity to cowl wrap angle (®). The other noise
variables are also very significant. The designer can use the linear RSM

equation to determine information about the vehicle for unlimited *“what-if”
scenarios. For example, what would be the best settings for T/Wg, My, and @

if the airbreathing engine components grew in weight by 10%, but the other
noise variables remained at their baselined settings?

The linear RSM model for the L32 analysis can be optimized to
produce the design variable settings in table 35.

Table 35 - Variables Optimums for L3y RSM Model

T/Wy 1.2

My 15
Cowl Angle, © 180°
Nisp 0%

Neng 0%
Nfuse 0%

Note that the noise variables are all optimized to their baseline values
as expected. Compared to the results of the additive model (equation 49 and
table 31), only the thrust-to-weight variable has changed settings. However, it
has been shown that the T/W, variable has a very small effect on the dry
weight. For the current combination of variables, the predicted dry weight is
90,413 1bs. The actual experiment was run in row 9 of the L32 array and
produced an actual dry weight of 92,121 Ibs. The model under predicts the
actual dry weight by 1.9% at this point in the design space.

In summary, the application of response surface methods to this

problem produces a useful linear equation for approximating the dry weight
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for various points in the design space (but actually yielded no improvement in
the vehicle dry weight over the Lg-only study). Unlike Taguchi’s robust
design analysis, sensitivity information is available for each of the noise
variable individually. However, the determination of a robust design would
still require the designer to create a combined effect of all the noise variables
for which he or she would determine the least sensitive setting for the design
variables. That is, the “smearing” effect of Taguchi’s signal-to-noise ratios is
actually desirable if the design is to be made insensitive to all three noise

variables simultaneously.

As discussed previously, the 32 runs in this RSM analysis were
derived from the Lg by L4 experimental runs. Because of this limitation, all of
the noise variable interaction terms could not be included in equation 51.
However, if the original goal of the research was to produce a response
surface equation involving all of the possible terms, then the result could have
been accomplished by selecting a slightly different configuration of the
experimental array and still performing only 32 runs. The runs required by
Taguchi’s robust design method are slightly less efficient than the runs
required to fit the “full” RSM model in this case.

Central Composite Design (with RSM)

As discussed in the previous section on central composite designs,
CCD’s are an excellent tool for extending a first-order experimental array to
include the effects of curvature. In order to check for curvature in the RBCC
SSTO design, an experiment was performed at the center of the design space.
T/Wo was set to 1.3, M;; was set to 13.5, and ® was set to 270°. The three
noise variables were all set at their midpoint (0) levels (i.e. Njsp = -10%, Neng
= 10%, Nfuse = 10%). The actual dry weight result is compared to the mean of
the L3 array in table 36.
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Table 36 - Actual vs. Predicted Design Center Point

Predicted - Mean of L3p Array 132,089 lbs
Actual - Verification Run 127,552 lbs

The difference between the predicted mean and the actual center point
is relatively small (only 3.5%). In most cases, it would be assumed that the
linear model is adequate, and if a more detailed optimum is desired, the
designer could use a gradient-based MDO method on the true design space
(response surfaces are only approximations of the true design space).
However, in this case a quadratic RSM can be used to demonstrate the CCD
with RSM method, and it may be able to locate an optimum design point
inside the design space rather than along the edges. Linear models like the one
in equation 51 are only capable of determining an optimum along the edges of
the design space. By adding a center point and star points for each of the three
main variables, the following model can be determined.

~

Dry Weight =, +f3, * (%‘J*’ B, * (Mu) +B,* (&))

+BA * (Nisp) + BS * (Ncng) + BG * (Nfuse)

T T o. T
e ZostJoso(Era)on (s
+B10*[W*ngJ+Bn*(\_N'*Nfusc]*'ﬂxz*(Mu*cD)
+By, * (M, * N )+ B, * (M, *N_ ) +Bis * (M, *N,,.)

A _ - 54
+B16*(¢*Nisp)+B]7*((D*ng)+B18*((D*Nfusc) ( )

-~

2
+B19 * [%) + BZO * (Mu)z + BZ] * ((AD)Z
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In order to have a rotatable design, central composite design requires
the placement of star points at a distance of o = F1/4 from the center point. For
the L3s experimental array, F=32 and a = 2.38 . However, there are some
difficulties in creating a rotatable design with the current design. An o of 2.38
would place variables settings for actual T/Wy at 1.063 and 1.537. Physically,
it is unwise to design a vertical lift off launch vehicle with a thrust-to-weight

of less than around 1.1. Vehicles with very low lift-off T/Wy’s are susceptible
to cross winds and might drift into the launch tower. Therefore, a1 was set to

2. ap for My was set near the optimum value at 2.33 corresponding to My star

points of 13.5 and 17. However, since 360° is the maximum physical cowl
wrap around angle, a3 can be no higher than 1 (face centered). The resulting

array is not rotatable, but it is reasonably close. The seven additional runs
(2n+1) required to form a CCD in the three main variables and the selected

levels are shown in table 37.

Table 37 - Additional Runs Required for CCD

Run T/Wo My o Nisp Neng Ntuse Dry Weight
33 0 0 0 0 0 0 127,552
34 -2 0 0 0 0 0 129,163
35 2 0 0 0 0 0 128,921
36 0 -2.33 0 0 0 0 128,467
37 0 2.33 0 0 0 0 136,295
38 0 0 1 0 0 0 109,221
39 0 0 -1 0 0 0 149,310

Because the CCD is “built up” from the L3y two-level array, the additional
runs are numbered 33 through 39. The entire CCD consists of all 39 runs.
Note that the noise variables were set to their midpoint levels for every point
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in the additional set. The curvature effects due to the noise variables were

assumed to be small and were not included in the model.

Using a computer based regression analysis program, the 22 B

coefficients in equation 54 can be determined. The resulting coefficients are

[ Bo|
B,
B,
B,
B
Bs
Bs
B,
Bs
B
Bio
Bll
B]l
Bis
[314
Bis
Bis
By
Bis
Bis

Bao

LB ]

126,668
159
2,447
18,310
~7,692
6,821
10,502
-85
-584
-55

29

167
-349
-3,005
508
963
-914
2,771
-263
657
1,084

3,616

(55)

The last three terms in equation 55 correspond to (T/Wo)2, (Mr)2, and
(®)2 respectively. The largest quadratic effect is due to the cowl wrap angle.
The other variables generally follow the trends established in the L32 study.
The largest linear influence on the dry weight is also the cowl wrap angle. The
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three noise variables represent the next largest influence on the design. It is
interesting to note the fairly large My, x Njsp term represented by B13. Since
the coefficient is negative, the signs of the normalized My and Nijgp variables
should be the same to reduce dry weight. As Njsp goes to -1 (indicating a 20%
degradation in airbreathing mode Igp), then the transition Mach number should
also go to -1 (M = 12). The result makes good engineering sense because a

lower My will spend less time in airbreathing mode.

When the B coefficients in equation 55 are combined with equation 54,
the resulting response surface is a quadratic approximation of the RBCC
design space. The dry weight can be minimized with a non-linear optimizer to
produce the variable settings shown in table 38. Unlike all of the previous
examples, the optimum variable settings do not necessarily lie at the edge of
the design space. @, however, has been consistently limited by its artificially
determined lower limit of 180°. The “true” optimum for @ probably lies

below 180°. Additional work is recommended for this variable.

Table 38 - CCD Optimum Variable Settings

T/Wo 1.27

M, 14.6

Cowl Angle, @ 180°
Nisp 0%
Neng 0%
Nfuse 0%

The predicted optimum dry weight is 89,660 lbs. An actual verification
run at the settings shown in table 38 produced an actual dry weight of 91,578
Ibs. The quadratic RSM model under predicted the actual dry weight by 2.1%.
The detailed datasheets for the actual verification run are listed in Appendix E.
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Since the design space is relatively linear, no large improvement in the
optimum dry weight was expected by adding the quadratic terms. However,
there is a slight (almost negligible) improvement. The best design produced by
the linear model was 92,121 Ibs. The current design is 91,578 lbs. It should be
pointed out that the optimum design predicted above is the optimum of the
approximate model given by equation 54. The true optimum of the design
space may be slightly lower than the dry weight predicted above. If the
designer is interested in a more accurate optimum, gradient-based MDO
methods could be employed. In fact, since the linear RSM had already been
proved to be an adequate approximate model, a gradient-based technique like
system sensitivity analysis could have been used in place of the current CCD

application for the next step in the analysis.

While the quadratic model formed from a central composite design
showed only a small improvement over the linear RSM model for this
particular design, the potential of the method for aerospace applications is
significant. Advanced aerospace design problems are typically non-linear, and
an approximate model of the entire design space is a valuable design aid for
an engineer. Once the model is formed, endless “what-if” questions can be
answered about the design. Although the method cannot handle discrete
variables (the Taguchi method can), CCD with RSM equation fitting is a

highly recommended technique for use in conceptual aerospace design.

Final Vehicle Configuration

The final, “best” vehicle configuration is the minimum weight result of
the 39 point design CCD with RSM analysis (see figure 28). The vehicle
characteristics did not change significantly from the configuration selected
following the initial Lp7 screening array (figure 25). In fact, most of the
changes in dry weight and gross weight are due to the change in the mass
estimating relationships from the L7 array to the subsequent analyses.
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The final selected RBCC SSTO has a dry weight of 91,578 Ibs and a
gross weight of 463,943 1bs (see Appendix E for a full weight statement on the
final vehicle). The vehicle lifts-off vertically and glides to a horizontal landing
(the engine has no supercharger). The initial T/Wg is 1.27 at lift-off, but it has
been shown that a T/Wg of 1.2 will make the vehicle less sensitive to engine
weight growth. After flying along a constant dynamic pressure boundary of
2000 psf from Mach 3 to Mach 14.6, the vehicle transitions to rocket mode for
the final acceleration to orbit. The cone half angle is 5°, and the cowl wrap
around angle is 180°. As discussed above, the “true” optimum for cowl wrap
angle (®) probably lies below 180.

RBCC engines
LOX tank

LH2 1ank —H T

— 50 ft

— OMS engines = i

| crewcanin  payioad bay Dry wgt = 91.6 KIb
Gross wgt = 464 Klb
LH2 wgt/LOX wgt = .508

l< 198 ft Pi Mass Ratio = 4.072

Figure 28 - Final Vehicle Configuration

The conical RBCC SSTO is designed to deliver a 10,000 1b payload to
a 100 Nmi. x 100 Nmi. polar orbit from a fictitious launch site at Vandenberg
Air Force Base in California. The same vehicle is capable of delivering
slightly over 20,000 Ibs to a 100 Nmi. x 100 Nmi. x 28.5° orbit from Kennedy
Space Center in Florida. The vehicle is fully reusable, carries a crew of two
for two days, and could begin operations in the 2005 - 2010 time frame.
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Summary

In this research, several techniques from the parametric class of
multidisciplinary design optimization methods were applied to the
optimization of an advanced rocket-based combined-cycle SSTO launch
vehicle. It was a primary goal of this work to provide some insight into the use
of these methods for aerospace vehicle conceptual design, and to contribute to
the experience base in the field of MDO. The parametric methods studied
included Taguchi methods (both three-level and two-level), Taguchi’s method
of robust design, central composite design (CCD), and first and second order

response surface methods (RSM).

Taguchi methods proved to be very useful for characterizing the
design space, for determining the effects of the individual variables, and for
locating a near-optimum region of the design space. Taguchi’s use of
orthogonal arrays (with proper attention to interaction terms) makes the
method very easy to apply and the results easy to analyze. Of the methods
tested, only Taguchi methods are capable of handling truly discrete variables.
However, as evident in the application of an L7 array to the RBCC SSTO
design, the method’s inability to deal with infeasible or unconverged designs
is a serious weakness of the method. Since all of the required point designs are
determined prior to the start of a parametric method, the designer is required
to know enough about the design space ahead of time so that the variable
ranges can be chosen accordingly. Unfortunately, such knowledge is not

always available.

One of the primary strengths of the Taguchi method is its ability to
perform robust design. Using signal-to-noise ratio analysis, the design
variables can be selected so that the vehicle is least sensitive to uncontrollable,
and potentially negative, influences on the design. For the RBCC SSTO
vehicle, two of the three design variable settings were found to be different
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when designing the vehicle to be most robust versus designing the vehicle for
the lowest dry weight. However, the penalty associated with the robust design
is very small. Taguchi’s method of robust design does not allow the designer
to determine the individual effects of each noise factor, but instead provides a

smeared effect of all of the noises on the design.

The use of central composite design techniques (and associated second
order response surfaces) on the RBCC SSTO design was not expected to
provide much improvement in the optimum dry weight because the linear
model was shown to be fairly accurate for the selected design variables. In the
end, the 39 experiment CCD analysis provided less than a 2% reduction in dry
weight over the near-optimum solution produced by the eight run Lg Taguchi
array. In practice, a designer would probably not have chosen to perform the
additional 31 experiments (based on the center point check), and this
particular application was more of an attempt to understand the method than
to improve the dry weight. In general, a linear model cannot be expected to be

adequate in all cases.

First and second order RSM provides the designer with very useful
information about the design space and the variables. The mathematical model
of the response (the response surface) can be used to ask “what-if” type
questions about the design and quickly determine the results. The coefficients
of the model provide information about the effects of the main variables and
their interactions. The model can be optimized to help locate a point inside the
design space that might be optimum. However, response surfaces are only
approximations to the actual design space. Just because the model is quadratic
does not mean that the true design space is quadratic or that the optimums are
at the same place. At some point, it becomes more prudent to change to a
gradient-based optimization of the true design space rather than to add
additional point designs to the RSM model. This “point of diminishing
returns” is very problem dependent, but for the RBCC SSTO design, the
improvements in dry weight from the addition of extra CCD runs was

negligible.
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The parametric MDO methods researched in this work all have their
strengths and weaknesses. They each can be very helpful to the conceptual
vehicle designer if used in the correct situation. The methods used here are not
the only MDO methods useful for this type of design, but they form an initial
set to which new methods can be added. It is hoped that the demonstrated
applicability of these MDO methods will contribute to the growing literature
in the field and provide a basis from which additional research can begin.

RBCC SSTO Vehicle Specific Conclusions

The optimization of the rocket-based combined-cycle vehicle was a
highly multidisciplinary process that would have been difficult, if not
impossible, without the aid of multidisciplinary design optimization. It served
as an excellent test case for evaluating the potential of the methods.

For the reference mission, the minimum dry weight for the RBCC
SSTO vehicle is around 91,600 1bs. Vertical take-off produces a lower dry
weight than horizontal take-off primarily due to the extra gear and wing
weight associated with the HTO option. Based solely on performance, the
extra weight of the supercharging fan is not worth the additional weight of the
engine. The 5° cone half angle reduces drag and heating, and therefore saves
weight. The highest tested dynamic pressure boundary on ascent (2000 psf)
produces the most beneficial amount of thrust during the airbreathing portions
of the trajectory. The (one foot sphere) stagnation point heating limit was set
to the maximum feasible 350 BTU/ft2-s in order to allow the airbreathing

portion of the trajectory to stay on a maximum dynamic pressure boundary as

long as possible.

The RBCC SSTO dry weight is very insensitive to changes in the lift-
off thrust-to-weight ratio. There are competing effects as the T/Wy, is varied
from low to high. A high T/W, ratio will require a larger engine, but the
vehicle will accelerate to ramjet speeds (Mach 3) faster and therefore have
reduced requirements for on-board oxygen and lower lift-off thrust
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requirements. These effects essentially cancel each other. A final value for
T/W, of 1.27 was selected to minimize dry weight by using a quadratic
response surface model. ‘

The airbreathing to rocket mode transition Mach number (M) should
be set at near 15 (14.6 by quadratic RSM) in order to minimize the vehicle dry
weight. My of 15 allows a larger percentage of the fuel to be lightweight LH2
(due to the longer use of airbreathing propulsion). At higher transition Mach
numbers, the scramjet engine thrust and fuel efficiency are reduced.

The most significant design variable is the cowl wrap around angle, .
In all cases except the initial Lp7 array (which was influenced by several “no-
closure” designs), @ of 180° proved to provide the lowest vehicle dry weight,
and ® was always the most influential design variable. Varying @ from 180°
to 360° can add as much as 36,000 lbs to the dry weight of the vehicle. Since
@ was always limited by the lower part of the allowable range, it is likely that
the “true” optimum for cowl wrap around angle lies below 180°. Additional
work is recommended to extend the range of ® from 180° down to 90°. Since
the original two-variable interaction between the dynamic pressure boundary,
q, and @ was performed under the influence of several no-closure runs (the

L,7 array), an additional investigation of that interaction is also recommended.

Some of the most useful information about the design was provided by
the Taguchi robust design analysis. If the engine weight is likely to increase,
the body structure and thermal protection system weights are likely to
increase, and the airbreathing engine Igp is likely to decrease, then the vehicle
should be designed to be least sensitive to those “noises”. A lift-off T/Wg of
1.2 will reduce the engine weight sensitivity, and a My of 12 will reduce the
sensitivity to tank weight growth and scramjet Iy degradation. ® remains at
180°. The baseline design dry weight penalty for this robust design option is
very small compared to the minimum dry weight design. Given the
uncertainty in high speed airbreathing engine development, it would be wise
to choose the design variable settings that maximize vehicle robustness.
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RECOMMENDATIONS FOR FURTHER WORK

The current research characterized key aspects of the RBCC SSTO
design space, but there are several areas in the design that would benefit from

additional research.

1) As pointed out after the initial L7 set of experiments, there is a likely three
variable interaction between the dynamic pressure (q), the transition Mach
number (M), and the cowl wrap angle (®). The two variable interaction
between My and @ was investigated in subsequent research, but the q-Myr and
the g-® interactions have yet to be adequately studied. It is highly likely that

these interactions exist and have a significant impact on the design.

2) The cowl wrap angle consistently optimized to the lower end of its
preestablished range (i.e. 180°). Given the fact that @ is the most dominant
variable in the design in terms of dry weight, additional research should be
conducted to locate the optimum setting for @. It is almost certain that a ® of

less than 180° will produce a lower dry weight than the best reported here.
Use of a method that will capture the curvature effect of @ is recommended.

3) The use of noise variables in the robust design and L33 RSM experiments
provided an excellent insight into the overall design space and the sensitivity
of the RBCC to expected negative influences. Future research should include
additional noise variables. Dry weight margin growth, payload growth, and
boundary layer transition criteria (for heating) are candidate noises.

While the current research focused only on the application of methods
from the parametric class, gradient-based MDO methods are also applicable to
conceptual vehicle design — particularly after the near-optimum region of

interest has been so well identified by the current research.
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4) System sensitivity analysis techniques should be applied to the optimization
of RBCC SSTO design variables like cowl wrap angle and transition Mach
number. Unlike the response surface method used in this research, SSA can be
used to locate an optimum of the true design space rather than just a quadratic
approximation of the true design space.

5) As shown in the L7 study, Tagucht methods have difficulty dealing with
infeasible points in the design space. Additional research is recommended in
order to determine the best options for addressing this deficiency.

6) MDO methods from both classes should continue to be applied to
conceptual aerospace vehicle design problems of various types. Additional
applications will provide insight into the methods and contribute to the

growing experience base in this emerging field.
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Appendix A

Vehicle Mass Estimating Relationships
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RBCC SSTO Mass Estimating Relationships

These mass estimating relationships have been compiled from various
sources (some not yet published), and are intended for use on specific
advanced vehicle configurations. They are listed by categories used on the
standard RBCC weight statement (Appendices C, D, E). These MER’s are not
to be used for general weight estimation for broad classes and technology
levels of advanced spacecraft. Much of the supporting data (developed
partially from NASA LaRC in-house work) has been omitted here.

1.0 Wing Group

0.4
(1+ taper _ratio)
9
c
*[ safety factor * max_wing normal _ force ] 48

1000

*Se% * ARe% * (1-technology _ factor)

Exposed Wing =.82954 *

where:
safety factor = 1.5
"exp" refers to exposed wing (rather than theoretical wing)
max_wing _normal_force varies depending on ascent trajectory and loads
t/c = .04 (airfoil thickness to chord ratio)
taper_ratio = 0 (delta wing)
S = wing planform area
AR = wing aspect ratio (b%/S)
technology factor= .40 {from Aluminum skin/stringer to TizAl Beta 218
w/SiC)

notes:
equation derived from military aircraft wings (Lepsch)
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Wing Carry Through =.00636 * [(1 + taper rario)AR“p]'S

*[ safety_ factor * max_wing _normal forceil
1000
. by, op * body_width
root_chord _thickness,,,

*(1—technology _factor)

where:

safety factor =1.5
bstr _exp refers to the total exposed span along the chord centerlines

max_wing _normal_force varies depending on ascent trajectory and loads
technology factor= .40 (from Aluminum carry-through to TizAl Beta 218
w/SiC)

notes:
equation derived from military aircraft wings (Lepsch)

2.0 Tail Group

Vertical tail = 5.0 * S, * (1 - technology_ factor)

vert

where:
Svert = 2*.025*S ref wing (planform area of both vertical surfaces)

technology factor = .2 (estimate from Aluminum to Ti3Al Beta 21S)

notes:
original equation based on standard Aluminum construction (Lepsch)

3.0 Body Group

Nosecone = structural unit weight*surface area |

where:
structural_unit_weight = 2.21 1b/ft2 (est. Ti3Al Beta 21S materials from

ATAA 91-0540)

Crew Cabin (structure) = 1455*(number crew)0.5 ]

notes:
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pressurized volume (and therefore cabin weight) is related to the number
of crew

Payload Bay (structure) = structure (excluding doors) + P/L bay
doors + P/L accommodations

1) structure (excluding doors) =structural_unit_weighr*
surface_area(excluding doors)

where:
structural_unit_weight =2.21 1b/ft2 (Ti3Al Beta 21S materials)

2) P/L bay doors = structural_unit_weight*surface_area_doors
where:
structural_unit_weight = 3.5 1b/ft2 (20% less than STS honeycomb doors,

includes fittings, mechanisms, etc.)

3) P/L accommodations = .15 * payload

where:
P/L. accommodations include extra longerons, fittings, mounts, etc. to hold
payload
| LH2 tank = LH2 tank structure + LH2 tank cryo. insulation

1) LH2 tank structure = volume_unit_weight*total LH2 tank volume

where:
volume_unit_weight = .255 1b/ft3 (Gr/PEEK, wound, integral,
axisymmetric tank, Olds)

notes:
LH2 tank ullage of 4.25% used on volume

2) LH2 tank cryo. insulation = insulation_unit_weight*
total LH2 tank surface area

where:
insulation_unit_weight = .26 1b/ft2 (based on Rohacell insulation)

| LOX tank = LOX tank structure + LOX tank cryo. insulation
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1) LOX tank structure = volume_unit_weight*total LOX_tank volume

where: _
volume_unit_weight = .33 Ib/ft3 (advanced Al-Li, non-integral, Stanley)

notes:
LOX tank ullage of 4.25% used on volume

2) LOX tank cryo. insulation = insulation_unit_weight*
total_LOX tank_surface_area

where:
insulation_unit_weight = .20 1b/ft2 (based on Rohacell insulation)

[ Aft Body = Tail cone(frustrum) + Base

1) Tail cone = structural_unit weight*surface_area

where:
structural_unit_weight = 2.21 1b/ft? (TizAl Beta 21S materials)

1) Base = structural_unit_weight*surface_area
where:

structural_unit_weight = 1.99 1b/ft2 (secondary struct., 10% lower than
baseline)

| Cowl = Cowl ring + Cowl struts

1) Cowl ring = non_inlet_struct_unit_weight*non_inlet_surface_area+
2*inler_struct_unit_weight*_inlet_surface_area

where:
non_inlet_struct_unit_weight*=2.21 1b/ft? (TizAl Beta 21S materials)

inlet_struct_unit_weight*= 2.75 1b/ft2 (advanced materials, 150 psi,
top&bottom req'd)

1) Cowl struts = structural_unit_weight*inlet_height*
inlet_lengrh*number _struts

where:
structural_unit_weight = 2.21 1b/ft? (baseline structural unit weight)
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4.0 Thermal Protection

Active Cooling = Nosecap + Cowl leading edge + Wing leading edges
+ Engine nozzle exit

1) Nosecap =150 1b

notes:
fixed weight including cooling panels, heat pipes, supports, pumps, etc

2) Cowl leading edge = cowl_leading _edge_length*
active_cooling per length

where:
active_cooling_per_length =2.70 1b/ft (based on 5° cone, Wilhite)

3) Wing leading edges = wing_exposed_leading _edges*
active_cooling_per_length

where:
active_cooling_per_length =2.70 Ib/ft (based on 5° cone, Wilhite)

4) Engine nozzle exit = engine_nozzle_exit_cooled_area*
active_cooling per_area

where:
active_cooling_per_area = 3.50 1b/ft? (based on 5° cone, Wilhite)

{ Advanced Carbon/Carbon TPS = Body/cow! + wing/tails

1) Body/cowl = (body passive_area+cowl_area)*body/cowl_%_ACC*
ACC _unit_weight

where:
body/cowl % ACC = percent of body/cowl area covered by ACC

(Teq>1800° F)
ACC _unit_weight = 2.0 1b/ft2 (based on advanced NASP TPS, Shideler)

2) Wing/tails = (wing_wetted_area+tail_wetted_area)*
wing/tail % ACC*ACC _unit_weight

where:
wing/tail % ACC = percent of wing/tail wetted area covered by ACC

(T>1800° F)
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ACC _unit_weight = 2.0 1b/ft2 (based on advanced NASP TPS, Shideler)

[ Superalloy standoff TPS = Body/cowl + wing/tails ‘ N

1) Body/cowl = (body _passive_area+cowl_area)*body/cowl_% superaly*
superaly unit weight

where:
bodylcowl_% _superaly= percent of body/cowl area covered by superalloy

(TeqS 1200° F)
superaly unit_weight = 1.06 1b/ft2 (based on advanced metallic NASP
TPS, Shideler)

2) Wing/tails = (wing_werted_area+tail_werted_area)*
wing/tail_% _superaly*superaly unit_weight

where:
wing/tail_% _superaly= percent of wing/tail wetted area covered by

superaly (T>1200° F)
superaly unit_weight = 1.06 Ib/ft2 (based on advanced metallic NASP
TPS, Shideler)

| Titanium standoff TPS = Forebody |

1) Forebody = (body passive_area)*forebody % _ti*ti_unit_weight

where:
forebody % ti= percent of forebody area covered by titanium TPS

(Teq<1200° F)
ti_unit_weight = .508 1b/ft? (based on advanced metallic NASP TPS,
Shideler)

notes:
cowl, tailcone, base, vertical tail, and wing areas made from Ti3Al Beta

21S and with temperatures below 1500 °F do not require external
TPS because the material is capable of sustaining that temperature
already. However, all forebody (crew cabin and LH2 tank) areas will
require TPS reqardless of temperature. For example, titanium
standoff TPS is required on the tank because they are constructed of
lower temperature capability materials and sometimes contain
cryogenic fluids.
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5.0 Landing Gear

Landing Gear = Nose gear + Main Gear

1) Nose gear = .15 * .026 * landing_weight
2) Main gear = .85 * .026 * landing_weight

notes:
total advanced landing gear is 2.6% of landing weight (or takeoff weight if

horizontal take-off)
nose gear/main gear ratio is 15%/85% (MacConochie')

6.0 Main Propulsion (less cowl

()
W vehicle _liftoff

RBCC Engines = gross_weight * ( T

W ) engine _uninstall

where:
engine uninstalled T/W is a function of the engine selected (#10, #12, etc.)

and is calculated based on formulas in Appendix B. Uninstalled
weight includes pumps, cooling, diffuser, combustor, fan (if
applicable), short nozzle, rocket ejectors, and gas generator. Only the
inlet weight (cowl) is excluded. Cowl weight is included in the body

weight.

notes:
engine weight is subdivided to component level according to data

available in Astronautics Corp. report for rocket primaries,
airbreathing components, and supercharging fan.
( 7 )
W vehicle _liftoff

1 sp sea _level

Pressurization and feed systems =1.616 * gross_weight *

notes:
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pressurization and propellant feed systems based on propellant mass flow
rate

Purge System = (.05*V g2 + .075*V ox)*(1-technology factor)

|

where:
technology factor = 0.6 (advanced AMLS data, Lepsch)

notes:
for purging lines and tanks with He

7.0 RCS Propulsion

Forward RCS = Thrusters + Propellant tanks + Press. tank +
Pressurants + Lines, Manifolds, etc

req

1) Thrusters = number _vernier_thrusters * TN
( ) vernier

w

where:
number thrusters = 15 (3 verniers in each direction plus forward)
Treq = [entry_weight*body_length//(147141 lbs*143 ft)]* 50 1bs per
thruster
(T/W )vernier = 9.4 (includes mounts, supports, ignitors, etc)

notes:
thrusters are pressure fed LH2/1.OX based on Rockwell IHOT study

required thrust calculation based on reference AMLS weight and length
2) Propellant tanks = .01295*P gesign™Viank

where:
P gesign = 195 psia for both LH2 and LOX tanks

notes:
propellant tanks weight based on AL 2219 tanks sized for yield stress at

140% of design pressure with a 1.75 factor for extra items (fittings,

dewer constr.).
RCS propellant tanks include 5% ullage factor on volume

3) Pressurant tank(He) = .0143*P ge5ion* Ve *(1-technology_factor)
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where:
Pesign = 3000 psia for He pressurant tank
technology factor = .25 (composite wound tanks reduction)
Vye = .24*(Viox + Viy2) (based on 3000 psia and 195 psia tanks)

notes:
pressurant tank based on Ti-6Al-4V sized for yield stress at 400% of

design pressure with a 1.25 factor for extra items
4) Pressurant weight (He) = .671*(Vrox + VLH2)

notes:
based on 400° R storage temperature

5) Lines, Manifolds, Valves, etc = .74*thruster_weight

notes:
based on Rockwell IHOT study for LOX/LH2 RCS

Aft RCS = Thrusters + Propellant tanks + Pressurant tank +
Pressurants + Lines, Manifolds, etc

1) Thrusters =

Treq _primary

Tre vernier
AR num_ prim_thrusters* ( T

num_vernier _thrusters* ( T

4 ) vernier

w ) primary

where:

num_vernier_thrusters = 12 (2 verniers in each direction plus 4 aft)

Treq vernier = [entry_WEIght*bOdy_length//(147141 1bs*143 ft)]* 50 Ibs
~ per thruster

(T/W )vernier = 9.4 (includes mounts, supports, ignitors, etc)

num_prim_thrusters = 10 (2 primaries in each direction plus 2 aft)

Treq primary= lentry_weight*body_length//(147141 lbs*143 ft)]* 870 lbs

per thruster
(T/W ) primary = 39.5 (includes mounts, supports, ignitors, etc)

notes:
thrusters are pressure fed LH2/L.OX based on Rockwell IHOT study
required thrust calculation based on reference AMLS weight and length

2) Propellant tanks = .01295*P design™Viank

where:
Pgesign = 195 psia for both LH2 and LOX tanks

134



notes:
propellant tanks sizing based on AL 2219 tanks designed for yield stress at

140% of design pressure with a 1.75 factor for extra items(fittings,

dewer constr.)
RCS propellant tanks include 5% ullage factor on volume

3) Pressurant tank(He) = .0143*P gesign™ Ve *(1-technology_factor)

where:
P gesign = 3000 psia for He pressurant tank
technology factor = .25 (composite wound tanks reduction)
Ve =.24*(Viox + Vioy2) (based on 3000 psia and 195 psia tanks)

notes:
pressurant tank based on Ti-6Al1-4V sized for yield stress at 400% of

design pressure with a 1.25 factor for extra items
4) Pressurant weight (He) =.671*(Vox + Viy2)

notes:
based on 400° R storage temperature

5) Lines, Manifolds, Valves, etc = .74*thruster_weight

notes:
based on Rockwell IHOT study for LOX/LH2 RCS

8.0 OMS Propulsion

Treq _OMS

Engines = ( T j
W OMS _engines

where:
oms = entry_weight/16 (1/16 g acceleration/deceleration)

Tre
( T/ﬁ7)0Ms_eng,-,,es = 22 (includes mounts, supports, ignitors, etc)

| Propellant tanks = .01295*%P e 5i0n*Viank

where:
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Pesign = )25 psia for both LH2 and LOX tanks (low pressure for pump fed
sys.

notes:

propellant tanks based on AL 2219 tanks designed for yield stress at 140%
of design pressure with a 1.75 factor for extra items(fittings, dewer
constr.) OMS propellant tanks include 5% ullage factor on volume

Pressurant tank(He) = .0143*P go50n*VHe*(1-technology factor)

where:
P gesign = 3000 psia for He pressurant tank
technology factor = .25 (composite wound tanks reduction)
Vie = .06%(VLox + Via2) (based on 3000 psia and 25 psia tanks)

notes:
pressurant tank based on Ti-6Al-4V sized for yield stress at 400% of

design pressure with a 1.25 factor for extra items

l

Pressurant weight (He) = .167*(V ox + Vi 12)

notes:
based on 400° R storage temperature

|

Lines, Manifolds, Valves, etc = .76*thruster weight

notes:
based on Rockwell IHOT study for LOX/LH2 RCS

9.0 Primary Power

[

Fuel Cells = 396 1bs

notes:
based on NASP technology AMLS (Stanley)

I

Reactant Dewers(wet) = 176.9*(mission duration+1)

where:
mission_duration =2 days
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{ Batteries = .05166*(surface control actuators weight)

notes:
surface_control_actuator weight is proportional to power requirements

10.0 Electrical Conversion & Distribution

| Power conversion and distribution = 1875 1b

notes:
based on NASP technology AMLS (Stanley)

| EMA controllers = .324*(surface control actuators weight)

notes:
controller weight proportional to actuator weight

Circuitry and wiring =
shape factor*8.56*(vehicle length+vehicle width+vehicle height)

where:
shape_factor = 0.6 for RBCC SSTO due to proximity of P/L bay and crew
cabin
EMA Cabling =

.00043*(vehicle length+wingspan)*(surface control actuators weight)

notes:
cabling weight proportional to power requirements and run length

11.0 Hydraulic Systems

[ Hydraulic systems = 0 J

notes:
hydraulics replaced with EMAs for advanced vehicles
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12.0 Surface Control Actuators

Elevon EMAs =
.01613*elevon control surface percent*entry weight

where:
elevon_control_surface_percent = .25 (fraction of exposed wing that is
control surface)

Verticals EMAs =
.00428*verricals control surface percent*entry weight

where:
verticals _control_surface percent = .20 (fraction of exposed tails that is
control surface)

13.0 Avionics

| Avionics = 3300 Ibs

notes:
fixed weight from NASP technology AMLS SSTO (Stanley)

14.0 Environmental Control

1 Personnel Systems = 141 Ibs

notes:
based on AMLS SSTO (Stanley)

| Equipment Cooling = 729 lbs

notes:
based on AMLS SSTO (Stanley)
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Heat transport loop = .
shape factor*6.79*(vehicle length+vehicle width+vehicle height)

where:
shape_factor = .6 (radiators located in P/L bay doors for RBCC SSTO)

[ Heat rejection system = Radiators + Flash Evaporators

1) Radiators = 512 1bs

notes:
based on AMLS SSTO (Stanley)

2) Flash Evaporators = 163 lbs

notes:
based on AMLS SSTO (Stanley)

15.0 Personnel Equipment

| Food(galley), water, waste management systems= 502 Ibs

notes:
based on NASP technology AMLS (Stanley)

| Seats, etc = 150*number crew

where:
number _crew =2

notes:
seat weight based on historical seat weight data (Talay)

16.0 Dry Weight Margin

| Dry weight margin = .10*dry_weight
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notes:
use a 10% dry weight margin to account for growth and uncertainties
(Stanley)

Dry Weight

16
Dry Weight = Zw‘.

i=1
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17.0 Crew and Gear

{ Crew and Gear = 1176 + (311+23*mission duration)*number crew |

where:
mission_duration = 2 days
number _crew =2

notes:
includes crew consumables (food), personal items, crew, and suits (Talay)

18.0 Payload Provisions

[ Payload provisions = 0 |

notes:
payload specific items (special power supplies, umbilicals, etc) are

charged to the payload

19.0 Cargo (up and down)

| Payload = 10,000 1b |

notes:
baseline mission is 10,000 Ib delivery to polar orbit from VAFB

20.0 Residual Propellants

{ OMS/RCS residuals = .05*OMS/RCS usable propellant |

notes:
residuals trapped in tanks and lines is 5% of usable (not including

reserves) for OMS/RCS

| Main Propellant residuals = .005*usable main propellant |
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notes:
residuals trapped in tanks and lines is 0.5% of usable (not including
reserves) for main ‘

21.0 OMS/RCS Reserve Propellants

| OMS/RCS reserves = .10*OMS/RCS usable propeilant

notes:
OMS/RCS reserves are 10% of usable (not including reserves or residuals)
propellants
OMS/RCS reserves are returned to the landing site

Landed Weight

21
Landed Weight = D w,
i=]
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22.0 RCS Entry Propellants

AY ks eniry
RCS Entry Propellants = landed _weight * [e lopacs®ee _ 1]

where:
AVRCS entry =25 fps
Isprcs = 420 secs

gc = 32.2 fps?

notes:
RCS thruster Isp based on pressure-fed cryogenic thrusters from Rockwell

IHOT work

LOX/LH2 proportions calculated using RCS thruster mixture ratio of
O/F=4

distribution between fore and aft RCS calculated based on same ratio as
on-orbit AV's

Entry Weight

22
Entry Weight = 2 W,

i=1
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23.0 RCS/OMS Propellants (on-orbit)

AVacs forward
Forward RCS Propellants = entry_weight * (e bpacs®se _ IJ

where:
AVRCS forwara= 15 fps
Isprcs =420 secs

gc = 32.2 fps2

notes:
RCS thruster Isp based on pressure-fed cryogenic thrusters from Rockwell

IHOT work
LOX/LH2 proportions calculated using RCS thruster mixture ratio of

O/F=4

AVm_¢
Aft RCS Propellants = entry_weight * (e""‘"“ - IJ

where:
AVRCS afi= 35 fps
Isprcs= 420 secs
gc = 32.2 fps?

notes:
RCS thruster Isp based on pressure-fed cryogenic thrusters from Rockwell
IHOT work
LOX/LLH2 proportions calculated using RCS thruster mixture ratio of
O/F=4

AV ous
OMS Propellants = eniry_ weight *(e"”m e _ 1]

where:
AVoms = varies depending on ascent trajectory (range 500 - 800 fps).
Includes 50 fps on-orbit and 200 fps deorbit AV.
Isprcs = 462 secs

ge = 32.2 fps?
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notes:
OMS engine Isp based on pump-fed cryogenic engine from Rockwell
IHOT work ‘
LOX/LH2 proportions calculated using OMS mixture ratio of O/F=6
OMS AV includes both circularization and deorbit burns

24.0 Cargo Discharged

[ Cargo discharged =0

notes:
ascent cargo is also returned

25.0 Ascent Propellant Reserves

Main propellant reserves = .005*usable main propellants
P

notes:
main propellant reserves are 0.5% of ascent (not residuals or reserves)
propellants
main propellant reserves are vented on orbit or transferred to SSF (not
returned to landing)

26.0 Inflight I.osses and Vents

{ Inflight losses and vents = .10*entry weight

notes:
vents and losses include waste, purge gases, excess fuel cell reactants, etc

Insertion Weight

26
Insertion Weight = 2 W,

i=1
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27.0 Ascent Propellants

LLH2 ascent propellant =

LH2_ prop_ fraction* gross_weight * (1 - —;—]
mass_ratio

where:
LH2 prop_fraction = LH2 ascent prop/total prop. (varies depending on
engine and ascent)
mass_ratio = (gross weightlinsertion weight)required (determined by ascent
trajectory)

notes:
during the sizing process, the volume of the LH2 tank (and therefore the

ascent prop. mass) is varied in order to match the actual vehicle mass
ratio to the required mass ratio determined from the trajectory
optimization program.

LH2 density = 4.43 1b/ft3

LOX ascent propellant =

LH2_ascent_ propellent * 1 ——1
LH?2 _prop_ fraction
notes:
LOX ascent prop. mass (and therefore volume) is sized from LH2 ascent

propellant

Gross (liftoff) Weight

27
Gross Weight = Y w,

i=1
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28.0 Startup Losses

)
W vehicle _liftoff

Startup propellants = 2 * gross_ weight *
1 Sp sea_level

notes:
4 second ramp-up from 0% to 100% throttle during hold down.
main propellant tanks also sized to hold start-up propellants (ratio of O/F
determined by engine sea level mixture ratio)

Maximum Pre-launch Weight

28
Maximum Pre-launch Weight = Z w;

i=1
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Appendix B

Engine Mass Estimating Relationships
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Engine 10 Weight Equations (less inlet)
(No Supercharging Fan)
Assume: Rocket components scale with rocket prop. mass flow rate
Assume: Airbreathing components scale with mixer cross sectional area
Reference engine 10 (from reference NAS7-377, page 57):

Thrust = 250 klb, mp = 563 1bm/s, A mixer = 32 ft2

Weight Adjustments (weights in 1bs)

Component NAS7-377 Technology New weight
wgt. fact.*
Fan Assembly N/A N/A
Gas Generator N/A N/A
Struct. & Actuat. N/A N/A
Fan Cover Struct. N/A N/A
Primary Rockets 677 81 548
Turbopumps 706 .81 572
Rocket structure 1254 .90 1129
Mixer** 852 875 746
Diffuser** 432 875 378
Combuster** 712 875 623
Exit/Nozzle** 2172 875K 1901
Total 6805 5897

Note: percentage weight margin added at vehicle level
* _ from ref. AFAL-TR-88-004 page 88 (1985 reductions*1995 reductions)
** _ increase by 15% to scale from 100 psi to 150 psi duct pressure
(based on engine 9 & engine 10 comparison)
*** _ includes reduction to eliminate ref. engine centerbody

Rocket components = (primary rockets+turbopumps+rock. structure)
= 2249 lbs
= 2249/563 = 3.99 1b/lbm/s rocket prop. flow
A/B components = (other weights)
= 3648 Ibs

= 3648/32 = 114 Ibm/ft2 mixer area

[ Engine 10 Wgt. = 3.99 Ib/Ibm/s rocket prop flow + 114 1b/ft2 mixer area

|
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Engine 12 Weight Equations (less inlet)
(with Supercharging Fan)
Assume: Rocket components scale with rocket prop. mass flow rate‘
Assume: Airbreathing components scale with mixer cross sectional area
Reference engine 12 (from reference NAS7-377, page 96):

Thrust = 250 klb, mp =501 lbm/S, Amixer =32 ftz

Weight Adjustments (weights in 1bs)

Component NAS7-377 Technology New weight
wgt. fact.*
Fan Assembly 1009 .88 888
Gas Generator 895 .88 788
Struct. & Actuat. 665 .88 585
Fan Cover Struct. 350 .88 308
Primary Rockets 602 81 488
Turbopumps 661 81 535
Rocket structure 1114 90 1003
Mixer** 1081 875 946
Diffuser** 432 875 378
Combuster** 712 .875 623
Exit/Nozzle** 2172 BT 5HH* 1901
Total 9693 8443

Note: percentage weight margin added at vehicle level
* - from ref. AFAL-TR-88-004 page 88 (1985 reductions*1995 reductions)
** - increase by 15% to scale from 100 psi to 150 psi duct pressure
(based on engine 9 & engine 10 comparison)
*¥* - includes reduction to eliminate ref. engine centerbody

Rocket components =(primary rockets+turbopumps+rock. structure)
= 2046 lbs
= 2046/501 = 4.04 1b/lbmy/s rocket prop. flow
A/B components = (other weights)
= 6417 lbs

= 6417/32 = 200.5 1bm/ft2 mixer area

{ Engine 12 Wgt. = 4.04 1b/lbm/s rocket prop flow + 200.5 Ib/ft2 mixer area |
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(49!

RBCC Single-stage-to-orbit Waights and Sizing
127 Aray Results

5 degree cone, VTO RBCC 88TO with angine #10

q = 2000 psf, My =15, stag. heat rate = 350 BTWsqR-sec

Vahisis Oversdl Paramoters

Fombooy cors it g [ 308 gag)

Ahmady cona hait angle
[Mase Rate (required)
LH? sscantwl sscert pr

|Fombody carnm hail angle 0.087 rads
JAhbady cene haif angle D.157 racs
Tow wehicis length 108.54
Maas Rago (sciusl) 2.834
Gross Weignt (ache!) 416,018 In
Oy Waight (scump 8408 ®»
Larding c.g. (PA in) wrs
Landing c.¢. PA. oy 11432 &
Groas Waigre ¢.g. (PAL i) 14871 0
N ons Deswa
iNnsacep Raclus a3 n
Sorucre unit weight g
Aft damame 13 n
[Mosecens langin w1
[Nosecsre surtace ama 102.88 n2
[Nasecsrs valume 28 13

Craw Cabin Deta

Crow cavin vetume 5e 1)
[Number ol crem Fy
Mimian aursson 200 gays
Al damewr s n
ICavin wngn 66 N

Poyised Doy Data

PL bay velume Masa 1o
PL bay snct Ut weigt in g
PL bay asors s¥. Uit weipt 155 In/tad

Py bay lengn 784 N
[PL bey doors mriace sea 465.32 n2
PL bey sma (axkaing doors)  673.03 A2

Enp. Trvust
§4712

LHZ? Maln Tank Osta

o aamote g mausons [0

Grye insulatian hicwiess L1z ft
Tank ullnge voismerot vel [ MYV
LH2 ceraity 14 v
Tark dome heignuredius L1917
[Fore damenss 1390 1
[Fare darme heigm AN n
A come Peignt 784 1
Tark surfuce sres {tats) 5567.8 h2
Tark volume (01 26245.2 h3
Tark lengn [ERE I

LOX Main Tenk Dute

Tart amucassl it woigt 022 lntD)

Crys inmisan hicness Lan
Tark uiuge weiumerow! voi 1.8428%
LOX deany

Tork dome Meignuradus LIR2
AR LHZ mrk come = LOX o ies N
[Fore demewr 884
Fore dame heigm 586
Alt lamewr 1388 0t
At dome height 4 n
Tark surface ares (total) 05.68 h2
Tann volume (1ola) 285 1)
Tarm lengn 02N

Talicons/Base Dats

Basa diemd HZ tvm mas sam 5
Tascons swct unt maignt 231 Ia/t3
Base swurtuel unk weigrne 120 Initg
Base clemater nes n
Bane sres 44 N2
Tadcone surtece arwa 1840.42 02
TaAcone lengn 3488 h
Al comparynent vokume 580.7 RY

Engins Dats Wing/Talt Data
Eng Ext
32. 15| vanicie unen T 5 Wing lmaing soge tweep 7608 dag
Towl Engirm lengn jrALES Wang Aspect mils
ikt secson ngn Lnding weignvBret [__u—:ﬁ]
ABRockel Trans. Mach # Lenging speed ﬂm
[Engine TAN (less cowiAnieq Thea. wing c.p. lec (%!_m0)
[Engine 1ap {sea leva) Toll avaen.Ywing rel. sma Lazs
Like ! mimure (LOXAH2) Wing thickress retia
[Ejnciors weigne % (Cruise nerm. ipicelgros ndil
FervGG/sowage waight %
[Cowl wrap angie Wing Feerares wws 2336.7 n2
Cowl avuis sopavaten sngls 2008 dag [Wirg aapesed pantorm 7105 A2
[Cowt unit weightnan-nisg 20 it Vo pianiorm srea(each) 585 h2
irde1 secton unit wex (Bp) 18 Inits2 [(WAngapen 4437
irdet heignt 58 n [Wing T.E. 1 bady base tenge 2000 0
Eng. intet [Wang a1p. ieading edge (ee ) e
Engine irtet rel. sma 147y n2 15.08]Spen wrough heifchonts 108.16 N
Cowl mutuce ama 1200, n2 Theorwice csnmr cramd BRI
Cow! laading sdge engn Thickrase ot azpes. roo1 chas 208 1
Max. et hgL (3n0cK an Hp) 38K [Bady dlem @esp wing apsx 18.58
Landing wing leading 428 1om2
TPS Dete Desigriman.) wing kmk losd  €37.975 1p
[Node cap actve cosling weigt 15080 I ACE Dutn
Actve coalng weighviengn 170 1nitr
ACive cacling weighVeres L3 iwited Forwani RCS on-omn AV 18 fusas
Teicane ectve cooied tengih AN RCS en-ortit AV A ftuses
ACC smmimdy wws ACS tep 4200 s
ACC srea/wingh ! ovs [RCS mixvre resie (OF) 4
ACC unit waight
e ara/iocy sea Forwmro RCS
Supraty. »on [ 1 Tow brwad RCS LM2 prop. 76w
Wt weight 149 In [Farwara ACS LH2 tak vol. a1 m
Thanum arsstady swa [ NT) IForward ACS LH2 tank dam. 257
Tardum swnslt unk weignt | 851 1wt Tow torward ACS LOX prop. 150.67 ®
Forwand ACS LOX trk vel. 22 1
Bocy & cowt passive TPS see  8644.0 2 |F srwsrd ACS LOX wrk diam. 162 a0
[Whng (mplbem ) wered srea 1438.82 kK2 [Forwand He tank siamemer w72 a
Tai wotia ares (boin) 297 n2
[Nazzle ent actvy TPS sma 137.28 n2 AR RCS
Toml =t RCS LH2 prap. arM
A RCS LH2 tark vol 208 hy
AR ACS LH2 wrk digm. 340
Tow 8k ACS LOX prap. LT ®
AR RCS LOX tanik vel. 5.2 hy
AFT RCS LOX mrw dam. 215 K
Ty 208

OMS Deta
Jous en-orti av (ot cve) [ 930 twasd
JOMS 13p 4020 aes
JOMS matre rmio (OF) 3
Tom OMS LH2 prop. 722% n
JOMS L2 wnn vou. 2 m
JoMS LH2 w sam. 880 h
Totsl OMS LOX prop. 43347 1o
JOMS LOX 1arm vat. s38 0
JOMS LOX wnk g, a8 n
AR He tank damemr 300 n




Vehicle Weight Statement
5 degres cone, VTO RBCC SSTO with sngine #10

Lovel 3 Lavel 2 Lovel lcalxcg g, moment [
1.0 Wing Group 3,912
2.0 Tail Grovp 759 130.59 99152
3.0 Body Group 26.604 0.00
4.0 Thermal Protection 11,740 0.00
5.0 Landing Gesr 2,555 0.00 1]
6.0 Main Propuision (less cowl) 16,776 0.00 0
7.0 RCS Propuision 965 0.00
8.0 OMS Propuision 1,062 0.00
9.0 Primary Power 952 0.00 4]
10.0 Elecwicali Conversion & Dist 3,276 0.00 0
11.0 Hydraulic systems 0 0.00 [}
12.0 Surface Contral Actuation 481 0.00 [}
13.0 Avionics 3,300 21.43 70717
14.0 Environmental control 2,494 0.00
15.0 Personnel Equipment 802 0.00
16.0 Dry Weight Margin (10%) 8,409
Dry weight c.g. (excl. margin)
Dry Welght 84,086 118.02 1t 61.01%
17.0 Crew and Gear 1,890 28.09 53096
18.0 Payload Provisions 0 9.00 0
19.0 Cargo (up and down) 10,000 55.34 553412
20.0 Residual Propelients 1,798 0.00
21.0 OMS/RCS Reserve Propellents 494 0.00
Landing weight c.g. (PR, in)
Landed Weight 98,269 107.75 1t 57.15%
Landing weight c.g. (P/L out)
22.0 RCS Entry Propellents (AV = 25 fps) 182 114,32 ft $0.63%
Entry weight c.g. (PA in}
Entry Weight 98,450 107.80 it $7.18%
Enty weight ¢.g. (P out)
23.0 ACS/OMS Propeilents {on-orbit) 4,761 11435 1t 60.65%
24.0 Cargo Discharged 0 55.34 0
25.0 Ascent Reserve Propelients 1.551 0.00
26.0 Inlight Losses and Vents 985 94.27 92810
Insartion Weight 105,748 insertion weight ¢.g. (PA in}
111.77 ¢ 59.28%
27.0 Ascent Propeilents 310,267 0.00
Gross LUliftotf Waelght 416,015 Gross weight c.g. (PAL in)
14571 ft 77.28%
28.0 Starup Losses 2.745
418,760

Maximum Pre-lsunch Weight

ORIGINAL PACE IS
OF POOR QUALITY
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Vehicle Weight Statement

5 degree cone, VTO RBCC SSTO with engine #10

= 2000 My =15, stag. he: - 350 BTU/sg-sec
Leysl 3 Level 2 Level 1
1.0 Wing Group 3.912
Exposed wing 323
Carry through 679
2.0 Tait Group 759
3.0 Body Group 26,604
Nosecone 227
Crew Cabin 2,088
Payicad 8ay Swuchue 4,618
Structure 1,489
PAL Bay Doore 1,829
P Accommodasons 1,500
LH2 Tank 8,140
Tank Stuciure 6,693
Tenk Insulation 1,448
LOX Tank 1,160
Tank Svucture 984
Tank Insutation 177
Aft Body 4,279
Tail cone 4,087
Base 192
Cowl §.122
Cowl ring 5,980
Cowi stuts 142
4.0 Thermal Protection 11,740
Active Cocling 1,087
Nosecsp 150
Cowl lsading edge 124
Wing lsading edges 332
Engine nozzie exit 480
Advenced CarborvCarbon 6,469
Body/com 5.880
Wing/tails 589
Superailoy standoht 4,183
Body/cowl 4,183
Wing/tails [}
Titanium Standoff 0
Body/cowl 0
Wing/taits [}
5.0 Landing Gear 2.555
Nosegear 383
Main gear 2,172
6.0 Main Propuision (less cow) 16,776 b
RBCC Engines 13,944
Ejector rockets (Incl. pumps) 5,717
Diff /Comb./Noz. (w/ cooling 8,227
Fan/gas generator/storage ]
and leed sy 2,218
Purge Sysems 815
7.0 RCS Propulsion 965
Foreward RCS 244
Theusters (15 pressure fed) 70
Prop. tanks/emply(195 psia) 28
He pressni. tank(3000 psis) 13
He pressurant 7
Lines.manilcids, valves, eic. 52
ARRCS 720
Theusters (22 pressure led) 251
Prop. tanks/empty(195 peia} 66
He pressnt tank{3000 peia) 201
He pressurant 17
Uines,manifolds vaives etc. 18%
8.0 OMS Propuision 1,062
Engines {4 pump fed) 280
Prop. Wnks/emply(25 psia) 76
He pressni tank(3000 peia) 454
He pressusant {lor low pressure tanks) 39
Lines,manifolds vaives,sic. 213
9.0 Primary Power 952
Fuel celts 396
Reactant dewers 531
Batteries 25
10.0 Blectrical Conversion & Dist 3,276
Power conversion and dis¥ibution 1,878
EMA controliers 156
Clrcuitry & wiring 1,196
EMA cabling 49
11.0 Hydrauilic systems 0
12.0 Surtace Contol Actuation 481
Elovon EMAS as7
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localx ¢.g.

140.5%
140.55
130.59
0.00
4.92
29.87
0.00
$6.55
56.55
55.34
0.00
118.86
118.86
0.00
174.51
174.51
0.00
169.11
188.54
0.00
137.49
137.49
0.00
¢.00
0.50
121.42
130.5¢
154.56

0.00
55.34
14712
0.00
0.00
132.13
137.49
132.13
161.40
162.90
0.00
0.00
4.92
9.84
7.38
7.38
4.92
0.00
185.54
181.54
181.54
181.54
181.54
0.00
188.54
179.80
179.80
179.80
179.80
0.00
69.26
69.26
162.90
0.00
162.90
157.45
62.85
160.17
0.00
0.00
157.45

L. moment

454368
95447
99152

1119
61462

84220
92093
83012

795470
172085

171629
30819

691178
38183

822122
19875

78
15099
43409
74264

0
554341
72203
0
473212

o

765283
1131082
0
357934
100158

348
277
636

55
256

46498
11938
38494

317
33668

52733
13697
81613
7060
38218
L]
27428
36757
4050
[}
305428
24582
75165
7853
]

0
62510



3.0

>
-

15.0

16.0

17.0
18.0
1%.0
20.0

21.0

22.0

23.0

4.0

25.0

26.0

27.0

28.0

Verticais EMAs
Avionics
Environmental control
Personnsl systems
Equipmaent cooling
Heat transport loop
Heat rejection system
Radiators
Flash evaporators
Personnel Equipment
Food, water, waste manag,
Seats, etc.

Ory Weight Margin (10%)
Dry Weight
Crow and Goar
Payload Provisions
Cargo (up and down)
Residual Propeilents
OMS/MRCS residuais
Fors LH2 RCS residuals
Fore LOX RCS residuals
AR LH2 RCS residuals
AR LOX RCS residuals
LH2 OMS residusis
LOX OMS residuais
Main Propeilent residuais
LH2 residuats
LOX residuais
OMS/RCS Reserve Propellents

RCS resarves
Fore LH2 reserves
Fote LOX reserves
At LH2 reserves
Alt LOX reserves
OMS reserves
LHZ reserves
LOX reserves

Landed Welght

RCS Entry Propelients (AV = 25 tps)
Forward RCS Propeilents
LH2
Lo
Aft RCS Propellents
LH2
Lo

Entry Weight

RCS/OMS Propellents (on-orbit)
Forward RCS Propeilents
LH2
Lox
Aft RCS Propelients
LH2
o
OMS Propeilents
LH2
ux
Cargo Discharged
Ascent Reserve Propelients

LH2 reserves
LOX reserves
inflight Losses and Vents

Insertion Waeight
Ascent Propelients
LH2 ascent
LOX ascent
Gross LiftoHf Weight
Starup Losses
LH2 startup
LOX startup

Maxtmum Pra-lasunch Waight

84
141
729
949
675
512
163
502
300
247
2
7
4
15
3
188
1,551
549
1.002
55
3
13
8
31
440
63
377
55
11
44
127
25
102
109
22
a7
25S
51
204
4,397
628
3,769
549
1,002
109,835
200,433
392
2,353
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3,300
2,494

802

8,409
84,086
1,880
0

10,000
1,798

494

98,269

98,450

4,761

1,554

985
108,748

310,267

416,018

2,745

418,760

157.45 13289

21.43 70717
0.00

28.09 3961

28.09 20480

41.42 39296
0.00 [

55.34 2833$

55.34 9021
0.00

28.09 14103

23.65 7095

Dry weight c.g. {(excl. margin)
115.02 1t 61.01%

28.09 530906
0.00 0
55.04 553412
0.00
0.00
9.84 18
9.84 64
181.54 694
181.54 2777
179.80 5647
179.80 33881
0.00
123.25% 67686
174.51 174884
0.00
0.00
9.84 32
9.84 129
181.54 1388
181.54 5553
0.00 0
179.80 11294
179.80 87762

Landing weight c.g. (PAL in)
107.78 ft $7.15%

Landing weight c.g. {PA out)
11432 1t 60.63%

0.00

9.684 107

9.84 429

0.00 o
181.54 4620
181.54 18480

Entry weight ¢.g. (PAL in)
107.80 1t 57.18%

Entry weight c.g. (PAL out)
114.35 ft 60.65%

0.00
9.84 218
9.84 460
0.00 o
181.54 9263
181.54 37052
0.00 ]
179.80 112937
179.80 677622
§5.34 ]

0.00
123.25 67686
174.51 174884
94.27 92810

Insertion weight ¢.g. (P/L in)

11177 1 59.28%
0.00

123.25 13537701

174.5% 34976832

Gross weight ¢.g. (PAL in)
145,71 1t 77.28%



961

Engine 10 (No Fan)

mp_(Ibm/s) 146.15 129.91|Engine Performance

A max inlet 16.08

A max exit 32.15 Primary area ratio 18 eta Ustar 0.980

Astar ejt/A max inlet 0.35 Primary Ae (112) 2.04 eta primary 0.975

Max inlet height (ft) 3.58 Primary Pc (psi) 2000 eta mixer 0.900

Max. Mach number 15 Primary ho (BTU/lbm) 5550 eta combustor| 0.950

Astar ejector 4.90 Primary Ustar (fps) 13340 eta nozzle 0.980

A4 (ft2) 13.98

A4/A3 2.00 Inlet length (f1) 23.36

A3 (ft2) 6.99 Total engine length (f1) 32.14

Fuel Ho (BTU/Ibm) 50000

Cone Half angle 5 Weight (no inlet){ib) 1549.83

Engine T/W (SLS) 41.77

Altitude (ft) 0 Ejector% Weight 0.41

Pa (psi) 14.7 Fan % Weight 0.00

Tint (°R) 519 ]

Minf Uinf (fps) Thrust (Ib) Isp (sec) Toinf (°R) hoinf_(BTU/Ibrj Point (psi) Approx Beta (de
0.00 0.00 64,730 424.43 519.00 124.56 14.70 0.00
0.25 279.16 63,792 417.65 525.49 126.12 15.35 0.00
0.50 558.31 63,601 415.49 544.95 130.79 17.44 0.00
0.75 837.47 65,038 423.01 5§77.39 138.57 21.35 0.00
1.00 1116.62 68,680 443.26 622.80 149.47 27.83 0.00
1.25 1395.78 75,542 481.31 681.19 163.49 38.08 0.00
1.50 1674.93 87,954 548.63 752.55 180.61 53.96 42.34
1.75 1954.09 108,049 651.18 836.89 200.85 78.286 '35.40
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8S1

RECC Single-stage-to-arbil Weights and Sizing

Taguchi Robust Design

$ degres cone, YTO RBCC $STO with sngine #10
qQ = 2000 pst. MY =12, siag. heat rate = 350 BTWsqk-sec

Vehicie Overall Purame

[Forbody cene nalf smge m
Atmody cone hait angle

(Mens Rata {required)

jLH2 mecentrotal ascem

[Fembady cons neit angle 0.087 rads
ADogy cone hel angle B8.137 raas
Tews vehicis langh 198.08 N
Maxs Revo (scoe) 438
(Gross Weignt (acwal) 506.57¢ 1
jOry Weight {scemq 2498
jLanding c.q. (PA 1 ML R
langing c.g PPA muy 1930 0t
[arens Waign c g, (PA 10} 156,18 0

[Nosecap Reous L1
Schss unt weignt a1 wtg
AR @ameter YT
[Nosecens length wm e
[Nosecane suriace sne 102.88 n2
[Nasecone veume 626 ny
Crow Cabin Oam

Crow cabin vetume e m
[Number ot crow i
Mission durason 280 _gaxs
An aismeter

Cabin wng:n

Poylead Bey Duta

PL by velume
PLbey svuct untweign 121 (wit
PL bey doors mr. umi welgrn 180 _tai

PL Bay lengm “an e
(PL bey doars wrfece ss 851.36 n2
PL bay sma (ashadng doers} 118515 h2

Eng. Thrust
67543

L2 Mein Yenk Data

an e st ionsmson) [~ T30
Tark smucurel unit weight 28 InifQ
Tark insuiston unit waigr n‘_j,um
Crya inmuimian hickness

[Tarn iage velumerowl val I..I.MJ
LH2 cerely

Tark dome neigwiredius [ i ¥
Fere dametr 1704 0
Fom coms neigre 603 h
Al dome heigm T8 n
Vark murtace wes (1otal) 4954.8 h3
Tans votune (Wwtag 244138 K3
Tark longh naen

LOX Msin Tanh Dutn

Tank svuchral unit weign L1 it
Tank insuimen unt weignt L2 lnitd

[Crye inmuissen ovess XTI
Tark Ulage welumensis vel 2.8428
LOX denay

[Tank geme reighvrecus .187
AR LH2 tana doma t LOX dit PN T
JFora dnmenr 17.18 h
[Fore dome reignt g2 n
AN Gemewr 38 N
AR deme neign anen
ITank suriace sres (tisl) 1224.30 K2
Tork volune (wmg 4120 ny
Tark langn wer

Tallcens/Bess Oata

(Base clamA H2 tark mux aam

Takicarm stnct unit waignt ux_um:
Base svuchrsl unt weight L0 ikt

[Base damenr AABEN 1
Base wes 97464 R2
Teicone surtece ama 224420 N2
Tailcura langn 4235
AR compervment volume 7765 N

Eng Em
37.

Engine Deta
i Cad
Toms Engine lengn 1 n
IMI "Mcion wngh
Trarm. Mach 8

fengine YA (les3 comameg
Engine Lap (ses laven

unen mixure (LOXAH2}
Ejacurs waight %

g weight %

[Cowl wrap wngle

Cowt svum separaten angie 2000 deg
[Com unit woighnar-iniey 221 Ingtd
it sacsan unit wgt (Bp) 123 i
et heigr

Enpra e rel. nms

Cow! murtace ses

[Cow! teading edge lengn
Max. irdat hgi (shock en kp)

189,44 N2
141152 n3
4917 &
487 0

TPS Duta

Nese cap sctive cosling waigh
Actve cecling weighviengn
Actve cookng weightwea
Taiicens aciva cavied lengh
ACC smuhedy ses

ACC sreafwingb Bl sraa

ACC unil weight

jSuparatisy srea/oody s
Supraly. sresiwingdind s
[Superadey unt maigt
Tiarum wesbody sus |
Titanum swngolt Lt weignt

prik Il ]
24 1
s lwig

Bocty & coml pamave TPS s
Wing (mpdoun ) wetwd wres
Tok wenea aren (bow)
[Noz2e et mcive TPS aee

2618 n2
3.00 h2
255.05 n2
138.47 n2

Eng. et
21.03)

Wing/Tall Dam

[Wng lending adige sweep 800 dao
[Wing Aspect rate

Landing weighVSrel Ej‘ll.l.:l
u;w“m; loc. (% _mh) c:%

Tall mwa(sa.Ywing rol. s
[wing sucunen rane

Crute narm. Traigeoes o313

[Wing Fatsssncs sen
[Wing asposmd plandorm
Tod pianiorm area(sach)
Wngspen

[Wng T.E. 1 bagy base engv
Wing aup leacing edge {es.)
[Spen wraugh neit cremas
[Thecrescal cunmr cherd
Thickresa of expos. reat che

Body diam@erp wing apex
Landing wing laading
Design(mas ) wing kil load 525,218 1b
ACS Dam
[Forward ACS on-aok oY 1% fuses
AR RCS on-arait AV A8 _fusap
ACS tp 4200 s
IRCS mirnre e (OF} [y
Ferwars RCS
Tumi brwan RCS LH2 prop. 43.06 b
jFormard ACS LHZ ar vel. [ -]
Forwars RCS L2 wrk dlam. 265 n
Towt lorward ACS LOX prep. 18424 1
Farwarmt RCS LOX urk vel 24 m
Foward ACS LOK e sam. 147 0
Forwant He tari samens IR
ARRCS

Towl sh RCS LH2 prop. LI N
AR RCS LH2 vk val. 2.7 n
AR ACS LH2 mak dam. 3 &
Tow ak RCS LOX prop. WIS v
AR RCS LOX wnh wl. E R ]
AFT RCS LOX mrk dam. E X1
AL L os gdameyy 2350,

OM9 Data

JOMSB 13
joMS miswre ratia (OF)

Tow OMS L2 prop.
JOMS LH2 wnk voi.
JOMS LH2 tarm diam,
Totw OMS LOX prop.
[OMS LOX tark vol
[OMS LOX wnx csam.
AN He tnx Gameime

joss en-ertit av (ina cinc) m

l.

75032 ©
1778 n3
s n
4501.9¢ v
6.4 Ny
502 K
304N




1.0
2.0
3.0
4.0
$.0
6.0
7.0
a.0
9.0
10.0
11.0
12.0
13.0
14.0
15.0
16.0

17.0
18.0
19.0
20.0
21.0

22.0

23.0
24.0
25.0
26.0

27.0

28.0

g = 2000 pst Mt =12 stag. = 350 BTU/sqit-sec
Lovel 3 Lovei 2 Lovel 1

Wing Group 4,715
Tail Group 834
Body Group 32,138
Thermal Pratection 11,297
Landing Gear 2,785
Main Propulsion (less cowl) 17,809 o
RCS Propuision 1,082
OMS Propulsion 1,128
Primary Power 954
Electrical Conversion & Dist 3,347
Hydrauilc systems [}
Surtace Control Actualion 525
Avionics 3,300
Environmental control 2,534
Personnel Equipment 8o2
Dry Weight Margin (10%) 9,250
Dry Weight 82,488
Crow and Gear 1,850
Payload Provisions [}
Cargo (up and down) 10,000
Residual Propelients 2,214
OMS/RCS Reserve Propeilents 516
Landed Weight 107,119
RACS Entry Propeilents (AV = 25 fps)} 198
Enuy Weight 107,317
RCS/OMS Propeilents (on-oebit) 4,964
Cargo Discharged [
Ascent Reserve Propeilents 1,958
inflight Losses and Vents 1,073
inssction Waight 115,311
Ascent Propeilents 391,265
Gross Litioft Weight 506,576
Starup Losses 2,881

500,457

Maximum Pre-launch Welght

Vehicle Weight Statement

159

$ degras cone, VTO RBCC SSTO with engine #10

137.35 114562
0.00
0.00
0.00
0.00
0.00
0.00
0.00 ]
0.00 ]

0.00 -]
[}
7

oo

Q.00

21.43 7071
0.00
0.00

Dry weight c.g. (excl. margin)

110.78 1t 60.47%
28.09 53096
0.00 [}
63.78 637768
0.00
0.00

Landing weight ¢.g. (PA in}
11371 1t 57.40%
Landing weight c.g. (PA. out)
119.39 1t $0.27%
Entry weight ¢.g. (P in)
113.78 57.43%
Entry weight ¢.g. (P/L oul)
119.43 1t 60.29%

63.78 o
0.00
29.04 106289

Insertion weight ¢.g. (P/L in)
117.84 1t 59.49%
0.00

Gross weight c.g. (PR in)
156.10 ft 78.80%



1.0 Wing Group
Exposed wing
Casry through
2.0 Tail Group
3.0 Body Group
Nosecone
Crow Cabin
Payload Bay Structwe
Structure
PA. Bay Doars
PAL Accommodalions
LH2 Tank
Tank Ssuckve
Tank insulation
LOX Tank
Tank Strucwre
Tank Insulation
Aft Body
Tail cone
Base
Cow
Cowt ring
Cowl stuts
4.0 Thermal Protection
Active Cooling
Nosscap
Cowl Isading edge
Wing leading sdges
Engine nozzie exit
Advanced CarbornvCarbon
Body/com
Wing/tails
Superatioy standott
Body/cowt
Wing/tails
Titanium StandoM
Body/cowl
Wing/tails
5.0 Landing Gear
Nosegear
Main gear
6.0 Main Propulsion (less cowt)
. RBCC Engines

Ejector cockets (incl. pumps)
Dilt/Comb./Noz. (W cooling
Fanigas generator/siorage

Pr i and lwed vy

Purge Sysems

7.0 RCS Propulsion

Foreward RCS
Thiusters (15 presswre fed)
Prop. tanks/emply(195 psia)
He pressnt. tank(3000 psia)
He pressurant
Lines,manifolds, vaives, eic.

Thrusters (22 pressure fed)
Prop. tanks/empty(195 peis)
He pressnt. tank(3000 psis)
He pressurant
Uines,manilolds,vaives, etc.

8.0 OMS Propulsion

Engines (4 pump fed)

Prop. tanks/emply(25 psia)

He pressnt. tank(3000 psis)

He pressurant {for low preseure lanks)
Linss,manifolds, vaives, sic,

9.0 Primary Power

Fusl cells
Reactant dowers
Batteries

10.0 Elecwical Conversion & Dist,

Power conversion and dis¥ibution
EMA controliers

Clrevitry & wiring

EMA cabling

11.0 Hydrauiic systems
12.0 Surface Control Actuation

Elovon EMAS

Vehicle Weight Statement
S degres cone, VTO RBCC SSTO with engine 110

Q = 2000 pef, My =12 stag. heat rats = 350 BTU/sqft-sec

Loe(d  Levei2  level]

3,894
821
227
2,088
7,085
2,575
2,980
1,500
7,513
8,225
1,288
1,853
1,414
239
5,154
4,980
194
8,475
6.373
2.102
1113
150
133
345
485
6,835
8,205
630
3,350
3,350
[
[
0
°
4
2,367
14,863
5.499
9,364
°
2,328
818
273
81
31
94
s
&0
809
287
72
219
19
212
3o0s
79
a7
41
232
396
$31
27
1,875
170
1,248
56
433

160

4,715

834
32,136

11,297

2,785

17809 1

1,082

1,128

954

3,347

525

lcalxcg

147.69
147.69
137.35
0.00
4.92
29.87
0.00
66.40
£68.40
63.78
0.00
126.85
126.65
0.00
179.88
179.66
0.00
174.56
198.08
0.00
138.97
136.97
0.00
0.00
0.50
122.21
137.35
156.74
0.00

0.00
63.78
149.03
0.00
0.00
133.38
138.97
1332.38
163.62
165.12
0.00
9.00
4.92
9.84
7.38
7.38
4.92
0.00
18508
189.62
189.62
189.62
189.62
0.00
198.08
187.50
187 .50
187.50
187.50
0.00
86.13
86.13
165.12
0.00
165.12
165.37
66.03
188.24
0.00
0.00
165.37

g, moment f,

575113
121304
114562

1119
81462

170984
197861
95685

7884239
183150

25410t
42891

865760
3840

885654
292187

7%
18223
47418
75965

o
614588
81103
0
98098

733518
1301291
]
380934
101982

397
Jo2
693

€0
294

55991
13591
41549

610
40272

60392
14837
88403
7647
43445
[}
34109
45711
4475
0
309608
28109
82299
9267
0o

[}
71563



Verticals EMAs
13.0 Avionics
14.0 Environmental control
Personnel sysioms
Equipment cooling
Heat iransport loop
Heat rejection system
Radiators
Flash svaporators
15.0 Personnal Equipment
Food, water, wasie manag.
Seats, oic.
16.0 Dry Weight Margin {10%}

Dry Weight

17.0 Crew and Gear
18.0 Payload Provisions
19.¢ Cargo (up and down)
20.0 Residual Propeilents
OMS/MRCS residuals
Fore LH2 RCS residuais
Fore LOX RCS residuals
Aft LH2 RCS residuals
AR LOX RCS residuals
LH2 OMS residuals
LOX OMS residuals
Main Propeilent residuals
LH2 residuals
LOX residuals
21.0 OMS/RCS Reserve Propelients
RCS reserves
Fore LH2 reserves
Fore LOX reserves
Alt LH2 resorves
Alt LOX reserves
OMS ressrves
LH2 resarves
LOX reserves

Landad Weight

22.0 RCS Entry Propelients (AV = 25 Ips)
Forward RCS Propelisnts

LH2

wx

Aft RCS Propedents

LH2

Te 4

Entry Weight

23.0 RCS/OMS Propeilents (on-orbit}
Forward ACS Propelients
LH2
wx
ARt RCS Propellents
LH2
Lo
OMS Propallents
LH2
T
24.0 Cargo Dischatged
25.0 Ascent Reserve Propellents
LH2 reserves
LOX recerves
26.0 inlight Losses and Vents

Insertion Welght
27.0 Ascent Propeilents
LH2 ascent
LOX ascent
Gross Liftoff Waight
28.0 Starup Losses
LH2 startup
LOX startup

Maximum Pre-launch Weight

92
141
729
989
875
512
163
502
300
258
2
7
4
17
33
196
1,956
511
1,446
60
4
14
8
33
457
65
ETR
59
12
48
139
28
11
119
24
95
278
56
222
4.567
652
3.915
(3]
1,446
102,120
289,145
42
2,470

161

3,300
2,534

802

9.250
92,498
1,890
0

10,000
2,214

516

107,118

198

107,317

4,964

1,956

1,073
115,311

391,265

506,576

2,881

509,457

165.37 15191

21.43 70717
0.00

28.09 3961

28.09 20480

41.42 40953
0.00 [}

63.78 32654

§3.78 10396
0.00

28.09 14103

23.85 7085

Dry weight c.g. (exct. margin)
118.78 ft 60.47%

28.09 53096
¢.00 0
63.78 637768
0.00
0.00
9.84 18
9.84 70
189.82 790
189.62 31861
187.50 6117
187.50 38700
0.00
129.14 65941
179.66 259733
0.00
0.00
9.84 35
9.84 141
189.62 1561
189.62 6322
0.00 0
187.50 12233
187.50 73400

Landing weight c.g. (PA in}
11371 1t 57.40%
Landing weight ¢.g. (P/L out)

118.38 60.27%
0.00
9.84 117
9.84 468
0.00 [}
189.62 5260
189.62 21040

Entry weight ¢.g. (PA in)
113.75 t 57.43%

Entry weight ¢.9. (P/L out}
119.43 ft 60.29%

0.00
9.84 234
9.84 938
0.00 0
189.62 10546
189.62 42185
0.00 o
187.50 122333
187.50 733996
63.78 Q

0.00
120.14 65941
179.66 259733

99.04 106289

insertion weight ¢.g. (PAL in)

117.54 1t 59.49%
0.00

129.14 13188147

179.66 51946679

Gross weight c.g. (P in)
156.10 1t 78.80%



91

Engine 10 (No Fan)

mp_(Ibm/s) 152.4 135.47[Engine Performance

A max inlet 21.05

A max exit 37.32 Primary area ratio 18 eta Ustar 0.980

Astar_ejt/A max inlet 0.35 Primary Ae (f12) 2.13 eta primary 0.975

Max intet height (ft) 4.5 Primary Pc (psi) 2000 eta mixer 0.900

Max. Mach number 12 Primary ho (BTU/ibm) 5550 eta combustor 0.950

Astar ejector 6.95 Primary Ustar (fps) 13340 eta nozzle 0.980

A4 (ft2) 18.30

A4/A3 2.00 Inlet length (ft) 23.49

A3 (ft2) 9.15 Total engine length (ft) 33.53

Fuel Ho (BTU/Abm) 50000

Cone Half angle 5 Weight (no inlet)(ib) 1651.42

Engine T/W (SLS) 40.90

Altitude (ft) 0 Ejector% Weight 0.37

Pa (psi) 14.7 Fan % Waeight 0.00

Tinf (°R) 519

Mintf Uinf (fps) Thrust (Ib) isp (sec) Toinf (°R) hoinf (BTU/ibniPoint (psi) Approx Beta (de
0.00 0.00 67,541 422.01 519.00 124.56 14.70 0.00
0.25 279.16 66,024 412.11 525.49 126.12 15.35 0.00
0.50 558.31 66,442 413.34 544.95 130.79 17.44 0.00
0.75 837.47 69,148 427.40 577.39 138.57 21.35 0.00
1.00 1116.62 74,989 458.35 622.80 149.47 27.83 0.00
1.25 1395.78 85,546 513.21 681.19 163.49 38.08 0.00
1.50 1674.93 104,416 607.51 752.55 180.61 53.96 42.34
1.75 1954.09 135,274 749.10 836.89 200.85 78.26 35.40
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¥91

ABCC Single-stage-1o-orbit Weights and Sizing
CCD/RSM - Best Ory Waight

§ degree cone, VTO RBCC S8TO with engine £10
q = 2000 psf, My 214.6, stag. heat rawe = 350 BTWsqh-sec

Vohlois Overall Purumemre

Fombacy carw raitange (100 uag]
(Afwoay cene hait angie

Mass Rate (requirsa)

L2 ascenvisal sacent pr:

[Ory Walght (achel

[Grans Waigh c.g. (PA. i)

Hesssone Dats

[Nosecep Rasius 14
Sy it weight 2L I
AN Gamam FRTINE}
[Nosecere wrgh (LR ]
[Nosscars suriece ame 102.88 h2
[Nosscens veiume 629 ny

Crow catin vaume pATR BN |
[Numosr of crew 13
Miseion euraton L8 save
Al dtnmerr [STW
Canin wngn 66 n

Poyiess Bay Dum

[PL bay velume fanne ma
[PL by avict niiweigr 221wt
PL bay doers s unitwelgre 180 laitid

[Py bay iengn wnoe
[PL bey doors ariwcs ses 05138 n2
PL ey ws (axhaing geers) 118316 N2

Eng. Thm
65447

L2 Main Tank Deta

An samemr onc. wovven) (202803
Tom svucaral int weigx 020 _InJ1D
[Tank mulstien unil weight L2 iwitz
[Crye insuission ucwesn mur s
Tors wAnga vobmerew vel Laazg
LH2 dersiy 142 o
Tark dome Neighwradus L2

[Fare adameter 1704 0
[Fore doma rmigm a3 n
AR deme height s
Tarm surtece area (wmd) $526.0 n2
Tark veume (wug 28178.5 n3
Tas langn Qs

LOX Main Tenk Duta

Tam svuchrsl ot walgt 832 DI
Tark ireuisten unit weight 320 IniTi?

[Fore camewr 785 0
[Fors doma Maigt (X0}
At dumeme 1448 1
Al dorme haigit AL §
[Tark surtae wras (10w 8.0 n2
Tark vaiume (1080 4565 R
Tar wngn EIF IS

Taltcene/Bave Datn

[Bese A MY tarm man Gaam

jBase svcura o weig 188 nit
[Base siameswe 1ne s
[Base wos 108.06 n2
[Taldcana nutuce sws 2091.73 m2
Tuilcens isnge 272 1

278 my

Eng Exx

Engine Ouin

WY

36, t4]vericie whet TW
Towl Engire lengn

[Engine T/ (less cowrsay
[Engine lap (ses level)

‘smny aediwinghind sea

Body & cowl paseivs TPS srms  $536.3 N2
Wing (wpdowm ) weted wes 1521.03 h2
Tad wetmd wea (Bon} 252.38 k2
(Nozze axt actve TPS awa 144.04 K2

{Theorsical cunwr chard

[Epmcrs weight %

[FanvGG/sowage weight %

Cow wrap nngle

[Cow souw separaten angle 2080 dag

[Cowt uvt nandnis) 221 I/1G3

irtal sacian unt wes (B} RI8 1N

irsa1 heigm i g

Engrm Iniet rel. ams 18614 A2 18.48)

Cowl surince sme 1458.8) K2

(Cowt lseding edge lengin @ e

Mas. inist ngL. (shock on ip) R
TP8 Dam

WingTail Osm

[Wing imacing esge sweep
[Wing Aspect mie
Lancing weignySret

1800 sag

Carin

Lancing speed
[Thes. wing c.p loc. (%i_mf l__n'ﬁ'ﬁ

[Tail swalen. ywing rel. wua LA25

[wang Ralsmnce ame
Wing expesed plantarm
Tod piandarm areeteach)

Wingepan

[Wing T.E. w body bane lengy
[WAnG aup lsading edge (ee.)
[Sean Swsugn heitchee

[Trickness of axpas. reot cnee

|Bocy diam@ezp wing apex
Larcing wing loading

[Design(man) wing hmil lesd 408,045 1>

ACS Dutn
Fermmm RCS on-orok AV 15 fuags
Al RCS on-ardit AV I8 fusss
IACS g 4108 mag
[RCS mixnre raso (OF) [
Forwars ACS
Tom bwaa ACS LH2 prap. LIV
[Forwand ACS LH2 wrk vai s m
Forwarg RCS LH? ik clam. 264 n
Tow tarward ACS LOX prag. 16250 1o
Forwen ACS LOX tank vol. 243
[Forwero ACS LOX wrk diam. 185 N
Forwssd He tarm damenr AR2 )
ANRCS

Toml ah ACS LH2 prep. IR )
AR ACS LH2 trk vol. 25 n
AL ACS LH2 wrk diam. 3son
Tomt uk ACS LOX prep. 3784
AR ACS LOX tank val. ssm

AFT RCS LOX trk diam. 2an

234 1

OME Dats
jous onown av ino oy (520 fraad
JOMS 13p 20 seg
joums. mbxwrse rave (OF) 1
Tami OMS LH2 prop. 74452 o
JOMS LHZ wnk vat 1774 m
JOMS LH2 tank dam. EB7 R
Towsl OMS LOX prop. 4491.10 iv
JOMS LOX tark val %2 n
JOMS LOX mni giam. se2 n
AR He wnh dismer © 303N




Vehicle Weight Statement
$ degres cone, VTO RBCC SSTO with engine #10
g = 2000 psf, Mir ~14 6 _stag. heat rate « 350 BYU/s 8

1.0 Wing Group

2.0 Tail Group

3.0 Body Group

4.0 Thermal Protection

$.0 Landing Gear

6.0 Main Propuision (less com)
7.0 ACS Propuision

8.0 OMS Propulsion

9.0 Primary Power
10.0 Electical Conversion & Dist.
11.0 Mydrawic sysiems

12,0 Surface Control Actuaban
13.0 Avionics

14.0 Environmental control
15.0 Personnal Equipment

16.0 Dry Weight Margin (10%)

Dry Wsight

17.0 Crew and Gear

18.0 Payload Provisions

19.0 Cargo (up and down)

20.0 Residual Propeilents

21.0 OMS/RCS Reserve Propeiients
Landed Welight

22.0 RCS Entry Propeilsats (AV = 25 ips)
Entry Waight

23.0 RCS/OMS Propelients {on-orbit)

24.0 Cargo Discharged

25.0 Ascent Reserve Propeilents

26.0 Infight Lossss and Venis
Insertion Waight

27.0 Ascent Propeilents
Groes Liftoft Waight

28.0 Starup Losses

Maximum Pre-launch Weight

2,756
16,447 b
1,071
1121
954
3,354
0

519
3,300
2,541
802
#,158

91,578
1,890

0

10,000
2,007
515
105,889
196
106,185
4,949

]

1,750
1,082
113,946
349,996
483,043
2,781

466,724

165

lcalxcg g _momentl

137.49 113360
0.00
0.00

0.00 Q

0.00 0
0.00
0.00

0.00 [}

0.00 ']

0.00 ]

0.00 ]

21.42 70717
0.00
8.00

Dry weight ¢.g. (excl. margin)
12158 1t 61.40%

28.09 53096
0.00 0
63.78 637768
0.00
0.00
Landing weight ¢.g. (PAL in)
115.10 ft 58.12%
Landing weight ¢.g. {(PAL out)
121.01 # 61.10%
Entry weght c.g. {PAL in)
11514 58.14%
Entry weight c.g. {(PAL oul)

121.04 ft 61.12%

63.78 L]
0.00

$9.02 105140

Insertion weight ¢.g. (P in)
119.13 1t 60.15%
0.00

Gross weight c.g. (PAL in)
185.68 ft 78.61%



Vehicle

1.0 Wing Group
Exposed wing
Carry through
2.0 Tall Group
3.0 Body Group
Nosscons
Crow Cabin
Payioad Bay Stuctwe
Structure
PA. Bay Doors
PA. Accommodalons
LH2 Tank
Tank Skuckre
Tank Insulation
LOX Tank
Tank Stucture
Tank Insulation
Aft Body
Tail cone
Base
Cowt
Cowl ring
Cowl siuts
4.0 Thermai Protection
Active Cooling
Nosscap
Cowt ieading sdge
Wing lesding edges
Engine nozzle exit
Advanced Carborn'Carbon
Body/cowm
Wing/tails
Superalloy standolt
Body/comt
Wing/taiis
Titanium Standolt
Body/cowt
Wing/taits
$.0 Landing Gear
Nosegear
Main gesr
£.0 Main Propuision (less cowl)
. RBCC Engines
Ejoctor rockets (incl. pumps)
Dit./Comb./Noz. (w cooling
Fan/gss generator/storage
F and lead sy
Purge Sysiems
7.0 RCS Propulsion
Foreward RCS
Thrusters (15 presswe fed)
Prop. tanks/emply(195 psia)
He pressnt. tank(J000 psia)
He pressurant
Lines maniloids valves,eic.
ARRCS

Thrusiers (22 pressure fed)
Prop. tanks/empty(195 peia)
He pressnt. 1ank(3000 peia)
He pressurant
Lines, manitolds, vaives, etc.
8.0 OMS Propulsion
Engines (4 pump fed)
Prop. tanke/ampty(25 peia)
He pressnt. tank(3000 psis)
He pressurant (for jow pressure tanks)
Lines, manitolds,valves eic.
9.0 Primary Power
Fuel cells
Reactant dewers
Batteries
10.0 Elecwical Conversion & Dist
Power conversion and diskibution
EMA controliers
Circuitry & wirlng
EMA cabling
11.0 Hydraulic systems
12.0 Surtace Contral Actuation
Elevon EMAs

S dagres cone, VTO RBCC S8TO with engine #10
q = 2000 pef, Mtr =14 6 stag. hest rate = 350 BTU/sqgft-sec

o

Lol  leww2

2,578
2,980
1,500

7.188
1,437

1,137
198

4,446
211

6,693
1,920

150
132
341
S04

6,437
607

3,593
[

o

5,278
8,255

166

4,402
3,588
816
825
32,564
227
2,058
7,055

8,623

1,332

4,657

8,613

11,764
1,127

7,045

3,593

2,756
413
2,342
16,447 b
13,533

2,247

868
1.07¢

270

801

1121
302
7%
470
41
229
954
396
531

3,354
1,878
168
1.256
55

519
422

lcalxcg

147.71
147.71
137.49
0.00
4.92
29.87
0.00
685.40
66.40
63.78
0.00
130.25
130.25
0.00
183.83
183.63
0.00
177.88
198.03
.00
144.87
144,87
0.00
0.00
0.50
127.59
137.49
162.76

0.00
63.78
154.92
0.00
0.00
138.98
144.87
138.98
169.97
171.47
0.00
0.00
4.92
9.84
7.38
7.38
4.92
0.00
195.03
190.78
180.78
190.78
190.78
0.00
198.03
188.9¢
188.96
188.96
188.96¢
0.00
86.13
86.13
171.47
0.00
171.47
168.15
66.01
168.31
0.00
0.00
185.1%

&g, moment {

$29708
120481
113360

1119
61462

170984
1978861
95665

935924
187172

2087288
35781

790832
41795

988300
277790

75
16794
46922
az2082

o
637409
78164
1]
426880

o

733473
1194239
]
381962
114469

392
299
686

60
290

55370
13530
41362

3594
40080

59739
149017
384879
7889
43322
]
34109
45711
4598
4
321512
27776
82897
9327
0o

o
70716



Verticais EMAs
13.0 Avionics
14.0 Environmental control
Personnel systems
Equipment cooling
Heat iranspost loop
Heat rejection system
Radiators
Flash evaporators
15.0 Personnel Equipment
Food, water, waste manag.
Saats, eic.
16.0 Dry Weight Margin (10%)

Dry Welght

17.0 Crew and Gear
18.0 Payload Provisions
19.0 Cargo (up and dowm)
20.0 Residual Propeiients
OMSMCS residuals
Fore LH2 RCS residuals
Fore LOX ACS residuale
Aft LH2 RCS residuals
ARLOX RCS residuals
LHZ OMS residuaie
LOX OMS residuals
Main Propeilent residuais
LH2 residuals
LOX residuals
21.0 OMS/RCS Reserve Propelients
RCS reserves
Fore LH2 ressrves
Fore LOX reserves
At LH2 reserves
At LOX reserves
OMS rosavves
LH2 resarves
LOX resarves

Landed Welght

22.0 RCS Enbry Propeilents (AV = 25 fps)
Forward RCS Propellents
LH2
Te 4
Aft RCS Propslents
LH2
X

Entry Waelght

23.0 RCS/OMS Propetlents (on-orbil)
Forward RCS Propelients

LH2
Ta-4
Alt ACS Propelents
LH2
wx
OMS Propesilents
LH2
Lo
24.0 Cargo Discharged
25.0 Ascent Reserve Propelients
LH2 reserves

LOX reserves
26.0 Inbight Losses and Venls

Insertion Weight
27.0 Ascent Propelients
LH2 ascent
LOX ascent
Gross LiHoft Weight
28.0 Starup Losses
LH2 starup
LOX startup

Maximum Pre-launch Weight

91
149
729
996
675
512
163
502
300
257
2
7
4
16
33
195
1,750
590
1,160
59
4
14
8
33
456
85
as
59
12
47
137
27
110
18
24
94
275
55
220
4,556
651
3,905
560
1,160
117,949
232,048
97
2,384

167

3,300
2,541

802

9,158
91,578
1,890

10,000
2,007

515

105,889

196

106,188

4,949

1,780

1,062
113,948

349,996

453,043

2,781

466,724

165.15 15011

21.43 70717
0.00

28.09 3961

28.09 20480

41.42 41261
0.00 [}

63.78 32654

63.78 10396
0.00

28.09 14103

23.65 7098

Dry weight c.g. (excl. margin)
121.99 ft 61.40%

28.09 53096

0.00 ]
63.78 637768

0.00

0.00

9.84 17

9.84 70
190.78 787
190.78 3147
188.96 6150
1688.96 36898

0.00
133.17 78538
183.63 213054

0.00

0.00

9.84 35

9.84 139
190.78 1574
190.78 §294

0.00 [}
188.96 12299
188.96 73795

Landing weight ¢.g. {P/L in)
115.10 ft 58.12%

Landing weight c.g. (PA oul)
121.01 1t 61.10%

0.00
9.84 116
9.84 463
0.00 Q9
190.78 5236
190.78 20945

Entry weight c.g. (PA in)

115.14 1t $8.14%

Entry weight c.g. (PA out)
121.04 ft 61.12%

0.00
9.84 232
$.84 928
Q.00 ]
190.78 10499
190.78 41996
Q.00 ]
188.96 122992
188.96 737954
63.78 o

0.00
133.47 78538
183.63 2123054
99.02 105140

Insertion weight c.g. (P/L in)
119.13 ft 80.15%
0.00
133.17 18707553
183.63 42610770

Gross weight c.g. (P/L in)
155.68 1t 70.861%



891

Engine 10 (No Fan)

mp_(lbm/s) 147.52 131.13|Engine Performance

A max inlet 18.46

A max exit 36.14 Primary area ratio 18 eta Ustar 0.980

Astar ejt/A max inlet 0.35 Primary Ae (ft2) 2.06 eta primary 0.975

Max inlet height (ft) 3.9 Primary Pc (psi) 2000 eta mixer 0.900

Max. Mach number 14.6 Primary ho (BTU/bm) 5550 eta combustor 0.950

Astar ejector 5.91 Primary Ustar (fps) 13340 eta nozzle 0.980

A4 (1t2) 16.05

A4/A3 2.00 Inlet length (ft) 24.77

A3 (tt2) 8.03 Total engine length (ft) 34.17

Fuel Ho (BTU/bm) 50000

Cone Half angle 5 Weight (no inlet){lb) 1503.58

Engine T/W (SLS) 43.54

Altitude (ft) 0 Ejector% Waight 0.39

Pa (psi) 14.7 Fan % Woeight 0.00}

Tint (°R) 519

Mint Uinf (fps) Thrust (Ib) Isp (sec) Toinf (°R) hoinf (BT U/Ibn Poinf (psi) Approx Beta (de
0.00 0.00 65,467 423.71 519.00 124.56 14.70 0.00
0.25 279.16 64,002 413.88 525.49 126.12 15.35 0.00
0.50 558.31 64,161 413.73 544.95 130.79 17.44 0.00
0.75 837.47 66,258 424.90 5§77.39 138.57 21.35 0.00
1.00 1116.62 71,002 451.00 622.80 149.47 27.83 0.00
1.25 1395.78 79,685 498.14 681.19 163.49 38.08 0.00
1.50 1674.93 95,247 580.02 752.55 180.61 53.96 42.34
1.75 1954.09 120,581 703.79 836.89 200.85 78.26 35.40






