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## NOTE
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# Stormtime Transport of Ring Current and Radiation Belt Ions 

Margaret W. Chen, Michael Schulz, Larry R. Lyons, and David J. Gorney

Space and Environment Technology Center, The Aerospace Corponation, El Segundo, California

This is an investigation of stormtime particle transport that leads to formation of the ring current. Our method is to trace the guiding-center motion of representative ions (having selected first adiabatic invariants $\mu$ ) in response to model substorm-associated impulses in the convection electric field. We compare our simulation results qualitatively with existing analytically tractable idealizations of particle transport (direct convective access and radial diffusion) in order to assess the limits of validity of these approximations. For $\mu \lesssim 10 \mathrm{MeV} / \mathrm{G}(E \lesssim 110 \mathrm{keV}$ at $L \approx 3$ ) the ion drift period on the final (ring-current) drift shell of interest ( $L \approx 3$ ) exceeds the duration of the main phase of our model storm, and we find that the transport of ions to this drift shell is appropriately idealized as direct convective access, typically from open drift paths. Ion transport to a final closed drift path from an open (plasma-sheet) drift trajectory is possible for those portions of that drift path that lie outside the mean stormtime separatrix between closed and open drift trajectories. For $\mu \sim 10-25 \mathrm{MeV} / \mathrm{G}(110 \mathrm{keV} \lesssim E \lesssim 280 \mathrm{keV}$ at $L \approx 3)$ the drift period at $L \approx 3$ is comparable to the postulated 3-hr duration of the storm, and the mode of transport is transitional between direct convective access and transport that resembles radial diffusion. (This particle population is transitional between the ring current and radiation belt). For $\mu \gtrsim 25 \mathrm{MeV} / \mathrm{G}$ (radiation-belt ions having $E \gtrsim 280 \mathrm{keV}$ at $L \approx 3$ ) the ion drift period is considerably shorter than the main phase of a typical storm, and ions gain access to the ring-current region essentially via radial diffusion. By computing the mean and mean-square cumulative changes in $1 / L$ among (in this case) 12 representative ions equally spaced in drift time around the steady-state drift shell of interest ( $L \approx 3$ ), we have estimated (from both our forward and our time-reversed simulations) the time-integrated radial-diffusion coefficients $D_{L L}^{\text {sim }}$ for particles having selected values of $\mu \gtrsim 15$ $\mathrm{MeV} / \mathrm{G}$. The results agree surprisingly well with the predictions ( $D_{L L}^{q}$ ) of quasilinear radialdiffusion theory, despite the rather brief duration ( $\approx 3 \mathrm{hr}$ ) of our model storm and despite the extreme variability (with frequency) of the spectral-density function that characterizes the applied electric field during our model storm. As expected, the values of $D_{L L}^{\text {sim }}$ deduced (respectively) from our forward and time-reversed simulations agree even better with each other and with $D_{L L}^{\text {sim }}$ when the impulse amplitudes which characterize the individual substorms of our model storm are systematically reduced.

## 1. Introduction

This work is an outgrowth of our efforts to understand in detail the magnetospheric charged-particle transport that leads to stormtime ring-current formation. The ring current consists of geomagnetically trapped ions and electrons in the $10-200 \mathrm{keV}$ energy range [e.g., Frank, 1967; Williams, 1981], and its global intensity is commonly measured by the geomagnetic index $D_{\text {st }}$ [e.g., Mayaud, 1980, pp. 115-129]. The quiet-time ring current is believed [e.g., Hamilton et al., 1988] to contribute about $10-20 \mathrm{nT}$ to $-D_{s t}$, but this is largely offset by magnetopause currents during the geomagnetically quiet intervals which define the baseline ( $D_{s t}=0$ ) for the index. Thus, the increase in $\left|D_{s t}\right|$ to 200 nT typically observed during the main phase of a major geomagnetic storm must correspond [cf. Dessler and Parker, 1959; Sckopke, 1966] to perhaps a tenfold or twentyfold increase in the energy content of the trapped-particle population.
Indeed, major increases in trapped-electron [Williams and Smith, 1965; Pfitzer et al., 1966; Craven, 1966; Söraas and Davis, 1968; Bostrom et al., 1970; Lyons and Williams, 1975] and in trapped-ion [Frank, 1967; Frank and Owens, 1970; Smith and Hoffman,
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1973; Williams and Lyons, 1974; Lyons and Williams, 1976; Williams, 1981; Lui et al., 1987] fluxes are known to occur in connection with major geomagnetic storms. Such increases actually extend from $L \sim 7$ to as low as $L \sim 2$ and span particle energies from $\lesssim 1 \mathrm{keV}$ to several hundred keV . However, the main contribution to $\left|D_{s t}\right|$ comes from particles in the $10-200 \mathrm{keV}$ energy range, since these contribute the overwhelming majority of the energy content of geomagnetically trapped particles. Trapped-particle enhancements at $L \gtrsim 4$ are commonly associated with isolated substorms, which can occur during otherwise quiet intervals, but the "injection" of ions and electrons to $L \lesssim 4$ corresponds to a geomagnetic storm, and particle injection to $L \lesssim 3$ corresponds to a major storm. Since particles injected to $L \lesssim 4$ are presumed to be the ones mainly responsible [Akasofu, 1963; Frank, 1967] for storm-associated increases in $\left|D_{s t}\right|$, we must account for these flux increases in order to understand geomagnetic storms.
Formation of the stormtime ring current presumably can be understood in terms of the transport of charged particles within the magnetosphere by storm-associated variations in the convection electric field. Early studies of charged-particle motion in the magnetosphere [e.g., Kavanagh et al., 1968; Chen, 1970] took into account the effects of a steady-state convection electric field. Chen [1970] described the adiabatic drift paths of equatorially mirroring low-energy protons in a dipolar magnetic field, with a radial corotation electric field and
a uniform steady-state convection electric field superimposed. Later Ejiri [1978] traced particle trajectories under the influence of an increased steady-state convection electric field for arbitrary pitch angles. These models were able to account for substorm-associated enhancements of $1-100 \mathrm{keV}$ particles observed near the plasmapause by Explorer 45.
Although such steady-state descriptions are useful in explaining gross features of particle transport, temporal variations in the convection electric field must play an important role in both the injection and the trapping of particles during storms. Using a numerical model, Roederer and Hones [1974] discussed the characteristics of a time-varying electric field that could explain the frequent ATS observations [DeForest and McIlwain, 1971] of plasma injection into the equatorial magnetosphere. They found that low-energy particles ( $\lesssim 10 \mathrm{keV}$ ) injected earthward from the tail by enhanced storm-associated electric fields can become trapped on closed drift paths when the enhanced electric field decays away. Smith et al. [1979] illustrated this effect by tracing the motion of equatorial particles that had been injected from $L=10$ on the night side in a dipolar field model. Later, Takahashi [1990], using the more realistic magnetic field model of Tsyganenko [1987], made a similar tracing of particle drifts. Injection onto closed drift paths thus results directly from enhanced particle convection.
The consequences of transporting low-energy ( $\lesssim 40$ keV ) ring-current particles inward during a storm were discussed by Lyons and Williams [1980]. By mapping phase-space densities in accordance with Liouville's theorem, they showed that enhanced trapped-particle fluxes observed at $L<4$ during two large storms could be accounted for by invoking a 1-3 $R_{E}$ inward radial displacement of the previously-trapped particle distribution under conservation of the first two adiabatic invariants. The associated inward transport to a region of stronger magnetic field strength would result in the requisite particle energization. Assuming a duration $\sim 3 \mathrm{hr}$ for the main phase of a storm, they found that this "displacement" would have required a mean enhancement $\sim 1 \mathrm{mV} / \mathrm{m}$ in the azimuthal component of the convection electric field across the nightside magnetosphere. Particles having drift periods much longer than the main phase of the storm might then remain at a nearly constant local time ( $\phi$ ) so that the enhanced convection electric field could transport them uniformly inward. This model for particle transport into the ring-current region is called "direct convective access" [Lyons and Williams, 1980]. It applies to low-energy particles ( $\lesssim 40 \mathrm{keV}$ ) and represents a limiting case for which the particle kinematics can be solved analytically. Particles with energies $\gtrsim 40 \mathrm{keV}$ would gradient-drift significantly in $\phi$ during a 3 -hr main phase and so would not satisfy the constant- $\phi$ approximation.
It is estimated, however, that $50-75 \%$ of the stormtime ring current energy is associated with particle energies $\gtrsim 40 \mathrm{keV}$ [Williams, 1980]. Thus, an understanding of the stormtime transport mechanism for higher-energy particles is at least equally important. Lyons and Schulz [1989] have recently treated the inward transport of $\gtrsim 40 \mathrm{keV}$ particles by using radial-
diffusion theory as a first approximation. Using the random-impulse model of Cornwall [1968] to generate the fluctuation spectrum required in the resonant-particle diffusion theory of Fälthammar [1965], they found that storm-associated equatorial convection electric field fluctuations having root-mean-square magnitudes typical of those observed ( $\sim 1.0-1.5 \mathrm{mV} / \mathrm{m}$ ) could adequately account for the increased trapped-particle fluxes typically observed at $2 \lesssim L \lesssim 4$ during the main phase of a storm. Although radial-diffusion theory is an idealization of doubtful validity for ring-current particle energies $\lesssim 100 \mathrm{keV}$, it represents a second limit which is analytically tractable.
Direct convective access and radial diffusion are thus two limits that have been treated analytically and invoked to account for the enhanced ring-current particle fluxes observed at $2 \lesssim L \lesssim 4$ during main phases of storms. However, much of the energy content of the ring current lies in an intermediate energy range ( $\sim 40$ 100 keV ) for which the assumptions invoked in order to arrive at these simplified analyses of the transport process are not valid. At such intermediate energies, the particle drift period can be comparable to the duration of the main phase of a storm, and so it is not clear how to describe the transport mechanism except via guiding-center simulations.
We have undertaken such a guiding-center simulation to elucidate the process of stormtime ion transport and to assess the limits of validity of direct convective access and radial diffusion approaches. Our study entails certain innovations which facilitate the analysis of our results.

1. We have synthesized an ensemble of model geomagnetic storms, each consisting of almost randomly occurring exponentially decaying electrostatic impulses with quasi-random onset times. Since we express our electric field in analytical form, our approach enables us to make exhaustive diagnostic analyses on the consequences of each model storm in the ensemble.
2. We have taken care to arrange our representative test particles isochronally (i.e., at equal spacings in elapsed quiescent drift time rather than, for example, at equal spacings in magnetic longitude) around each drift shell of interest at the beginning of each simulation.

We have found that the stormtime access of ions having $E \lesssim 110 \mathrm{keV}$ to drift shells of interest in the context of ring-current formation is achieved typically by convection from the nightside neutral line along open drift trajectories. The minimum time required for this convective transport to occur is well approximated by generalizing the estimate of Lyons and Williams [1980] to the field model used in our study. The fraction of representative particles that gain access by direct convection to the drift shell of interest decreases with increasing ion energy, to the extent that particles having $E \gtrsim 165 \mathrm{keV}$ arrive almost exclusively from previously closed drift trajectories of either larger or smaller $L$ value. For these particles we found that a transport description based on radial-diffusion theory is appropriate.

Indeed, for $\mu \gtrsim 15 \mathrm{MeV} / \mathrm{G}$ which corresponds to $E \gtrsim 165 \mathrm{keV}$ at $L \sim 3$ we have found interesting relationships upon comparing the radial-diffusion coeffi-
cients $D_{L L}$ deduced from our simulation results with the quasilinear predictions of Fälthammar [1965] and Cornwall [1968]. In particular, we have found increasingly good agreement (even for an individual model storm having a 3 -hr main-phase duration) between our simulation results and the quasilinear predictions of Fälthammar [1965] upon decreasing the amplitudes of the electric field impulses in our ensemble of model storms. The quasilinear diffusion coefficient for an individual storm is a remarkably variable function of the first adiabatic invariant $\mu$, and we have found that Fälthammar's quasilinear theory accounts surprisingly well for the $\mu$ values at which our simulation yields especially small values for $D_{L L}$. Despite these encouraging numerical results, the use of quasilinear diffusion theory to describe radial transport is marginally justified from a fundamental standpoint at energies ( $\lesssim 165 \mathrm{keV}$ ) primarily responsible for the ring current. Thus, we have extended our simulations and our comparisons into the higher-energy radiation-belt range (ultimately to $\mu=$ $250 \mathrm{MeV} / \mathrm{G}$, which corresponds to $E=2.75 \mathrm{MeV}$ at $L=3$ ).

## 2. Field Model

The magnetic field model used in this model is obtained [cf. Dungey, 1961; Hill and Rassbach, 1975] by adding a uniform southward field $\Delta \mathbf{B}$ to the geomagnetic dipole field. We invoke this simple field configuration because it enables us to make direct comparisons between the simulated transport and previous analytical formulations. An advantage of our model over a purely dipolar field is the presence of a quasimagnetopause at the boundary between closed and open field lines (see Figure 1). The equation of a field line in this model is


Fig. 1. An illustration of the magnetospheric magnetic field model used in this study. The model is symmetric about the $\sin \theta=0$ axis and about the equatorial ( $z=0$ ) plane, which contains a circular neutral line at $r=b$ on the magnetic shell $L=L^{*}$. This defines a quasi-magnetopause which approaches an asymptotic distance $\rho^{*}$ from the tail axis at large distances $|z|$ from the equatorial plane.

$$
\begin{equation*}
\left[1+0.5\left(\frac{r}{b}\right)^{3}\right]^{-1}\left(r / R_{E}\right) \csc ^{2} \theta=\mathrm{const} \equiv L \tag{1}
\end{equation*}
$$

where $r$ is the geocentric distance, $\theta$ is the magnetic colatitude, $R_{E}$ is the radius of the Earth, and $b=$ $1.5 L^{*} R_{E}=12.82 R_{E}$ is the radius of the equatorial neutral line. This value of $b$, which is obtained by mapping the last closed field line (denoted $L^{*}$ ) to a colatitude of $20^{\circ}$ on the Earth, corresponds to $|\Delta B|=14.474 \mathrm{nT}$ and $L^{*}=8.547$. The limit $b \rightarrow \infty\left(L^{*} \rightarrow \infty\right)$ would correspond to a purely dipolar $\mathbf{B}$ field. In this study, we consider only equatorially mirroring particles. Our equatorial field intensity $B_{0}$ is given by

$$
\begin{equation*}
B_{0}=\left(\frac{\mu_{E}}{r^{3}}\right)-14.474 \mathrm{nT} \tag{2}
\end{equation*}
$$

where $\mu_{E}=3.05 \times 10^{4} \mathrm{nT}-R_{E}^{3}$ is the geomagnetic dipole moment. Further details of this field model are given by Schulz [1991, pp. 98-110].

We assume that the total electric field $\mathbf{E}=-\nabla \Phi_{E}$ is derivable from the scalar potential

$$
\begin{equation*}
\Phi_{E}=-\frac{V_{\Omega}}{L}+\frac{V_{0}}{2}\left(\frac{L}{L^{*}}\right)^{2} \sin \phi+\frac{\Delta V(t)}{2}\left(\frac{L}{L^{*}}\right) \sin \phi \tag{3}
\end{equation*}
$$

in which the three separate terms correspond to corotation ( $V_{\Omega}=90 \mathrm{kV}$ ), the Volland-Stern [Volland, 1973; Stern, 1973] model of quiescent convection ( $V_{0}=50$ kV ), and the time-dependent enhancement $\Delta V(t)$ associated with the stormtime convection, respectively. The time-varying term in the potential is assumed to vary as $L$ [cf. Nishida, 1966; Brice, 1967] rather than as $L^{2}$ because electric disturbances are expected to be less well shielded than steady-state convection by the inner magnetosphere.

Whereas others have imposed time-varying crossmagnetospheric electric fields either estimated from $K p$ [e.g., Smith et al., 1979; Kistler et al., 1989] or deduced (insofar as possible) from direct observations [Riley and Wolf, 1992] during particular storms, we have instead synthesized an ensemble of model geomagnetic storms. In our model the storm-associated enhancement $\Delta V(t)$ in the cross-tail potential drop

$$
\begin{equation*}
\Delta V(t)=\sum_{i=1}^{N} \Delta V_{i} \exp \left[\left(t_{i}-t\right) / \tau\right] \theta\left(t-t_{i}\right) \tag{4}
\end{equation*}
$$

where $\theta(t)$ is the unit step function $(\equiv 1$ for $t \geq 0 ; \equiv 0$ for $t<0$ ), as a superposition of almost randomly occurring impulses that rise sharply and decay exponentially with a "lifetime" $\tau=20 \mathrm{~min}$ [cf. Cornwall, 1968]. The impulses represent the constituent substorms of a storm. The potential drop $\Delta V_{i}$ associated with any impulse is chosen randomly from a Gaussian distribution with a $200-\mathrm{kV}$ mean and a $50-\mathrm{kV}$ standard deviation. Negative impulses (such that $\Delta V_{i}<0$ ) are thus theoretically possible but extremely improbable, corresponding to only $0.003 \%$ of all impulses. We have chosen such a large mean for the $\Delta V_{i}$ since our intention is to model a major ( $\left|D_{s t}\right| \sim 200 \mathrm{nT}$ ) storm, such as those which Lyons and Williams [1980] analyzed. Since those storms had a main phase lasting $\sim 3 \mathrm{hr}$, we assume
here that the $N$ start times $t_{i}$ in (4) are randomly distributed within a $3-\mathrm{hr}$ time interval which corresponds to the main phase of our model storm. However, we impose a $10-\mathrm{min}$ "dead time" (after each impulse onset) during which no subsequent impulse can start. This constraint imposes a realistic delay between the occurrences of consecutive impulses and thus leads to a reasonable distribution of impulses. Without such a dead time it would be possible for the next impulse to start immediately after the previous one. We found (see Figure $2 a$ ) that this could result in the buildup of unrealistically large cross-tail potentials, and so we rejected the model in which the $t_{i}$ in (4) were randomly distributed without dead time. The technical details of how we determine the start times of the impulses are given in the appendix.
We have constructed 100 such random storms so that on average there are $\bar{N}=9$ impulses per storm or 3 substorms/hr. We have randomly chosen one model storm for a detailed case study. Figure $2 b$ shows the variation in cross-tail potential for this prototypical storm. The mean cross-tail potential drop over the time interval $t_{1}<t<t_{1}+3 \mathrm{hr}$ in this case is 230 kV , of which 50 kV corresponds to $V_{0}$ and 180 kV to $\langle\Delta V(t)\rangle$. This is a fairly typical value for $\langle\Delta V(t)\rangle$ among the 100 storms that we constructed since the ensemble-averaged $\langle\Delta V(t)\rangle$ turned out to be 184 kV .

## 3. Particle Dynamics

Since we are simulating the guiding-center motion of nonrelativistic equatorially mirroring particles here, we treat the first two adiabatic invariants ( $\mu \neq 0$ and $J=0$, respectively) as conserved quantities. In this case, the guiding-center Hamiltonian $H$ is equal to the total energy (kinetic plus potential) of a particle. This is given by

$$
\begin{equation*}
H=\mu B_{0}+q \Phi_{E}, \tag{5}
\end{equation*}
$$

where $q$ is the charge of the particle. It follows from (2)-(4) and from Hamilton's equations of motion [e.g.,

Goldstein, 1980, p. 339] that the guiding-center motion of an equatorially mirroring particle subject to $\mathbf{E} \times \mathbf{B}$ and gradient- $B$ drifts is described by the equations

$$
\begin{equation*}
\frac{d L}{d t}=\frac{L^{2} R_{E} \cos \phi}{2 \mu_{E}}\left[V_{0}\left(\frac{L}{L^{*}}\right)^{2}+\Delta V(t)\left(\frac{L}{L^{*}}\right)\right] \tag{6}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{d \phi}{d t} & =\Omega-3 \frac{\mu \mu_{E}}{q B_{0} r^{5}} \\
& -\frac{R_{E}}{\mu_{E}}\left[V_{0}\left(\frac{L}{L^{*}}\right)^{2}+\frac{\Delta V(t)}{2}\left(\frac{L}{L^{*}}\right)\right] L \sin \phi \tag{7}
\end{align*}
$$

where $\Omega$ is the angular velocity of the Earth and $\phi$ is the azimuthal coordinate (local time). We neglect particle loss processes such as charge exchange and Coulomb drag in this study.

We solve the ordinary differential equations (6) and (7) simultaneously by using the Bulirsh-Stoer extrapolation method with variable time step [e.g., Press et al., 1986, pp. 563-568] for specified initial conditions. First, by setting $\Delta V(t)=0$ in (6) and (7), we obtain steady-state adiabatic drift paths associated with a particular value of the first adiabatic invariant $\mu$. We start 12 representative particles at points equally spaced in time on a steady-state drift path. We then apply a storm-associated temporal variation $\Delta V(t)$ in the crosstail potential drop and run the simulation to determine the consequent stormtime particle transport. We can run the simulation either backward in time (to determine where any representative particle must have been prior to the storm in order to reach the desired phase on its "final" drift shell) or forward in time (to follow the dispersal of initially codrifting particles among drift shells during and after the storm.)



Fig. 2. (a) We have rejected the storm model in which the onsets of superimposed impulses in the cross-tail potential occur purely at random. Without any realistic delay (i.e., dead time) between the onsets of consecutive impulses, it is possible to attain an unrealistically large cross-tail potential (e.g., $\sim 650 \mathrm{kV}$ at $t \approx 1.6 \mathrm{hr}$ in this instance). (b) We have adopted and applied a model storm in which the cross-tail potential is enhanced by a superposition of exponentially decaying impulses (decay time $\tau=20 \mathrm{~min}$ ). These represent the constituent substorms of a storm and start at times which are distributed randomly over a 3 -hr timee interval (main phase) except that we impose, after the start of each impulse, a $10-\mathrm{min}$ "dead time" during which no subsequent impulse can start.

The maximum time step in our simulations is restrained so as to ensure good accuracy. We have tested our results against the conservation law [cf. Goldstein, 1980, p. 348]

$$
\begin{equation*}
\frac{d H}{d t}-\frac{\partial H}{\partial t}=\frac{\partial H}{\partial R} \frac{d R}{d t}+\frac{\partial H}{\partial \phi} \frac{d \phi}{d t}=0 \tag{8}
\end{equation*}
$$

on selected representative particles for time-dependent $\Delta V(t)$ as well as for $\Delta V(t) \equiv 0$ and have found (8) to be well satisfied throughout our simulations.

## 4. Simulated Trajectories

In this section we present results of the simulated transport of singly charged ions having various $\mu$ values and vanishing second invariant ( $J=0$ ). The dashed outer circle (shown in whole or in part on each particletrajectory plot) indicates the location of the neutral line, a circle of radius $R=12.82$, which marks the boundary between open and closed magnetic field lines in our magnetic-field model (cf. Figure 1). The lefthand panels in Figures 3-4 show steady-state ion drift paths in the equatorial plane for selected $\mu$ values. For $\mu \lesssim 26.5 \mathrm{MeV} / \mathrm{G}$ there is an x -type stagnation point associated with the separatrix between open and closed drift trajectories.

Figure $3 a$ is for $\mu=3 \mathrm{MeV} / \mathrm{G}$, which corresponds to a kinetic energy of 33 keV at $R \equiv r / R_{E}=3$. The ionic drift for this $\mu$ value has its stagnation point at $R=$ 4.4 on the dawn meridian. We label closed drift shells in terms of the dimensionless third adiabatic invariant defined by Roederer [1970, p. 107] as

$$
\begin{equation*}
L \equiv\left|\frac{2 \pi \mu_{E}}{\Phi_{B} R_{E}}\right|=\left[\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{d \phi}{L(\phi)}\right]^{-1} \tag{9}
\end{equation*}
$$

where $\Phi_{B}$ is the magnetic flux enclosed by that drift shell and $L(\phi)$ denotes the field-line label defined by (1) at longitude $\phi$ on the drift shell. For example, the drift shell highlighted by the small solid circles in Figure $3 a$ bears the label $L=3.14$.

The right-hand panels in Figure 3-4 illustrate the stormtime access of particles to the drift path which crosses the dusk meridian at $R=3$. This drift path has been chosen as representative of the particles that are primarily responsible [cf. Akasofu, 1963; Frank, 1967] for storm-associated increases in the ring-current index $\left|D_{s t}\right|$. The steady-state drift period ( $\tau_{3}=12.0 \mathrm{hr}$ ) for ions with $\mu=3 \mathrm{MeV} / \mathrm{G}$ on such a path is 4 times the duration of our model storm. "Starting" with 12 representative particles (as indicated by the solid circles) equally spaced in time on such a drift path, we have applied our model storm (see Figure 2b) and have run the simulation backward in time so as to determine where the corresponding ions must have been located prior to the storm in order to have been transported to their final drift phases on the steady-state drift path in question. We followed open trajectories backward in time to the neutral line and closed trajectories backward in time for at least one quiescent drift period prior to the onset of the first impulse. To ensure that the
last impulse has decayed by at least nine e-foldings, we initiate the time-reversed simulation at $t=t_{1}+3 \mathrm{hr}$ $+(m / 12) \tau_{3}$ where $\tau_{3} \geq 3 \mathrm{hr}$ and $m$ is an integer. We impose this last condition in a $\tau_{3}$-dependent way simply to make the representative ions' phases correspond approximately to those shown in Figures 3-4. Since ions which differ in drift phase respond differently to the model storm, the right-hand panels of Figures 3-4 illustrate (on an expanded scale) the range of possible responses.

The small solid circles, spaced $30^{\circ}$ apart in drift phase, in Figure $3 b$ correspond to those in Figure $3 a$ and thus mark the final steady-state drift path. Eight of the 12 representative particles could have been transported inward from the night side to populate the final closed drift path. Only one of these 8 representative ions would have been located at $L<L^{*}=8.547$ at storm onset $(t=0)$; its position at that time is indicated by the open circle. The other 7 of these 8 would have crossed the neutral line at times $t>0$. Their access to the ring-current region is essentially convective [cf. Lyons and Williams, 1980]. Four of the 12 representative ions would have been transported outward to the drift shell of interest ( $L=3.14$ ) from closed drift shells of smaller $L$.
Superposition of the mean stormtime separatrix (dashed-dotted curve) on the stormtime drift paths elucidates the condition for direct convective access to the drift shell of interest and further justifies the inference that this is the main mode of transport to the $L=3.14$ drift shell for $\mu=3 \mathrm{MeV} / \mathrm{G}$. The mean stormtime separatrix is obtained by setting $V_{0}=50 \mathrm{kV}$ and $\Delta V(t) \equiv\langle\Delta V(t)\rangle=180 \mathrm{kV}$ in (3). It represents the boundary between open and closed adiabatic drift paths during the storm. Eleven of the 12 representative ions on the final steady-state drift path of interest lie outside the region enclosed by the stormtime separatrix, and so we might expect approximately this fraction to have direct access to it during the storm. This is only a rough statistical prediction, however, and in fact our simulation showed that only 8 of the 12 representative particles gain access in this way.

The case $\mu=10 \mathrm{MeV} / \mathrm{G}$ corresponds to an ion energy of 110 keV at $R=3$. Steady-state ion drift paths in the equatorial plane for this case are shown in Figure $3 c$. The x -type stagnation point for $\mu=10 \mathrm{MeV} / \mathrm{G}$ is located on the dawn meridian at $R=6.5$, which is farther from the Earth than the stagnation point for $\mu=3 \mathrm{MeV} / \mathrm{G}$. The drift shell that intersects the dusk meridian at $R=3$ corresponds to $L=3.00$ for $\mu=10$ $\mathrm{MeV} / \mathrm{G}$, and the quiescent drift period ( $\tau_{3}=2.4 \mathrm{hr}$ ) for these ions has the same order of magnitude as the duration of the storm.

Results of the time-reversed simulation for $\mu=10$ $\mathrm{MeV} / \mathrm{G}$ are shown on an expanded scale in Figure 3d. For this higher value of $\mu$, the model storm has transported fewer particles (only 6 of the 12) inward along open drift paths to the closed drift shell of interest in a manner which resembles direct convective access. The other half had already been on closed drift shells when the storm began, and 5 of these had actually started on drift shells interior to the final drift shell of interest. The final drift period is comparable to the duration of
the storm in this case, and the transport seems transitional between direct convective access (for half of the representative particles) and something that resembles radial diffusion for the other half.

This point is further illustrated by superimposing the mean stormtime separatrix (dashed-dotted curve, Figure 3d) on the final steady-state drift path. Because the stormtime separatrix lies slightly earthward of the final steady-state drift path of interest on the dusk side, par-
ticles initially on open drift paths that pass near there can gain access during the storm to the region of closed steady-state drift paths. This argument should apply to only about half of the drift shell of interest and so the other half presumably could not have been populated from open drift paths during this model storm. We cannot predict just which representative particles will gain access along open trajectories and which will not. Instead, about half of the $L=3.00$ drift shell


Fig. 3. Quiet-time trajectories of singly charged ions having (a) $\mu=3$ and (c) $10 \mathrm{MeV} / \mathrm{G}$ are plotted in the lefthand panels. The outer dashed circle represents the neutral line at $r=b$. lons whose drift paths cross the dusk meridian at $R=3$ have drift periods $\tau_{3}=12 \mathrm{hr}$ and 2.4 hr for $\mu=3$ and $10 \mathrm{MeV} / \mathrm{G}$, respectively, as noted. The 12 representative ions' "final" positions (corresponding to the beginning of our time-reversed simulation) on the final steady-state drift path of interest are marked by small solid circles (partially obscured in right-hand panels). The corresponding stormtime trajectories, as computed in our time-reversed simulation, are shown on an expanded scale in the right-hand panels (Figures $3 b$ and $3 d$ ). The dashed-dotted curves represent mean "stormtime" separatrices. The small open circle indicates the "initial" position of the one representative ion that was on an open quiet-time drift trajectory but would have been inside the magnetosphere (i.e., at $L<L^{*}$ ) at storm onset. The dashed portion of the corresponding trajectory applies to times before storm onset $\left(t<t_{1}\right)$.


Fig. 4. Quiet-time trajectories of singly charged ions having (a) $\mu=15$ and(b) $30 \mathrm{MeV} / \mathrm{G}$ are plotted in the lefthand panels. Ions which cross the dusk meridian at $R=3$ have drift periods $\tau_{3}=1.5 \mathrm{hr}$ and 0.73 hour for $\mu=15$ and $30 \mathrm{MeV} / \mathrm{G}$, respectively. The 12 representative ions' "final" positions (corresponding to the beginning of our time-reversed simulations) on the final steady-state drift path of interest are marked by small solid circles (totally obscured in right-hand panels). Corresponding stormtime trajectories computed in our time-reversed simulation are shown on an expanded scale in the right-hand panels (Figures $4 b$ and $4 d$ ). The dashed-dotted curves represent the mean stormtime separatrices for the respective $\mu$ values.
for $\mu=10 \mathrm{MeV} / \mathrm{G}$ should be populated by stormtime transport from open drift paths and about half from closed. Our simulation bears out this expectation.
Ions having $\mu=15 \mathrm{MeV} / \mathrm{G}$ would have energies of 167 keV at $R=3$. Steady-state adiabatic drift paths for these (see upper left-hand panel of Figure 4) show a stagnation point at $R=7.4$ on the dawn meridian. This is still farther from the Earth than for $\mu=10$ $\mathrm{MeV} / \mathrm{G}$. Again, the final drift shell of interest is that which intersects the dawn meridian at $R=3$. The
quiescent drift period $\tau_{3}$ for these ions is 90 min , which is only half the duration of the storm.
The stormtime trajectories are plotted on an expanded scale in Figure $4 b$. We find all the representative ions to have been transported from closed drift paths, some from smaller and some from larger $L$ values. This leads to a spread among the initial $L$ values. The stormtime transport for $\mu=15 \mathrm{MeV} / \mathrm{G}$ at $L \sim 3$ thus resembles radial diffusion although this was a time-reversed calculation. While Figure $4 b$ clearly conveys the visual
impression of diffusive transport, the individual trajectories are not resolvable.
Finally, we consider radiation belt-ions having $\mu=$ $30 \mathrm{MeV} / \mathrm{G}$. These would have energies of 335 keV at $R=3$. The quiescent drift period ( $\tau_{3}=44 \mathrm{~min}$ ) of such ions on the shell that intersects the dusk meridian at $R=3$ (and found to have $L=3.00$ ) is less than $1 / 4$ of our model storm's duration. A plot of the quiescent adiabatic drift paths for $\mu=30 \mathrm{MeV} / \mathrm{G}$ (Figure $4 c)$ shows no stagnation point earthward of the neutral line on the dawn meridian. When the storm is simulated, the time-reversed ion transport for $\mu=30$ $\mathrm{MeV} / \mathrm{G}$ again resembles radial diffusion (see Figure 4d). About half of the representative particles would have reached the final drift path from higher $L$ values and half from lower. More precisely, those particles that would have been on the dawn side at storm onset are the ones that have been transported inward since their initial gradient drift is toward the night side. Since the final steady-state drift paths lie well inside the region bounded by the stormtime separatrix, there is little chance of stormtime access from an open drift path.
We also ran simulations forward in time from $t=0$ for $\mu \gtrsim 15 \mathrm{MeV} / \mathrm{G}$ so as to follow the dispersal of ions from a common initial drift path and in order to estimate (see below) the corresponding radial-diffusion coefficient. Not surprisingly, the resulting stormtime transport was qualitatively similar to that shown in Figure 4 , although the particle populations followed in the time-forward simulations were implicitly different from those followed in the time-reversed simulations. This type of transport was typical for ions having $\mu \gtrsim 13$ $\mathrm{MeV} / \mathrm{G}$, which corresponds to energies $\gtrsim 145 \mathrm{keV}$ at $R=3$.

Figures 3 and 4 thus illustrate a transition between modes of particle access to the stormtime ring current. Ring-current ions having $\mu \lesssim 3 \mathrm{MeV} / \mathrm{G}$ undergo direct convection from open (plasmasheet) drift paths to closed drift shells at $R \sim 3$, while radiation-belt ions having $\mu \gtrsim 30 \mathrm{MeV} / \mathrm{G}$ respond to the same impulsive enhancement of the convection electric field in a manner that resembles radial diffusion among closed drift shells [cf. Lyons and Schulz, 1989]. The transition between these two idealized modes of access occurs at $\mu \sim$ $5-15 \mathrm{MeV} / \mathrm{G}$ and thus (as might have been expected) for ring-current particles whose adiabatic drift periods are comparable to the duration of our model storm's main phase. These transitional particles have energies $\sim 55-165 \mathrm{keV}$ at $R=3$ and are thus quite representative [cf. Williams, 1981] of the ring current as a whole. Simplified analytical descriptions of the particle transport pertain most directly to these limiting cases (i.e., to $\mu \lesssim 3 \mathrm{MeV} / \mathrm{G}$ and to $\mu \gtrsim 30 \mathrm{MeV} / \mathrm{G}$, respectively), but application of the simplified analyses to intermediate $\mu$ values is similarly instructive for comparisons with our numerical results. Such comparisons are undertaken in the next two sections.
Although our simulation results are presented in this paper as pertaining to singly charged ions, the results can be made applicable to multiply charged ions by replacing $\mu$ in all our expressions with $\mu / Z$, where $Z$ is the ionic charge state. For example, our results for singly charged ions having $\mu=3 \mathrm{MeV} / \mathrm{G}$ (shown in the
upper panels of Figure 3) would apply equally well to doubly charged ions having $\mu=6 \mathrm{MeV} / \mathrm{G}$.

## 5. Direct Convective Access

Lyons and Williams [1980] introduced a simple model for the direct convection of low-energy particles from one $L$ value to another. In their model a particle is assumed to remain at fixed local time, while being transported radially by an uniformly enhanced azimuthal electric field. Their model implicitly entailed a uniform convection electric field but can be generalized for application to our model. By treating $\cos \phi$ and $\Delta V$ as constant in time, we could integrate (6) to obtain the condition

$$
\begin{array}{r}
\Delta V \Delta t=\frac{\mu_{E} L^{*}}{R_{E} \cos \phi}\left[\frac{1}{L_{f}^{2}}-\frac{1}{L_{i}{ }^{2}}+\frac{2}{k}\left(\frac{1}{L_{i}}-\frac{1}{L_{f}}\right)\right. \\
\left.+\frac{2}{k^{2}} \ln \left(\frac{1+k / L_{f}}{1+k / L_{i}}\right)\right] \tag{10}
\end{array}
$$

for transport from $L_{i}$ to $L_{f}$ (interpreted here as the initial and final field-line labels). The parameter $k$ in (10) denotes $\left(\Delta V / V_{0}\right) L^{*}$. By taking the limit $k \rightarrow 0$, we recover from (10) the steady-state convection time

$$
\begin{equation*}
\Delta t=\frac{2 \mu_{E}\left(L^{*}\right)^{2}}{3 V_{0} R_{E} \cos \phi}\left[\frac{1}{L_{f}^{3}}-\frac{1}{L_{i}^{3}}\right] \tag{11a}
\end{equation*}
$$

that would have been deduced directly from (6) by setting $\Delta V(t) \equiv 0$. By taking the limit $k \rightarrow \infty\left(V_{0} \rightarrow 0\right)$, we recover from (10) the storm-associated convection time

$$
\begin{equation*}
\Delta t=\frac{\mu_{E} L^{*}}{R_{E} \cos \phi \Delta V}\left[\frac{1}{L_{f}^{2}}-\frac{1}{L_{i}^{2}}\right] \tag{11b}
\end{equation*}
$$

obtained by Lyons and Williams [1980]. These last two expressions remind us that (10) should be applied only over time intervals during which $\cos \phi$ is reasonably constant. Application of (11) to longer time intervals would falsely predict eventual access to arbitrarily small $L_{f}$ even for arbitrarily small $V_{0}$ and/or $\Delta V$, whereas corotation and/or gradient drift actually prevent this.

Lyons and Williams [1980] had envisioned direct convective access from closed trajectories. However, our simulation results (see right-hand panels of Figure 3) indicate that many low- $\mu$ particles reach $R=3$ along open-drift trajectories and, in particular from $L^{*}$ during our model storm. We want to compare the transport times encountered in our stormtime simulations with predictions based on the simple model of direct convection for these particles. Since $\Delta V$ varies with time in our model storm, we need to reinterpret $\Delta V(t) \Delta t$ in (10) as the time integral of $\Delta V(t)$. We assume that $\phi$ has been constant during most of the transport for low- $\mu$ particles and thus replace $\phi$ by $\phi^{*}$ in (10), where $\phi^{*}$ is the particle's local time when it crossed the neutral line ( $L^{*}$ ) at time $t=t^{*}$. We use the $180-\mathrm{kV}$ value found from $\langle\Delta V(t)\rangle$ during our model storm in order to treat the parameter $k \equiv\left(\Delta V / V_{0}\right) L^{*}$ as a constant on the right-hand side of (10). Thus, we obtain

$$
\begin{align*}
I\left(t^{*}\right) \equiv & \int_{t^{*}}^{\infty} \Delta V(t) d t \\
= & \frac{\mu_{E} L^{*}}{R_{E} \cos \phi^{*}}\left[\frac{1}{L_{f}^{2}}-\frac{1}{L^{* 2}}+\frac{2}{k}\left(\frac{1}{L^{*}}-\frac{1}{L_{f}}\right)\right. \\
& \left.+\frac{2}{k^{2}} \ln \left(\frac{1+k / L_{f}}{1+k / L^{*}}\right)\right] \tag{12}
\end{align*}
$$

as our generalization of (10). We plot the right-hand side of equation (12) against $\phi^{*}$ as the solid curve in Figure 5. This curve represents our generalization of the convection-time estimate made by Lyons and Williams [1980].

For comparison, we compute and plot $I\left(t^{*}\right)$ for each representative particle by integrating $\Delta V(t)$, as given by (4), over the time during which the particle was being transported from the neutral line to the final drift path of interest. We found that 7 of the 12 representative ions having $\mu=3 \mathrm{MeV} / \mathrm{G}$ were transported to $L=3.14$ in this manner. The corresponding values of $I\left(t^{*}\right)$ are plotted as solid circles in Figure 5. Agreement with the direct-convective idealization is good for those ions which required the least $I\left(t^{*}\right)$, around $200-300 \mathrm{kV}$ hr , to get to $L_{f}$. Deviations from (12) are large for those ions which required larger values of $I\left(t^{*}\right)$, presumably because those ions have taken a more circuitous route to the final drift shell of interest.


Fig. 5. The time-integral $I\left(t^{*}\right) \equiv \int_{0}^{\infty} \Delta V(t) d t$ required for convective transport of a particle from the neutral line ( $L^{*}$ ) to the final drift shell of interest, given by the right-hand side of (12), for fixed magnetic local time $\phi=\phi^{*}$, is plotted as a solid curve. Solid and open circles represent values of $I\left(t^{*}\right)$ obtained from simulated trajectories of representative ions having $3 \mathrm{MeV} / \mathrm{G}$ and $10 \mathrm{MeV} / / \mathrm{G}$, respectively, under our model storm (cf. Figure $2 b$ ). Solid and open squares represent values of $I\left(t^{*}\right)$ obtained from simulated trajectories of representative ions having $3 \mathrm{MeV} / \mathrm{G}$ and $10 \mathrm{MeV} / \mathrm{G}$, respectively, under the idealized "boxcar" storm model specified by (21) with $\Delta V=200 \mathrm{kV}$ over a $3-\mathrm{hr}$ main phase.

As an additional test of (12) we make use of an earlier simulation we had run for ions having $\mu=3 \mathrm{MeV} / \mathrm{G}$ in a storm model wherein $\Delta V(t)$ was represented as a boxcar function of time (i.e., held constant at $\Delta V=200$ kV over a 3 -hr main phase). Values of the corresponding $I\left(t^{*}\right) \equiv \Delta V \Delta t=\left(3 \mathrm{hr}-t^{*}\right) \times 200 \mathrm{kV}$ for those 7 of the 12 representative ions that were transported from the neutral line to the final drift path of interest during this idealized storm are plotted as solid boxes in Figure 5. Agreement with (12) is best for those ions which had the shortest transport times ( $\sim 1.2 \mathrm{hr}$ ) and thus the smallest values ( $\sim 240 \mathrm{kV}-\mathrm{hr}$ ) for $I\left(t^{*}\right)$. We have omitted plotting $I\left(t^{*}\right)$ in Figure 5 for the one representative ion having $\mu=3 \mathrm{MeV} / \mathrm{G}$ that was on an open trajectory but located at $L<L^{*}$ at storm onset (see Figure 36 ). This is because the right-hand side of (10) really applies with approximately constant $k$ only to particles for which $L_{i}=L^{*}$, since $k=0$ essentially by definition for $t<0$. We expect that $I\left(t^{*}\right)$ for this particular representative ion would not agree well with (12) in any case, since its circuitous path leads to $I\left(t^{*}\right) \approx 600 \mathrm{kV}-\mathrm{hr}$.

We make similar comparisons in Figure 5 for ions having $\mu=10 \mathrm{MeV} / \mathrm{G}$. We plot values of $I\left(t^{*}\right)$ as open circles for those 6 of the 12 representative ions that were transported from the neutral line to the final drift path of interest during our applied model storm (see Figure $2 b)$. Likewise, we plot values of $I\left(t^{*}\right)=\left(3 \mathrm{hr}-t^{*}\right) \times 200$ kV as open boxes for those 5 of the 12 representative ions that were transported from the neutral line to the final drift path of interest during our boxcar idealization of a model storm. Again, agreement with (12) is good only for ions having short transport times ( $t \sim 1.5 \mathrm{hr}$ ) in the boxcar idealization and relatively small values ( $\lesssim 300 \mathrm{kV}-\mathrm{hr}$ ) for $I\left(t^{*}\right)$ in general. However, a smaller fraction of the $\mu=10 \mathrm{MeV} / \mathrm{G}$ ions than of the $\mu=3$ $\mathrm{MeV} / \mathrm{G}$ ions agree well with (12), probably because the effect of gradient- $B$ drift on the transport is greater for $\mu=10 \mathrm{MeV} / \mathrm{G}$ than for $\mu=3 \mathrm{MeV} / \mathrm{G}$.
In view of the good agreement between values of $I\left(t^{*}\right)$ shown by small circles and by corresponding boxes in Figure 5, we infer that (12) will provide a good estimate for the minimum access time (for particles transported most directly inward by mean stormtime $\Delta V$ ) also in this situation. As in the case in Figure 5, however, we expect to find that (12) will not provide a very good access-time estimate for particles that have taken a more circuitous route to the drift path of interest.

## 6. Diffusion and Quasi-Diffusion Coefficients

In contrast to the lower- $\mu$ ions, the transport of highenergy ions with $\mu \gtrsim 15 \mathrm{MeV} / \mathrm{G}$ (cf. Figure 4) resembles radial diffusion. In this section, we make detailed quantitative comparisons of radial diffusion coefficients obtained from our simulations with quasilinear theory [Fälthammar, 1965] to show that the transport is indeed well described as radial diffusion. For cases in which all 12 representative ions are found to have been transported from initially closed drift shells to the final closed drift shell which intersects the dusk meridian at $R=3$, we have computed the $L$ values $L_{i}$ (and $L_{f}$ ) of the respective initial (and final) drift shells in accordance with (9) and have constructed the quantity

$$
\begin{align*}
& D_{L L}^{\operatorname{sim}} \equiv\left(\frac{1}{2 T}\right)\left(\frac{d L_{f}}{d L_{f}^{-1}}\right)^{2}\left[\left\langle\left(L_{i}^{-1}-L_{f}^{-1}\right)^{2}\right\rangle\right. \\
& \\
& \left.\quad-\left\langle\left(L_{i}^{-1}-L_{f}^{-1}\right)\right\rangle^{2}\right]  \tag{13}\\
& =\left(\frac{L^{4}}{24 T}\right)\left[\sum_{i=1}^{12}\left(L_{i}^{-1}-L_{f}^{-1}\right)^{2}-\left[\sum_{i=1}^{12}\left(L_{i}^{-1}-L_{f}^{-1}\right)\right]^{2}\right]
\end{align*}
$$

where $T$ ( $=3 \mathrm{hr}$ ) denotes the "duration" of the main phase of the model storm. The transport coefficient $D_{L L}$ defined by (13) corresponds to the familiar diffusion coefficient obtained in quasilinear theory [Fälthammar, 1965], which applies in the limit $\max _{i}\left|L_{i}^{-1}-L_{f}^{-1}\right| \rightarrow 0$. The quantity $D_{L L}^{\text {sim }}$ is thus a measure of the variance among the initial third adiabatic invariants of particles situated on the final drift shell of interest. We also computed diffusion coefficients $D_{L L}^{\text {sim }}$ from simulations run forward in time by interchanging the indices $i$ and $f$ in (13). The diffusion coefficients $D_{L L}^{\text {sim }}$ obtained from simulations run forward and backward in time are not very different, $80 \%$ of them being within a factor of 1.5 of each other, although they pertain implicitly to different sets of particles.

The resonant-particle formulation [Fälthammar, 1965; Schulz and Lanzerotti, 1974, pp. 81-95] of radialdiffusion theory leads to a diffusion coefficient of the form

$$
\begin{equation*}
D_{L L}=\frac{L^{6} R_{E}^{4}}{4 \mu_{E}^{2}} \hat{E}\left(\frac{\Omega_{3}}{2 \pi}\right) \tag{14}
\end{equation*}
$$

where $\hat{E}(\omega / 2 \pi)$ is the spectral-density of the (quasiuniform) equatorial electric field in the inner magnetosphere and $\Omega_{3} / 2 \pi$ is the particles' drift frequency. Since the strength $\Delta E(t)$ of the fluctuating part of $-\nabla \Phi_{E}$ is given, following (3), by

$$
\begin{equation*}
\Delta E(t)=-\left(\frac{1}{2 L^{*} R_{E}}\right) \Delta V(t) \tag{15}
\end{equation*}
$$

in the equatorial plane at $R \ll L^{*}$, the spectral density $\hat{E}\left(\Omega_{3} / 2 \pi\right)$ could alternatively be written as ( $1 / 2 L^{*}$ $\left.R_{E}\right)^{2} \hat{V}\left(\Omega_{3} / 2 \pi\right)$, where $\hat{V}(\omega / 2 \pi)$ denotes the spectraldensity function of $\Delta V(t)$, which is the storm-associated enhancement in the cross-tail potential drop. The model for $\Delta V(t)$ specified by (4) leads to a spectraldensity function of the form
$\hat{E}(\omega / 2 \pi)=\frac{1}{T} \frac{\tau^{2}}{1+\omega^{2} \tau^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \Delta E_{i} \Delta E_{j} \cos \left[\omega\left(t_{j}-t_{i}\right)\right]$,
where the summations extend over all $N$ impulses (see the Appendix for details of the derivation). The corresponding diffusion coefficient given by quasilinear theory is

$$
\begin{equation*}
D_{L L}^{q l}=\frac{\tau^{2} L^{6} R_{E}^{2}}{16 T \mu_{E}^{2}\left(L^{*}\right)^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\Delta V_{i} \Delta V_{j} \cos \left[\Omega_{3}\left(t_{j}-t_{i}\right)\right]}{1+\Omega_{3}^{2} \tau^{2}} \tag{17}
\end{equation*}
$$

The impulse-onset times $t_{i}$ and $t_{j}$ in our model storm are not quite randomly spaced in time because of our
dead time constraint. A radial-diffusion model in which an infinite number of impulses (with an amplitude distribution symmetric about zero) occur purely at random would lead to a statistical cancellation of the cross terms $(j \neq i)$ in (17). In this case, one would recover a radial-diffusion coefficient of the form found by Cornwall [1968] and quoted by Lyons and Schulz [1989]:

$$
\begin{equation*}
\tilde{D}_{L L}^{q l}=\frac{\tau^{2} L^{6} R_{E}^{2}}{16 T \mu_{E}^{2}\left(L^{*}\right)^{2}\left(1+\Omega_{3}^{2} \tau^{2}\right)} \sum_{i=1}^{N}\left(\Delta V_{i}\right)^{2} \tag{18}
\end{equation*}
$$

The spectral density function $\hat{E}(\omega / 2 \pi)$ corresponding to our model storm (see Figure 2b) is plotted as the solid curve in Figure 6. Its most notable feature is an extreme lack of smoothness [cf. Lanzerotti and Wolfe, 1980]. The spectrum is so variable because the impulse onsets ( $i$ ) in any individual storm modeled by (4) occur at specific times. The dashed curve in Figure 6 represents the "smoothed" spectrum obtained from (16) by neglecting the cross terms $(j \neq i)$ for the same model storm. We have introduced the smoothed spectrum in order to provide a standard of reference, equivalent to that introduced by Cornwall [1968], against which to compare our results for $D_{L L}^{\text {sim }}$ and $D_{L L}^{d l}$ (especially when these differ significantly from each other).

Since $\hat{E}(\omega / 2 \pi)$ does not vary smoothly with $\omega$, the quasilinear diffusion coefficient $D_{L L}^{q l}$ is not a smooth function of $\mu$. The solid curve in Figure 7 represents the variation of $D_{L L}^{q l}$ with $\mu$ for ions on drift shells which intersect the dusk meridian at $R=3$. In order to plot the quasilinear diffusion coefficient as a continuous function of $\mu$, we used the empirical formulas

$$
\begin{equation*}
\tau_{3}=\frac{\left[1+(0.17 / \mu)+\left(0.61 / \mu^{2}\right)\right] \times 10^{4}}{7.9434 \mu-6.9418} \min \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
L=\left[0.335469-(0.03 / \mu)-0.11 \mu^{-5 / 2}\right]^{-1} \tag{20}
\end{equation*}
$$

which we inferred from our steady-state numerical results by setting $\Delta V(t)=0$ in (6) and (7). Diffusion coefficients obtained from simulations run forward (solid circles) and backward (open circles) in time are also plotted in Figure 7 for comparison. Agreement of the diffusion coefficients obtained from the simulations with quasilinear theory is surprisingly good despite the strong variability of $D_{L L}^{q l}$ with $\mu$. We find typically (i.e., in $>80 \%$ of the available cases) that $D_{L L}^{\operatorname{sim}}$ and $D_{L L}^{q l}$ agree within a factor of 4. Quasilinear theory even accounts for the $\mu$ values (e.g., $\mu=75 \mathrm{MeV} / \mathrm{G}$ and $\mu$ $=80 \mathrm{MeV} / \mathrm{G}$ ) at which the diffusion coefficients computed from the simulation are especially small. However, there are still some discrepancies between $D_{L L}^{\text {sim }}$ and $D_{L L}^{q}$, typically at $\mu$ values corresponding to sharp "peaks" or "valleys" in the electric spectral density. Cases in which the quasilinear diffusion coefficient underestimates $D_{L L}^{\text {sim }}$ (e.g., for $\mu=25$ and $80 \mathrm{MeV} / \mathrm{G}$ ) typically correspond to "valleys" in the spectral density. Conversely, cases in which the quasilinear diffusion coefficient $D_{L L}^{q l}$ overestimates $D_{L L}^{\text {sim }}$ (e.g., for $\mu=$ $30,60,90,100,120$, and $150 \mathrm{MeV} / \mathrm{G}$ ) typically corre-


Fig. 6. The spectral density of the electric-field fluctuations in our model storm is plotted (solid curve) against normalized frequency ( $T=3 \mathrm{hr}$ ). The dashed curve represents the "smoothed" spectral density computed as if the same impulses had been uncorrelated with respect to onset time ( $t_{i}$ ) and sign of amplitude ( $\Delta V_{i}$ ). The dashed curve corresponds implicitly to the electric-impulse model considered by Cornwall [1968].
spond to "peaks" in the electric spectral density. For these cases, we find that the smoothed quasilinear diffusion coefficient $\tilde{D}_{L L}^{q l}$ (dashed curve in Figure 7) given by (18) generally agrees better with $D_{L L}^{\text {sim }}$ than does the unsmoothed quasilinear diffusion coefficient $D_{L L}^{q l}$. In view of the extreme lack of smoothness in the spectral density this tendency of $\tilde{D}_{L_{L E}}^{q l}$ to reduce the discrepancies between $D_{L L}^{\text {sim }}$ and $D_{L L}^{b t}$ led us to suspect that an appeal to resonance-broadening might improve upon our quasilinear results for $D_{L L}^{q l}$. The idea was that
a spread in drift frequencies would accumulate among the 12 representative particles as a consequence of their spread in $L$. However, we found that such resonancebroadening only slightly smoothed the sharp minima and maxima in $D_{L L}^{q}$ so that the resulting diffusion coefficients $D_{L L}^{r b}(\mu)$ still differed from $D_{L L}^{\text {sim }}$ by a factor $\gtrsim 3$ in about $20 \%$ of the cases [Chen et al., 1992] instead of by a factor of $\gtrsim 4$ (as found here).

Figures $8 a$ and $8 b$ show comparisons of the diffusion coefficients for model storms identical to that shown in


Fig. 7. Solid and open circles represent values of radial-diffusion coefficient $D_{L L}^{s i m}$ obtained via (13) from time-forward and timereversed simulations, respectively. Quasilinear diffusion coefficient $D_{p L}^{9 l}$ (solid curve) is given by (17) and its "smoothed" counterpart $\tilde{D}_{L L}^{t_{L}^{L L}}$ (dashed curve) by (18) for model storm defined by Figure


Fig. 8. Solid and open circles represent values of radial-diffusion coefficient $D_{L L}^{\text {sim }}$ obtained via (13) from timeforward and time-reversed simulations, respectively. Quasilinear diffusion coefficient $D_{L L}^{q l}$ (solid curve) is given by (17) as an implicit function of $\mu$ for model storms equivalent to that defined by Figure $2 b$ except that the impulse amplitudes in $\Delta V(t)$ have been reduced by a factor of 2 (hence $D_{L L}^{q l}$ by a factor of 4 ) in Figure $8 a$ and by a factor of 4 (hence $D_{L L}^{q l}$ by a factor of 16) in Figure $8 b$.

Figure 2b, except that the impulse amplitudes $\Delta V_{i}$ were reduced by factors of 2 and 4 , respectively. Agreement between $D_{L L}^{q l}$ and $D_{L L}^{\text {sim }}$ improves considerably with the corresponding decreases in $D_{L L}^{q l}$ and $\langle\Delta V(t)\rangle$, as we might have expected. The discrepancies between these estimates of the diffusion coefficients amount typically (i.e., in $>80 \%$ of cases available for comparison) to a factor of $\lesssim 1.3$ and $\lesssim 1.2$ when $\Delta V(t)$ is reduced by factors of 2 and 4, respectively. This agreement is remarkably good in view of the fact that the quasilinear diffusion coefficient $D_{L L}^{q l}$ varies irregularly through 4 orders of magnitude for $15 \mathrm{MeV} / \mathrm{G} \lesssim \mu \lesssim 250 \mathrm{MeV} / \mathrm{G}$. Moreover, the agreement between diffusion coefficients obtained from simulations run forward (solid circles) and backward (open circles) in time improves notably as the impulse amplitudes in $\Delta V(t)$ are reduced. We find in $>80 \%$ of the cases examined that the discrepancy between "time-forward" and "time-reversed" estimates for $D_{L L}^{\text {sim }}$ amount to factors $\lesssim 1.5, \lesssim 1.3$, and $\lesssim 1.15$ for $\langle\Delta V(t)\rangle=180,90$, and 45 kV , respectively: Improved agreement with decreasing $\langle\Delta V(t)\rangle$ is not surprising since the quasilinear diffusion coefficient is formally invariant under time reversal. Quasilinear theory is supposed to approximate the simulated transport better and better as $\Delta V(t) \rightarrow 0$, this being the limit in which the ion populations represented in simulations run forward and backward in time become less and less distinct.

The surprisingly good agreement between $D_{L L}^{q l}$ and $D_{L L}^{\text {sim }}$ which we found for a storm modeled as a quasirandom sequence of impulsive enhancements in the convection electric field has led us to ask whether an even simpler storm model might lend itself to a successful quasi-linear description. As is noted above, we had successfully tested a boxcar representation,

$$
\begin{equation*}
\Delta V(t)=\theta(t) \theta(T-t) \Delta V \tag{21}
\end{equation*}
$$

with $T=3 \mathrm{hr}$, for the description of direct convective access for $\mu \lesssim 13 \mathrm{MeV} / \mathrm{G}$. We thought it might be instructive also to compare the diffusion coefficients $D_{L L}^{\text {sim }}$ and $D_{L}^{q l}$ from the application of (21) with each other and with the diffusion coefficients plotted for $\mu \gtrsim 15$ $\mathrm{MeV} / \mathrm{G}$ in Figure 7. Thus, we have set $\Delta V=200 \mathrm{kV}$ in (21) for the purpose of making these comparisons. We might expect a much poorer agreement between the diffusion coefficients $D_{L L}^{\text {sim }}$ and $D_{L L}^{q l}$ in this latter model for $\Delta V(t)$, but a formal substitution of (4) into (A2) via (16) nevertheless yields (see Appendix)

$$
\begin{equation*}
\hat{E}(\omega / 2 \pi)=\frac{4(\Delta E)^{2}}{T} \frac{\sin ^{2}(\omega T / 2)}{\omega^{2}} \tag{22}
\end{equation*}
$$

Substitution of this spectral-density function into (14) yields a diffusion coefficient of the form

$$
\begin{equation*}
D_{L L}^{q l}=\frac{L^{6} R_{E}^{2}(\Delta V)^{2} T}{16 \mu_{E}^{2}\left(L^{*}\right)^{2}} \frac{\sin ^{2}\left(\pi T / \tau_{3}\right)}{\left(\pi T / \tau_{3}\right)^{2}} \tag{23}
\end{equation*}
$$

upon evaluation of the spectral density at the particle's quiescent drift frequency $\Omega_{3} / 2 \pi \equiv \tau_{3}^{-1}$. The quasilinear diffusion coefficient is plotted as the solid curve
in Figure 9. Because of the sinusoidal factor in the spectral-density function, the quasilinear diffusion coefficient vanishes for $\tau_{3}=T /(n+1)$, with $n=0,1,2, \ldots$. Thus, particles nominally executing an integral number of drift periods during the storm would experience no net diffusion, having been transported as much inward as outward during their $n+1$ complete drift periods. For these cases the diffusion coefficient given by (23) will surely underestimate the actual transport coefficient, since in reality there must be a spread in the stormtime drift frequencies of the representative particles. The actual diffusion coefficient in sych cases could possibly be estimated by averaging $D_{L L}^{q l}$ over an appropriate bandwidth of drift frequencies [cf. Dungey, 1965; Schulz, 1975). Here we smooth $D_{L L}^{q l}$ (perhaps excessively) by replacing the factor $\sin ^{2}\left(\pi T / \tau_{3}\right)$ with its mean value ( $1 / 2$ ) so as to obtain

$$
\begin{equation*}
\tilde{D}_{L L}^{q l} \approx \frac{L^{6} R_{E}(\Delta V)^{2} \tau_{3}{ }^{2}}{32 \mu_{E}^{2}\left(L^{*}\right)^{2} \pi^{2} T} \tag{24}
\end{equation*}
$$

for $\tau_{3} \ll \sqrt{2} \pi T \approx 800 \mathrm{~min}$ (this last inequality being well satisfied for the range of $\mu$ values considered in this study). The dashed curve in Figure 9 represents $\tilde{D}_{L L}^{q l}$. Since the boxcar function in $\Delta V(t)$ specified by (21) is symmetric in time about $t=1.5 \mathrm{hr}$, the diffusion coefficients $D_{L L}^{\text {sim }}$ obtained from simulations run forward or backward in time are equal. We compare diffusion coefficients obtained from the simulation (solid circles) with the quasilinear diffusion coefficient (solid curve) and with the smoothed quasilinear diffusion coefficient (dashed curve) in Figure 9. We find, quite remarkably, that $\tilde{D}_{L L}^{q l}$ actually provides a good estimate (within a factor of $\sim 2$ ) for $D_{L L}^{\text {sim }}$ over the entire range of $\mu$ values for which the uniform enhancement in the convection


Fig. 9. Solid circles represent values of radial-diffusion coefficient $D_{L L}^{\text {sim }}$ obtained via (13) from guiding-center simulations (either time-forward or time-reversed). Quasilinear diffusion coefficient $D_{T L}^{q l}$ (solid curve) is given by (23) and its "smoothed" counterpart $\tilde{D}_{L L}^{4}$ (dashed curve) by (24) for idealized "boxcar" storm model defined by (21) with $\Delta V=200 \mathrm{kV}$ and $T=3 \mathrm{hr}$ (main phase duration).
electric field transports particles entirely among closed drift shells. : We find also (not surprisingly) that the values of $D_{L L}^{\text {sim }}$.for ions at the larger $\mu$ values ( $\mu \gtrsim 90$ $\mathrm{MeV} / \mathrm{G}$ ) is generally greater during an impulsive model storm based on (4) than for a boxcar model based on (21). However, a comparison between Figures 7 and 9 (note the one-decade scale offset) shows little systematic variation between values of $D_{L L}^{\text {sim }}$ deduced from (4) and from (21) for $\mu \lesssim 50 \mathrm{MeV} / \mathrm{G}$.

## 7. Summary and Conclusions

We have used a dynamical guiding-center simulation model to study the stormtime ion transport which leads to formation of the ring current and diffusion in the radiation belts. We have traced representative ions' guiding-center motion in response to model storm-associated impulses in the convection electric field for a range of ion $\mu$ values. Although our simulation results are presented in this paper as pertaining to singly charged ions, the results can be made applicable to multiply charged ions by replacing $\mu$ in all our expressions with $\mu / Z$, where $Z$ is the ionic charge state. By comparing our numerical results with previously formulated limiting idealizations of particle transport (convective access and radial diffusion), we have assessed the limits of validity of these approximations and have encountered several interesting nuances. A summary of our results follows:

1. For ions having drift periods that exceed the duration of the main phase of the storm ( $\mu \lesssim 10 \mathrm{MeV} / \mathrm{G}$, hence $E \lesssim 110 \mathrm{keV}$ at $L \approx 3$ ), their inward transport to form the stormtime ring current is appropriately described as direct convective access [Lyons and Williams, 1980].
2. For ions having drift periods comparable to the duration of the main phase of the storm ( $\mu \sim 10-25$ $\mathrm{MeV} / \mathrm{G}$, hence $110 \mathrm{keV} \lesssim E \lesssim 280 \mathrm{keV}$ at $L \approx 3$ ), there is a transition between direct convective access and transport that resembles radial diffusion.
3. The mean "stormtime" separatrix constitutes an idealized boundary between closed and open particle trajectories for a given $\mu$. The location of the stormtime separatrix relative to the final (closed) adiabatic drift path of interest has implications concerning the type of particle transport encountered. For example, any portion of the final drift shell of interest that lies outside the stormtime separatrix is accessible to particles from previously open drift paths. Conversely, if the final drift shell of interest lies entirely earthward of the stormtime separatrix, then particles must be transported from closed drift paths.
4. For ions having drift periods considerably shorter than both $T$ (the duration of the main phase of the storm), the transport is well described by radial diffusion.
5. The electric spectral density of our model storm is extremely variable and leads to a highly irregular variation of radial-diffusion coefficients $D_{L L}^{\text {sim }}$ obtained from our simulations with $\mu$. The variation is similar to that found from observational data in spectral densities extracted by Lanzerotti and Wolfe [1980] and thus may be realistic.
6. Despite their high variability with $\mu$, the diffusion coefficients $D_{L L}^{s i m}$ obtained from the simulations agree surprisingly well with the quasilinear estimates [cf. Fälthammar, 1965] for $D_{L L}$ at $L \approx 3$ for higher$\mu$ ions ( $\mu \gtrsim 15 \mathrm{MeV} / \mathrm{G}$, hence $E \gtrsim 165 \mathrm{kV}$ at $L \approx 3$ ). Agreement between $D_{L L}^{\text {sim }}$ and the quasilinear diffusion coefficient ( $D_{L L}^{q l}$ ) improves when the impulse amplitudes in the convection electric field are decreased.

An important implication of our study is that lowerenergy ( $E \lesssim 110 \mathrm{keV}$ ) ring-current ions at $L \approx 3$ are freshly injected there from open adiabatic trajectories, whereas the higher-energy ( $E \gtrsim 150 \mathrm{keV}$ ) ring-current population consists of a mixture of freshly injected and previously trapped ions (both having been transported quasi-diffusively to the drift shell of interest). Composition measurements on the ring-current particle population region before and after the main phase of a geomagnetic storm might provide a test of this interpretation.

## APPENDIX:

## CONSTRUCTION AND ANALYSIS OF MODEL STORM

In order to determine a reasonable set of $t_{i}$ for use in (4) to construct our model storm, we have generated 1800 random real numbers between 0 and 100 and have sorted these into 100 bins by noting the integer part of each random number. Although our procedure strictly (rather than just probabilistically, as it should have) constrains the total to 1800 chosen random numbers per 100 bins and thus the mean to 18 chosen random numbers per bin, we have found that the distribution of random numbers among bins is well approximated by a Poisson distribution with a mean of 18 per bin. In other words, the number of bins containing $N$ chosen random numbers is well approximated by $100\left(\bar{N}^{N} / N!\right) \exp (-\bar{N})$ with $\bar{N}=18$. A chi-square test of our distribution of random numbers against a Poisson distribution with $\bar{N}=18$ yields $\chi^{2}=9.50$ for 14 degrees of freedom. The probability $P$ that any alternative distribution of random numbers would have yielded a smaller deviation from the expected bin values for 14 degrees of freedom is $P\left(\chi^{2} \leq 9.50\right)=0.20$ [see Hogg and Craig, 1959, p. 237]. Since this $P$ lies well between 0.1 and 0.9 , the $\chi^{2}$ test can be interpreted as having confirmed a Poisson distribution with $\bar{N}=18$ [cf. Evans, 1955, p. 775].

Each bin represents a 3-hr interval from the ensemble of model storms. Our intent is that, on average, 9 actual impulses (identified by the $t_{i}$ ) should occur during the "typical" main phase, in which case half of the "typical" 3-hr interval would be disqualified by "dead time" from containing a $t_{i}$. We multiply the fractional part of each chosen random number by 180 min and identify the earliest time thus generated in each storm of the ensemble with $i=1$ in (4). Since we impose a 10 -min "dead time" after each $t_{i}$ in (4), we reject subsequent random times that exceed any such $t_{i}$ by less than 10 min . In other words, $i=2 \mathrm{in}$ (4) corresponds to the next random number that exceeds the smallest random number in the same bin by at least $1 / 18$, and so on. Thus, the distribution of actual impulse start times $t_{i}$ is significantly distorted relative to a Poisson distribution with $\bar{N}=9$ [cf. Müller, 1973, 1974], even
though there are 9 impulses in the "typical" 3-hr main phase or 3 substorms $/ \mathrm{hr}$ on average. For example, a Poisson distribution with $\bar{N}=9$ would have yielded 38 of 100 storms with $9 \pm 1$ impulses, whereas we find that 77 of our 100 randomly generated main phases contain $9 \pm 1$ "actual" impulses. Indeed, our distribution corresponds more closely to a Müller distribution, based on a Poisson distribution with $\bar{N}=18$ but distorted by a 10 -min "dead time" [cf. Müller, 1973, 1974], according to which we should have expected 67 of 100 storms to contain $9 \pm 1$ "actual" impulses. A chi-square test of our distribution against a Müller distribution yields $\chi^{2}=4.13$ for 5 degrees of freedom. The probability $P$ that any alternative distribution of random numbers would have yielded a smaller value of $\chi^{2}$ for 5 degrees of freedom is $P\left(\chi^{2} \leq 4.13\right)=0.47$, and so the $\chi^{2}$ test confirms [cf. Evans, 1955, p. 775] that our ensemble of model storms satisfies the appropriate Müller distribution. Since our dead time constraint disqualifies randomly chosen candidate start times that follow too closely upon actual impulses, we find that the spacing between actual impulses tends to be more nearly even than random.

We have constructed our ensemble of model storms to have (on average) 9 impulses with $20-\mathrm{min}$ decay times during a $3-\mathrm{hr}$ main phase, we should have expected the time integral of $\Delta V(t)$ from $t_{1}$ to $\infty$ to be $\sim 600 \mathrm{kV}$ hr . Indeed, the time integral of $\Delta V(t)$ from $t_{1}$ to $\infty$ for our prototypical storm is 594 kV -hr. We have noted above that $\langle\Delta V(t)\rangle$ for our model storm is 180 kV . The ensemble-averaged $\langle\Delta V(t)\rangle$ among the 100 storms that we constructed turned out to be 184 kV . This means that the time integral of $\Delta V(t)$ from $t_{1}$ to $t_{1}+3 \mathrm{hr}$ would have been $540 \mathrm{kV}-\mathrm{hr}$ and $552 \mathrm{kV}-\mathrm{hr}$ for our model storm and the ensemble, respectively, but this 3 -hr interval of integration excludes a significant portion of the final impulse.
Quasilinear radial-diffusion theory [Fälthammar, 1965] requires us to obtain the spectral density function of the electric field associated with the realization of our model storm that is illustrated in Figure 2b. Blackman and Tukey [1958, p. 7] define the spectral density function $\hat{E}(\omega / 2 \pi)$ as follows:

$$
\begin{equation*}
\hat{E}(\omega / 2 \pi) \equiv \lim _{T \rightarrow \infty} \frac{1}{T}\left|\int_{-T / 2}^{T / 2} \Delta E(t) \exp (-i \omega t) d t\right|^{2} \tag{A1}
\end{equation*}
$$

for $-\infty<\omega<\infty$. We need to modify this definition for use in (4) because we regard the diffusion coefficient as a function of time and presume it to be negligible for $t<0$ and for $t>3 \mathrm{hr}$. However, we would not wish to truncate the integral in (A1) at time $t=3 \mathrm{hr}$, since the contribution of the last few impulses to particle transport is not negligible until somewhat later. We truncate our simulations of particle transport during our model storm around $t=6 \mathrm{hr}$ or later, but that choice is quite arbitrary.
There would be no dilemma concerning the appropriate definition of $\hat{E}(\omega / 2 \pi)$ if the dynamical process being modeled were statistically stationary [cf. Blackman and Tukey, 1958, pp. 4-7], but in that case we would not be modeling a storm. We adopt the definition

$$
\begin{equation*}
\hat{E}(\omega / 2 \pi) \equiv \frac{1}{T}\left|\int_{-\infty}^{\infty} \Delta E(t) \exp (-i \omega t) d t\right|^{2} \tag{A2}
\end{equation*}
$$

with $T(=3 \mathrm{hr})$ being the span of time over which impulse onsets can occur, as the compromise appropriate to the present scenario.

The quantity actually simulated in the analysis prescribed by (13) is not the instantaneous $D_{L L}$ but rather its time integral, which corresponds to the ensemble of ion transitions between initial and final $L$ values. We have identified this time integral with $T D_{L L}^{\text {sim. Ac- }}$ cording to the classical analogue of Heisenberg's uncertainty principle, it would not be meaningful to specify $\hat{E}(\omega / 2 \pi)$ as a continuous function of both frequency and time. In effect, however, a comparison of our results for $D_{L L}^{\text {sim }}$ with quasilinear theory would amount to a comparison of $T D_{L L}^{\text {sim }}$ with the time integral of $\left(L^{6} R_{E} / 4 \mu_{E}^{2}\right) \hat{E}\left(\Omega_{3} / 2 \pi\right)$, which we identify via (14) with $T D_{E L}^{q}$. In other words, our division by $T$ in (14) and (A2) amounts to a convention that facilitates comparisons with data which are best interpreted in terms of a time-dependent radial-diffusion coefficient [cf. Lanzerotti et al., 1971; 1978; Lyons and Schulz, 1989], whereas (A2) formally enables $D_{L L}^{q l}$ to be calculated via (14) as a continuous function of drift frequency. For example, the electric-potential model $\Delta V(t)$ specified by (14) leads to a spectral-density function of the form

$$
\begin{align*}
& \hat{E}(\omega / 2 \pi)=\frac{1}{T}\left|\sum_{i=1}^{N} \int_{t_{i}}^{\infty} \Delta E_{i} \exp \left[\tau^{-1}\left(t_{i}-t\right)+i \omega t\right] d t\right|^{2} \\
& \quad=\frac{1}{T} \frac{\tau^{2}}{1+\omega^{2} \tau^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \Delta E_{i} \Delta \dot{E}_{j} \cos \left[\omega\left(t_{j}-t_{i}\right)\right], \tag{A3}
\end{align*}
$$

where the summations extend over all $N$ impulses. The application of (A3) to the model storm illustrated in Figure $2 b$ leads to the spectral-density function shown in Figure 6 and to the radial-diffusion coefficient plotted in Figure 7 as a continuous function of $\mu$.
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