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Summary: 

The ALE/GAGE project was designed to detemtine the global atmospheric lifetimes of the 

chloroflurocarbons CC13F and CCl2F2 (F-II and F-12), which had been identified as the main 

gases that cause stratospheric ozone depletion. The experimental procedures also provided the 

concentrations of CH3CC13, CCl4 and N20. The extended role of the project was to evaluate 

the mass balances of these gases as well. Methylchloroforrn (CH3CC13) serves as a tracer of 

average atmospheric OH concentrations and hence the oxidizing capacity of the atmosphere. 

Nitrous oxide (N20) is a potent greenhouse gas and can also deplete the ozone layer. 

Measurements of these gases were taken with optimized instruments in the field at a 

frequency of about 1 sample/hr. Toward the end of the present project methane 

measurements were added to the program. 

This final report deals with the research of the Oregon Graduate Institute as part of the 

ALE/GAGE program between 4/1/1988 and 1/31/1991 when the project was funded by 

NASA (Project # NAGW 1348). This project, NAGW-1348, continued the measurements 

previously funded under NASA Project # NAGW-280. The report defmes the scope of the 

OGI project, the approach, and the results. The results include: I) A high quality data base 

on the concentrations of the gases mentioned earlier at four locations covering all the major 

latitudinal regions of the earth's atmosphere. 2) A quality assurance that has two aspects. 

First, the demonstration of the stability of the calibration standards so that the concentrations 

and trends that are observed are not affected by experimental artifacts and, second, the use of 

flask samples to independently verify the quality of the real time field data. 3) An 

assessment of the role of sampling frequency on the trends and lifetimes of trace gases. 4) 

The data have been used to establish the trends and lifetimes of the chloroflurocarbons and 

the average concentrations of OH in the atmosphere. 

In this report we have provided a guide to the ALE/GAGE program and the role of the OGI 

group in the program. We have discussed the data and their quality, aspects of the 

information in the data regarding trends and lifetimes, and how to obtain the data for further 

research. 
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I. Introduction 

ll. Objectives and Methods 

The chlorofluorocarbons, particularly CCl3F (F-11) and CCIlFl (F-12), have been known for 

more than twenty years to endanger the stratospheric ozone layer. The major objective of the 

ALE/GA GE project was to determine the atmospheric lifetimes of chlorofluorocarbons F-ll 

and F-12. The project was designed to rely entirely on global atmospheric measurements of 

these two gases to determine the lifetimes. It was well known, before the project started, 

that the lifetimes of these gases were long, perhaps -between 30 - 200 years. While it seemed 

that stratospheric photolysis was likely to be the main removal process, there were many 

other possible sinks that could also remove these fluorocarbons. Many small sinks could add 

up to substantial total annual removal rates. But because all these sinks were small, it was 

practically impossible to obtain accurate estimates of the removal rates from these processes. 

At the same time, only the stratospheric photolysis that released Cl atoms was regarded as 

having the potential for environmental damage by causing ozone depletion, while any other 

process that could remove these gases from the environment would, in effect, prevent the 

destruction of the ozone layer. These other processes, known and unknown, could easily 

affect the calculations of stratospheric ozone depletion from these chloroflorocarbons by a 

factor of two. Therefore, estimates of the lifetimes of these fluorocarbons based only on their 

stratospheric photolysis may not represent the total atmospheric lifetimes or the role of these 

gases in ozone depletion. The ALE/GAGE experiment was designed to overcome the 

difficulty of estimating the total lifetime of the chlorofluorbcarbons without having to account 

for the removal by each process when the nature and removal rates of the individual process 

were not known, and indeed, all the removal processes were not even known. 

To accomplish this task, two main theoretical ideas were formulated. First, that the trend of 

the concentration of a chlorofluorocarbons is a direct index of the lifetime and second, that 

the global atmospheric mass balance could be determined from a few sites carefully chosen to 

be representative of large spatial scales. 
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The idea that the trend was an indicator of the global lifetime is expressed by the following 

equation: 

dC = S _ C 
dt 'T' 

(1) 

where C is the global burden of the gas (grams), S are the emissions (grams/yr), and 't' is the 

lifetime (years). 

The solution of this equation is, assuming that time is taken as zero when the atmospheric 

concentration is nearly zero: 

t 

C = e -'FItJ S(v)e 'IVdv 
o 

By dividing both sides of equation (1) by C, it can be recast as: 

1. dC = ~ 1 
C dt C 'T' 

Substituting Equation (2) into Equation (3) gives: 

1. dC = __ S....:,.(t..:;...) __ 
C dt t f S(v) e1J(v-t) dv 

o 

1 
'T' 

(2) 

(3) 

(4) 

Equation (4) has two significant properties. The left hand side is "concentration scale 

invariant. " 1bat is to say that if the absolute concentration was in error so that the true 

concentration was ~ - (X Cu.- then l/Cwe dCwJdt .. l/Ca- d~dt. So the relative trend 

is independent of absolute calibration. Second, if the emissions were underestimated by 

some fraction, then on the right hand side the effect of this error would also not affect 

Equation (4) - "emissions scale invariance." 
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These two invariance properties of Equation 4 were of considerable practical importance. 

Absolute calibration of the chlorofluorocarbons was extremely difficult to pin down within 

acceptably narrow bands, and to some extent this still remains a problem today. Secondly, 

the estimate of the emissions was uncertain on two grounds. First, it was not clear how much 

emission may occur from countries that did not report their production of the CFCs, most 

notably the former Soviet Union and China. And second, because the release of the CFCs 

occurred many years after they were used in many applications. For example, when the 

CFCs were used in spray cans, the release could occur within a year or so since consumer 

goods are sold during this time. But releases from refrigerators, air conditioners, and foams 

could have mean release time lags of decades to a hundred years. Thus systematic under

estimates (most likely) or overestimates (less likely) would not affect the calculations based 

on Equation (4) because the errors appear both in the numerator and the denominator of the 

right hand side. These were the main arguments for using Equation 4. This has been called 

the "Trend Method" for calculating lifetimes. 

An alternative is to use the mass balance (Eqn. 1) directly and calculate the lifetime that best 

fits the observed concentrations C (from which the trends dC/dt can be estimated) and the 

industrial emissions S. This is sometimes called the "Overburden Method" or the "Global 

Mass Balance." This method is sensitive to errors in absolute calibration and our knowledge 

of the emissions. In practice, more complex versions of Equation (1) or (4) are used to take 

into account atmospheric mixing processes that cause differences of concentrations by 

latitude, height, and, to a lesser degree, with longitude. 
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II. The Project 

11.1 Site Selection, Sampling Frequency, and the Transport Model 

Four sites were chosen, one in each of the four latitudinal semi-hemispheres of the earth. 

First, the choices for ALE/GAGE sites were Adrigole, Ireland (520 N); Barbados (130 N); 

Samoa (140 S); and Cape Grim, Tasmania (420 S), covering the middle and tropical latitudes 

of both the northern and southern hemispheres. Soon afterwards Cape Meares, Oregon, was 

added, mostly as a replacement for Adrigole, which was heavily influenced by emissions from 

Europe. Adrigole did not represent the northern semi-hemispheric mean concentrations, while 

the geography of Cape Meares, Oregon, made it an ideal mid-northern latitude station. At the 

time Cape Meares became an ALE/GAGE station, it was already operational, and automated 

measurements were being taken for our other projects (with R.A.Rasmussen, M.A.K.Khalil, 

and D.Pierotti as principal investigators). The conversion of the site.to an ALE/GAGE 

station was therefore relatively straightforward. At the same time it remained a primary 

station for other funded projects of the Global Change Research Center. When the present 

NASA contract expired, the Cape Meares station continued to operate in support of other 

projects although it has not been a GAGE or AGAGE site. 

In summary, then, the expectation was that real-time or high frequency measurements of the 

chlorofluorocarbons, at these four sites, would provide a complete understanding of the global 

distribution, which would, by the use of a model based on Equation 4, yield an estimate of 

the lifetime of these gases. The lifetime would not depend on absolute calibration or the lack 

of knowledge of emissions from certain parts of the world. 

11.2 Frequency of Measurements 

The trend is highly variable, being a derivative of the measured concentrations. Therefore, 

high frequency measurements were proposed to reduce the uncertainties in the mean trends on 

a monthly average basis. Gas chromotographs with electron capture detectors were selected 
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for the measurements (see Appendix IV for details). These instruments measured not only F-

11 and F-12 but also measured CH3CCl3, CCl. and N20. Since these gases are also important 

to global change science, they were included in the program, although for CCl. and N20 Eqn. 

4 cannot be used since the emissions are not known. During the 1980s, Khalil and 

Rasmussen showed that methane was increasing in the atmosphere. With funding from 

various sources, unrelated to the ALE/GAGE program, they developed the budgets and trends 

of methane. As the research program on methane (CH.) became established, its 

measurements were added to the ALE/GAGE program. 

Since there was no theoretical guide, the initial frequency of measurements was made 1/hr, 

which was the highest frequency that could be achieved with the instrumentation available at 

the time when the project was set up. This frequency was chosen because of the highly 

variable nature of the short-term trends from which the lifetime was to be calculated. High 

frequency measurements reduced the uncertainty of the monthly mean approximately as l/sqrt 

N where N is the number of measurements per month. A high frequency of measurements 

also allows for detecting and eliminating pollution events that cause high concentrations, or 

intrusions of stratospheric air that on rare occasions cause low observed concentrations. 

These pollution events became more frequent as the experiment progressed and the usage, or 

the emissions, of the chlorocarbons, chlorofluorocarbons, and other gases continued to 

increase. 

II.3 The Mass Balance Model 

The model to estimate the lifetimes was designed as a nine-box mass balance with latitudinal 

variations represented by the four semi-hemispheres (with one site in each) and with two 

vertical layers in the troposphere and one layer representing the stratosphere. This was a 

compact model, tightly coupled to the experimental data at the four main ALE/GAGE sites. It 

was also the smallest model that could incorporate the mean motion of the atmosphere by 

Hadley circulation. It included the four main latitudinal regions across each of which the 

atmospheric circulation is slowed by rising or subsiding air movements (Figure 1). 
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Figure 1. Schematic of nine-box two-dimensional model of the atmosphere. Values of the 
diffusion coefficients ~j and inverse advection times V ij are given in Table 1 in Cunnold et al., 
1983, page 8380 (see Appendix V). Atmospheric release of halocarbons is assumed to occur 
directly into boxes 1, 3, 5, and 7. 

This model is written as follows: 

(5) 

Here the fIrst tenn is the transfer of gases by the mean motions of the atmosphere for box i. 

The box gains CFCs or other trace gases from the winds that blow material in from boxes j 

and loses gases by winds blowing materials from box i to boxes j. j is an index representing 

all the boxes with which box i shares a boundary. Similarly, the second term is the effect of 

"turbulent" processes that transfer gas by the gradient of the mean concentrations between the 

boxes (aXij). ~ is the "Input" or source of gases into box i. (It is zero for boxes that do not 

include the surface of the earth.) M j is the mass of air in box i, and 't'j - the lifetime of the 

gas in box i. The lifetime may be infinite in some boxes, in which case this last term is zero. 

An example of a mass balance for a box according to Eqn. (5) is (Cunnold et al., 1983): 
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dX2 5 - 5
V 

- (~X)24 
dt = "3V24X24 +"3 21X21 - ~ 

5 (~X)21 2 Xu -X2 X2 

3 ~l 3 1'. 1"2 

It shows the factor 5/3 and 2/3 required t9 convert for the different masses of air in the boxes 

at the surface compared to those above. 

ffA OGC's Role in the Project 

This project was a collaboration between principal investigators at several institutions. Each 

group had its separate primary role. The groups and principal investigators were Dr. RA. 

Rasmussen from OGC, and when methane was added to the ALE/GAGE program Dr. M.A.K. 

Khalil, also at OGC, joined the research team; Dr. R Prinn of MIT; Drs. D. Cunnold and F. 

Alyea of Georgia Institute of Technology; Dr. P. Simmonds of University of Bristol; Dr. P. 

Fraser of CSIRO in Australia; and Dr. R Rosen of AER, Inc. Many technical staff members 

participated from each of these institutions. 

The Oregon Graduate Institute, then called the Oregon Graduate Center, had four main roles 

and responsibilities in the overall ALE/GAGE project. 

Part 1) Dr. RA. Rasmussen was the chief experimentalist for the ALE/GAGE program and 

was responsible for maintaining all stations and ensuring unifonnity of data quality. 

Part 2) The OGI group was responsible for all calibration standards. This was a major task 

which included : 

a) Making the primary absolute standards. 

b) Making and calibrating secondary standards that were used at all sites. 

c) Detennining the stability of the primary (and secondary) calibration standards. 
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Part 3) The OGI group maintained the Cape Meares and the Samoa stations (two of 4-5 

stations of the network). Moreover, the field technician in-charge (Mr. AJ. Crawford) 

maintained instruments at the other stations as well. 

Part 4) Quality Assurance by collection and of flask samples for the measurements of the 

chloroflorocarbons. The flask sampling provides an independent check for the accuracy of 

the ALE/GAGE data sets. The flask samples are measured on laboratory instruments, not the 

ones that took the automated measurements, and were calibrated against primary laboratory 

standards instead of the secondary standards that were used in the field. The flask samples 

also provide data on other gases that were not· meaSured by the field instruments, and thus 

represented an exploratory component of the project. The ALE/GAGE program had an intent 

to add with high frequency field measurements any other gas that was found by the flask 

sampling program to be potentially important in global change science. 

It is noteworthy that before the NASA funding was provided (for which this report is being 

written) the ALE/GAGE program was fully operational and Dr. R.A. Rasmussen was the 

chief experimentalist. He had fulfilled the following responsibilities that have a direct bearing 

on the present report: 

a) Design and selection of automated instruments for all sites. All instruments were of 

the same brand and number and the same experimental methods were applied to all 

sites. 

b) Set up instrumentation and refine the operations to produce data of precision 

acceptable to the ALE/GA GE program. 

c) Provide training for principal investigators in the program who ran the stations namely 

Dr. Simmonds who managed Barbados (and Adrigole) and Dr. Fraser who managed 

Cape Grim, Tasmania. 

The accomplishment of these tasks is a matter of record, since high frequency and high 

precision data were produced during the time that OGI was involved in the project. These 
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data have been reported in the peer-reviewed scientific literature including the publications 

that are attached in Appendix V and listed in Appendix ill. 

In the rest of this report, we discuss three areas that complete the documentation of the 

accomplishments of the project. These areas are: 

a) A review of the preparation and stability of the calibration standards. (Relates 

primarily to Part 2 above on the role of OG~ secondarily to Part 1.) 

b) The data at the two sites: Cape Meares and Samoa and some features of the data. 

(Relates primarily to Part 3, secondarily to Part 1.) 

c) An analysis of the information content of high frequency ALE/GAGE measurements 

compared to flask samples. (Relates primarily to parts 4 and 3, secondarily to Part 1.) 
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ill. A Review of the Stability of the Calibration Standards. 

The atmospheric concentration is measured using a calibration standard. A sample from the 

calibration standard is analyzed before and after the analysis of each ambient sample. The 

concentration of the trace gas in the atmosphere is determined as: 

C(Atmosphere) = M(Atmosphere) xC(Standard) 
M (Standard) 

where M(Atmosphere) is the "area under the (usually Gaussian) peakH representing the trace 

on the output of the gas chromatograph for the ambient sample, or M could be the "peak 

height." The areas are measured by an electronic integrator. C(Standard) is the "Absolute 

Concentration" assigned to the standard from which the sample is drawn. 

The calibration is perhaps the single most important aspect of ensuring a high quality of data 

and is therefore a fundamental part of the quality assurance program. It has two aspects -

absolute calibration and stability. Absolute calibration refers to the how close the assigned 

concentration of a gas in a tank is to the real concentration of the gas in that tank. Stability 

refers to the potential changes that may occur in the concentrations of a gas in a calibration 

tank over time. If the absolute calibration has a positive error (assigned value greater than 

the real value), it will lead to an underestimate of the atmospheric concentration, and similarly 

if the assigned value is too low, it will lead to an overestimate of the atmospheric 

concentration. For long-lived gases, small errors of the absolute calibration can result in large 

errors of lifetime. The "Trend Method" for estimating lifetimes was chosen to avoid this 

problem (unfortunately, there is a cost for the insensitivity of the lifetime based on the trend 

to absolute calibration - a brief discussion will be provided later in Section V). If a 

calibration standard is found to be too high or too low, all existing data can be easily 

corrected by multiplying it by the appropriate "calibration correction factor." These 

corrections had to be made at certain times during the course of the ALE/GAGE project. 

For the success of any long-term measurement project, the stability is much more important 
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than the absolute calibration. If standard concentrations drift during the comse of the 

experiment, it is difficult to correct the data, since such changes are not linear or systematic. 

Moreover, drifts in the standard concentrations cause errors in the measured trend. Since the 

lifetime is sensitive to the trend, drifts in the standards can lead to large errors in the lifetimes 

estimated by the trend method. Much time was spent, therefore, to ensure that there were no 

drifts in the calibration standards. If any tank is found to have a drift, it is immediately 

discarded. 

The results of periodic analysis of the calibration standards are shown in a set of Figures 2, 3, 

and 4 and are given in Tables 1,2 and 3. The results show that the main calibration tanks 

had no significant drifts. These data also establish the limits and uncertainties associated with 

the long-term stability of the calibration standards. 

The absolute calibration has to be modified by a multiplicative factors as new and more 

refmed methods become available. The original standards were made nearly 20 years ago. 

Since then, there have been improvements in the_ available instrumentation for precise analysis 

and in the purity of the materials available for the making of standards. Recently NIST 

(National Institute for Standards and Technology), formerly the National Bureau of Standards 

(NBS), has released standard reference materials (SRMs) for halocarbons. No such materials 

were available at the start of the project, so all standards used for ALE/GAGE were prepared 

by RA. Rasmussen. These original primary standards, from 1976-1978, were recently 

compared to the NIST SRMs with the following results: x(F-ll) = 0.92; x(F-1l3) - 0.75 

x(CCI..) = 0.72; x(CH3CCl3) = 0.71 where x(gas) is the factor by which the original 

concentrations should be multiplied to arrive at the concentrations that would be consistent 

with the latest NIST SRM. (See also Rasmussen and Khalil, 1986, and Khalil and 

Rasmussen, 1984.) 
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Figure 2. 

Figure 3. 
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Section ID. A Review of the Stability of the Calibration Standards. 

Schematic of nine-box two-dimensional model of the atmosphere. Values of 

the diffusion coefficients tij and inverse advection times Vij are given in Table 1 

in Cunnold et al., 1983, page 8380 (see Appendix V). Atmospheric release of 

halocarbons is assumed to occur directly into boxes 1, 3,5, and 7. 

The stability of trace gases measured in the GAGE program over a 14-year 

period. The graph shows the change relative to the original calibration value as 

Percent Deviation = [1 - C(t)/C(O)] 100%, where C(t) is the concentration in the 

tank at time t and C(O) was the original assigned concentration. 

The trends in the calibration for all gases. The trends are calculated as 11C 

dC/dt x 100%. 

Concentrations of trace gases in the calibration tanks during the last 14 years. 

Note that these concentrations are on the original calibration scale and must be 

multiplied by the appropriate factors in Section ill to convert to current scales. 

Changes in the concentrations of trace gases in the calibration tanks. The 

percent deviations are shown relative to the original calibration values. Data 

plotted in Figure 2. 

Trends in the concentrations of trace gases in the calibration tanks during the 

last 14 years. Data plotted in Figure 3. 
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171 1988 168 168 169 174 173 169 ---- ----=-=-=-I-- ----- \----- - --~ 

1989 171 169 171 17I 17~ 170 171 
- ----c-=_=_ f- - 1---- 1---

1990 170 169 168 17~ 17.§. 167 170 
- -- -- I--- f- /----

1991 170 167 169 11.~ 17~ 166 I--- 166 
1992 

--- f---- --- I----~ -

168 169 170 175 173 169 170 
- - -- --

1993 171 170 171 175 175 169 171 
1----- - ---

1994 170 168 170 174 174 168 170 



Table 1 (2) 

METC 1978 
METC 1979 
METC 1980 
METC 1981 
METC 1982 
METC 1983 
METC 1984 
METC 1985 
METC 1986 
METC 1987 
METC 1988 
METC 1989 
METC 1990 
METC 1991 
METC 1992 
METC 1993 
METC 1994 

CCI4 1978 
CCI4 1979 
CCI4 1980 
CCI4 1981 

---
CCI4 1982 
CCI4 1983 
CCI4 1984 
CCI4 1985 
CCI4 1986 
CCI4 1987 
CCI4 1988 
CCI4 1989 
CCI4 1990 
CCI4 1991 
CCI4 1992 
CCI4 1993 
CCI4 1994 
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ALE - GAGE Long Term Standards 
2/9/95 

141 149 143 138 136 --
146 149 145 139 140 
148 148 144 140 139 
143 147 144 141 138 
145 148 144 140 139 
146 144 144 139 137 
146 148 145 140 141 
145 149 147 139 140 
144 149 146 137 137 
140 148 145 141 139 
142 143 140 136 136 
144 147 146 140 139 
144 149 144 141 140 
146 147 145 141 140 

1----
149 148 146 141 142 

-
147 147 146 140 140 
147 148 147 140 140 

144 147 -146 - 151 151 
---

147 146 146 150 150 
148 146 145 148 152 
145 145 147 149 149 
146 145 146 150 150 
145 144 146 150 151 
145 148 146 152 151 
145 148 147 152 152 
150 152 149 153 153 
141 146 148 152 151 

------

149 143 144 148 150 
147 144 146 150 152 
147 145 147 151 152 
148 146 147 152 152 
149 147 148 152 153 

------

148 145 148 151 152 
148 146 148 151 153 

--

134 144 
143 129 ----
143 130 
142r----131 
144 131 
143 132 
143 133 
143 132 
142 133 
142 131 
138 126 
142 130 
142 132 
144 130 
144 132 
143 131 
144 130 

--

145 146 
145 144 

---

145 143 
146 141 
145 139 
146 138 
145 136 
145 135 
147 133 
144 127 

----

143 125 
144 

--- -

125 
145 123 
146 122 
148 122 

-
119 146 

146 11'7 



Table 2 (1) 
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ALE - GAGE Long Term Standards 

N20 
N20 
N20 
N20 
N20 
N20 
N20 
N20 
N20 
N20 
N20 
N20 
N20 
N20 
N20 
N20 
N20 

F12 
F12 
F12 
F12 
F12 
F12 
F12 
F12 
F12 
F12 
F12 
F12 
F12 
F12 
F12 
F12 
F12 

F11 
F11 
F11 
F11 
F11 
F11 
F11 
F11 
F11 
F11 
F11 
F11 
F11 
F11 
F11 
F11 
F11 

~~--

1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 

% Deviation from 1978 values 
2/9/95 

022 028 020 032 036 
-----

0.00 0.00 0.00 0.00 0.00 
~--- -- -- --- ---~ -- - --- ---- - -~-- ... -

0.90 0.00 0.90 0.00 -0.88 
- -- ----

0.60 -0.30 2.40 -0.59 -0.88 
0.60 -030 

r-----
3.29 

1-- ------
-0.88 -0.88 

------ 1---- -----
0.60 0.30 3.29 0.00 -0.88 
0.90 0.30 4.19 0.00 -0.59 
1.20 

1--
0.00 0.90 0.00 -0.88 

0.90 0.00 0.60 0.00 -0.59 
0.60 -0.30 6.29 -0.29 -0.29 

r--------
0.00 --1~ -0.30 7.49 -0.29 r- -------- 1--

1.50 -0.60 6.89 -0.59 -1.18 
----

-0.59 0.90 0.30 9.88 0.00 
:---~-~- ~------ ----~~-=-

0.90 0.00 10.18 0.00 -1.18 
-.-.-~ ------

0.90 0.00 10.78 0.29 -0.88 
~- -- ---

1.20 0.30 10.78 0.00 -0.88 
---~c-::- --- ---

0.60 -0.30 10.18 -0.29 -0.88 
---- ---==t_ c-------- ---- --------=-

0.90 0.00 10.48 -0.29 -0.88 
--

- - -- ---- --- -=-=-------- -------
1978 0.00 0.00 0.00 0.00 0.00 

004 017 
0.00 0.00 
0.00 0.00 
0.30 0.30 
0.60 0.00 
0.60 0.60 

1--
0.30 0.60 
0.00 0.60 
0.30 - -~ 

0.90 r------
0.90 0.30 

1-- --
-0.30 0.00 

---- - ---

-O~ -0.30 
-- - ---=--=-=-

0.60 0.60 
I--~ 

0.30 0.60 
---" --- -------=--=--=-

0.60 0.30 
0.60 0.60 
0.60 0.00 

1----- --- --
0.30 -0.90 

- -

~------

0.00 0.00 
-1979 

1--- -- - _._-- --

-0.71 0.00 -0.70 0.00 -1.02 0.71 -0.70 
-"-_. -~ ----c-,-

1----- 0.35 1980 0.71 1.06 -1.41 -0.34 -0.34 -0.35 
1981 

--- -~:--I--

-0.71 0.71 0.70 0.00 -1.02 
r--

0.35 -1.05 
-~~-:-- - - --- ---- - ------- ---

1982 -1.41 -0.35 -1.41 -1.37 -1.02 -1.06 -1.75 
-.-~--'.--- "'-

1983 -0.35 0.35 -0.70 -0.68 -1.71 0.00 -1.05 
--6.00 -0.34 

------
0.00 

r---
0.00 1984 0.35 -0.35 -0.68 

1985 -0.35 -0.3S 
~------

0.00 -1.02 0.35 
---~ 

-0.70 -1.75 
:--- - --

1.06 
I-------~ 

1986 -1.06 -1.06 0.00 1.37 -0.68 0.00 
-- ---0.70 -- ------_. 

1987 -0.35 0.00 0.00 -0.34 0.35 -0.35 
---------

1988 0.00 0.00 0.70 -0.34 -1.71 -1.06 -1.05 
-- --- - .---~~ ~~--------

1989 0.00 0.71 -1.06 0.34 -0.68 1.06 1.75 
--- ------- -----::- - --_ .. -_._- --

1990 -0.35 0.71 0.70 1.03 -0.34 0.71 0.00 
--- ------------ --------- ----c:= ---

1991 -1.06 -0.71 -1.41 -0.34 -1.02 -1.77 -1.40 
1992 -----:-0.35 ----------~ -1.37 -1.06 -1.40 -1.06 -1.41 -0.68 

-0:35 
-~ ----- '------

1993 0.35 0.71 0.34 -0.34 1.42 0.70 
---- --- --------- --- --------- -------~ --

1994 1.77 -0.71 1.06 1.03 0.00 1.06 1.05 
-.--,,-- ----~-- -- --- --

- --------- - --------- -- :-- ------=-=-=-
1978 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

-------~ ~- ---- ---- ----- 1------ _._- - - ----c---== ------ ------------=-=-
1979 0.00 0.00 0.59 0.00 -0.57 -0.59 0.00 ._-, 

1980 -0.59 0.00 0.00 -0.57 -0.57 0.00 0.60 
---"-

1981 -0.59 0.60 0.59 0.00 -0.57 0.00 0.60 
-1.18 

:-------- ---- ---- :---------
1982 0.00 0.00 -0.57 -0.57 0.00 0.60 
1983 -1.18 -0.60 -0.59 -0.57 -1.15 -0.59 0.00 
1984 0.59 -0.60 O~OO 0.00 --=0.57 -0.59 0.00 

---- .. _--- ._-_ .. 
1985 0.00 -0.60 0.00 0.00 -0.57 -1.18 -0.60 

-----_._- - --
O~OO 

:------- ,------ -

1986 0.00 0.00 0.59 0.00 -0.59 0.00 
-- -- --- t----

1987 0.00 -0.60 0.00 -0.57 0.00 -1.18 0.00 
1988 -0.59 0.00 0.00 0.00 -0.57 0.00 1.79 

------

1989 1.18 0.60 1.18 1.72 0.57 0.59 1.79 
----- --_."-- - --- ---------

1990 0.59 0.60 -0.59 0.57 1.15 -1.18 1.19 
----

1991 0.59 -0.60 0.00 0.00 -0.57 -1.78 -1.19 
----------- -------- - ~ 

1992 -0.59 0.60 0.59 0.57 -0.57 0.00 1.19 
------ ----- ----- --- .. _-_._.- 1------ -----~-

1993 1.18 1.19 1.18 0.57 0.57 0.00 1.79 
- 0]9 --- --- -

1994 0.00 0.59 0.00 0.00 -0.59 1.19 
- ~---------- 1---- ------- ----



Table 2 (2) 

METC 1978 
METC 1979 
METC 1980 
METC 1981 
METC 1982 
METC 1983 
METC 1984 
METC 1985 
METC 1986 
METC "--- 1987 

METC 1988 
METC 1989 

- ~--~-~-

METC 1990 
METC 1991 
METC 1992 
METC 1993 
METC 1994 --

CCI4 1978 
CCI4 1979 
CCI4 1980 
CCI4 1981 
CCI4 1982 

_r~T 

CCI4 1983 
CCI4 1984 
CCI4 1985 
CCI4 1986 
CCI4 1987 
CCI4 1988 
CCI4 1989 
CCI4 1990 

---------~ 

CCI4 1991 
CCI4 1992 
CCI4 1993 
CCI4 1994 
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ALE - GAGE Long Term Standards 

% Deviation from 1978 values 
2/9/95 

0.00 0.00 0.00 0.00 
c---- 3.55 0.00 1.40 0.72 ---_. --

4.96 -0.67 0.70 1.45 
1.42 -1.34 0.70 2.17 
2.84 -0.67 0.70 1.45 
3.55 -3.36 0.70 0.72 
3.55 -0.67 1.40 1.45 
2.84 0.00 2.80 0.72 
2.13 0.00 2.10 -0.72 

---------

-0.71 -0.67 1.40 2.17 
0.71 -4.03 -2.10 -1.45 
2.13 -1.34 2.10 1.45 

-- -

2.13 0.00 0.70 2.17 
3.55 -1.34 1.40 

f--- - ---
2.17 

5.67 -0.67 2.10 2.17 
----

4.26 -1.34 2.10 1.45 
---

4.26 -0.67 2.80 1.45 

0.00 0.00 0.00 0.00 
2.08 -0.68 0.00 -0.66 
2.78 -0.68 -0.68 -1.99 
0.69 -1.36 0.68 -1.32 

0.00 
2.94 
2.21 
1.47 
2.21 
0.74 
3.68 
2.94 

-
0.74 
2.21 
0.00 
2.21 
2.94 
2.94 
4.41 
2.94 
2.94 

0.00 
-0.66 
0.66 

-1.32 
------

1.39 -1.36 0.00 -0.66 -0.66 
0.69 -2.04 0.00 -0.66 0.00 

---
0.69 0.68 0.00 0.66 0.00 

--------

0.69 0.68 0.68 0.66 0.66 
4.17 3.40 2.05 1.32 1.32 

1------
-2.08 -0.68 1.37 0.66 0.00 

-
3.47 -2.72 -1.37 -1.99 -0.66 
2.08 -2.04 0.00 -0.66 0.66 
2.08 -1.36 0.68 0.00 0.66 

-----
2.78 -0.68 0.68 0.66 0.66 

---_. 

3.47 0.00 1.37 0.66 1.32 
2.78 -1.36 1.37 0.00 0.66 

~-

2.78 -0.68 1.37 0.00 1.32 

0.00 0.00 
- -----

-0.69 -3.73 ---
-0.69 -2.99 

-----
-1.39 -2.24 
0.00 

---... -----
-2.24 

-0.69 -1.49 
-0.69 -0.75 
-0.69 -1.49 

1-------- -- t-
-1.39 -0.75 
-1.39 -2.24 
-4.17 

f--
-5.97 ------- f---

-2:99 -1.39 
t-- -

-1.39 -1.49 
0.00 

- -----------:-:-

-2.99 
0.00 -1.49 

f----
-0.69 -2.24 
0.00 -2.99 

0.00 0.00 
0.00 -1.37 
0.00 -2.05 
0.69 -3.42 
0.00 -4.79 
0.69 -5.48 
0.00 -6.85 
0.00 -7.53 
1.38 -8.90 

-0.69 -13.01 
-1.38 -14.38 
-0.69 -14.38 
0.00 -15.75 
0.69 -16.44 
2.07 -16.44 
0.69 -18.49 
0.69 -19.86 
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Table 3: The stability of primary calibration standards over 16 years 

Tank I 022 028 020 032 036 004 017 

N20 Trend 0.026 0.001 0.009 -0.023 0.021 -0.020 
90% CL 0.036 0.023 0.026 0.026 0.027 0.039 

F-12 Trend 0.046 -0.038 0.027 0.048 0.008 0.006 0.061 
90% CL 0.063 0.057 0.077 0.058 0.047 0.081 0.085 

F-11 Trend 0.075 0.032 0.030 0.048 0.051 -0.023 0.069 
90% CL 0.056 0.046 0.044 0.044 0.047 0.054 0.071 

CH3CC13 Trend 0.090 -0.033 0.084 0.053 0.104 -0.011 -0.052 
90% CL 0.145 0.104 0.098 0.092 0.099 0.092 0.125 

CC14 Trend 0.124 -0.027 0.082 0.068 0.096 0.037 
90% CL 0.126 0.124 0.068 0.081 0.055 0.070 0.090 
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IV. The Data at the Two Sites: Cape Meares and Samoa 

The data are displayed in the sets of Figures 5 and 6. These figures represent clean air 

concentrations (that is to say, without the pollution events) for the period of this project and 

beyond at the two sites we were responsible for. Similar data were obtained at the other two 

(or three) sites, namely Barbados and Cape Grim, Tasmania (and for some periods at 

Adrigole). Data for the other sites are included in the papers in Appendix V and have also 

been reported extensively in other documents produced by the U.S. agencies and international 

organizations dealing with the assessment of Atmospheric Ozone (see. for instance, WMO, 

1985; 1988; 1990; 1991). 

The main points of these figures are: 

1. They demonstrate the success of the experimental program in producing a very high 

precision data set for the main chlorofluorocarbons of interest in the issue of ozone depletion, 

namely F-11 and F-12. And a similarly high quality of data for the secondary compounds for 

the ALE/GAGE project, namely CH3CCI3, CC4, N20, F-l13, and CH4• 

2. The graphs show the rates of change and the changes in the trends. These features can be 

explained by the available emissions data and global mass balance models. The data have 

been used in numerous publications (see Khalil and Rasmussen, 1993). 

3. Since we have demonstrated the high stability of the calibration standards in the last 

section, these data represent accurate trends of the chlorocarbons and the other gases we 

measured. The absolute calibration may still need revisions, but it is not likely to change by 

more than .:t 5% for any of the gases. 

The data plotted are on the original Rasmussen scale and should be adjusted according to the 

factors given in Section ill. 
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Section IV. The Data from Cape Meares and Samoa and Some Features of the Data 

Figure 4. 

Figure S. 

Figure 6. 

The trends in the calibration for each gas and associated 90% confidence limits. 

The concentrations of F-ll, F-12, CH)CCl), eCI., F-l13, N20, and CH. at 

Cape Meares, including the period covered by the project discussed here. The 

data are shown for both the flask samples and the real-time instruments. Note 

that these concentrations are on the original calibration scale and must be 

multiplied by the appropriate factors in Section III to convert to current scales. 

The concentrations of trace gases as in Figure 5, but for Samoa. 
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v. The Atmospheric Lifetimes and Results on Global Average OU. 

V.l Lifetimes by the Trend and Mass Balance Methods 

The atmospheric lifetimes are obtained by using the ALE/GAGE nine-box model described 

earlier in Eqn. 5. In the published papers, Kalman Filtering techniques were used to obtain 

the optimal lifetime consistent with the measured concentrations at all four ALE/GAGE sites. 

These methods are described in detail in the papers by Cunnold et al. (1983) in Appendix V. 

The results of these calculations are summarized in Table 4 at the end of this section. 

To gain a deeper insight into the nature of the lifetime calculations, we performed additional 

calculations (see Khalil, 1994). A simpler model was used, consisting of four latitudinal 

regions (the semi-hemispheres) that is very closely tied to the data with measurements in each 

cell. This model can be derived from the ALE/GAGE model. In this model we defmed the 

variance between measured and calculated values as a weighted average over all four sites: 

We then used a computer program to search for the value of the lifetime that would lead to 

the minimum variance of either the concentration (global mass balance) or the trend (trend 

method). That is to say, the best fit between theory and experiment for the trend or the 

concentration. The main fmdings of these calculations, relevant to this report, are shown in 

Figures 7a and b, and are summarized as follows: 

1) If the trend method is used, the minimum of the variance is not well defmed. The value 

of the variance decreases slowly as the lifetime is changed towards the optimal value. But 

the variance changes extremely slowly as the lifetime is increased beyond the minimum. This 

means that while the method may provide an estimate of the lifetime, and it may provide a 

reasonable lower limit, it cannot provide a reasonable upper limit. While these limits can be 

improved by longer time of measurements, the time it would take to reduce the uncertainty of 

the upper limit of the lifetime is extremely long, and therefore is not practical. 
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2) The overburden method, on the other hand, establishes a well defmed lifetime with 

relatively narrow uncertaines based on the variability of the data. It is, however, sensitive to 

to absolute calibration that, if in error, would cause an systematic error in the optimal lifetime 

and in the uncertainties associated with the calculated lifetime. 

3) The uncertainty of the estimated lifetime is dependent on the lifetime itself. For shorter

lived gases such as methylchlorofonn, the trend method can establish narrow limits of 

uncertainty, but for longer-lived gases the uncertainties are too large to estimate. 

The main implication of this result for the 001 ALE/GAGE project is that the trend method 

is not likely to produce a narrowing of uncertainties in the lifetimes for a long time to come. 

In fact, it may well be that if we continue to rely on the trend method. the estimated lifetime 

will continue to have very large uncertainties. no matter how precise the atmospheric 

measurements and how long the measurements are taken. The longer the measurements are 

taken the less the uncertainty in the estimated lifetime; however, this reduction in the 

uncertainty is very slow for the trend method and other limits to maintaining the accuracy and 

precision of the calibration standards may increase the uncertainties in the estimated lifetime 

during the same time (for additional details see Khalil, 1994). 

V.2 Estimating Global DB. 

Hydroxyl radicals (OH) are a highly reactive gaseous species in the atmosphere. Many man

made and natural gases are removed from the atmosphere primarily by reacting with OH. Yet 

because of its low concentrations and high reactivity. it is extremely difficult to directly 

measure OH in the atmosphere. The measured concentrations of methy1chlorofonn have been 

used for a long time to estimate the effective globally averaged concentrations of OH. The 

idea is that if we know the emissions of methylchloroform and its concentrations and trends. 

then the only unknown in Eqn. 1 is the lifetime, which can be estimated from this equation. 

Assuming that the only process for removing methylchlorofonn from the atmosphere is the 

reaction with OH. we can write: 
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[OR]'" 1 
(Keff'T) 

(10) 

where Keff is the effective rate constant for the reaction of OR with methylchloroform, which 

is measured in laboratory experiments, and 't' is the atmospheric lifetime determined as just 

described by using Eqn. 1, Eqn. 4, or similar more rermed equations such as Eqn. 5. 

The ALE/GAGE measurements of methylchloroform have been instrumental in determining 

the average OR concentrations to a greater accuracy than was possible before. The average 

OR turns out to be about 8 x lOS molecules/cm3
• These results are also reported in the papers 

in Appendix V. 

Figure 7. 

Table 4. 

Section V. Atmospheric Lifetimes and Results on Global Average OR 

The variances as a function of atmospheric lifetime. The variance is the sum 

of the squared differences between measured and calculated concentrations 

(from Khalil, 1994). 

A summary of the lifetimes of halocarbons and other gases estimated from the 

GAGE measurements. 
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Table 4. Estimates of trace gas lifetimes made throughout the ALE/GAGE program. 

Trace Gas 
Lifetime Calculation 

Reference 
years (*) Techniquet 

CFCl3 83 (-27, +73) Trend Cunnold et aI. (1983a) 
70 (-25, +89) Inventory 

CF2Cl2 769 (-688, +00) Trend Cunnold et aI. (1983b) 
69 (-18, +36) Inventory 

CH3CCl3 10.5 (-2.8, +6.2) Trend Prinn et aI. (1983) 
9.8 (-2.3. +4.5) Inventory* 

Co. 50 ( -8, +12) Trend Simmonds et aI. (1983) 
57 (-28, +00) Inventory 

CFCl3 74 (-17, +31) Trend Cunnold et aI. (1986) 
68 ± ? Inventory 

-

CF2Cl2 111 (-44, +222) Trend 
69 ± ? Inventory 

CH3CCl3 6.9 (-0.9, + 1.2) Trend Prinn et aI. (1987) 
6.0 (-0.8, + 1.1) Inventory 
6.0 (-1.0, + 1.4) Gradient 

N20 185 ± 7 to 137 ± 4 Trend Prinn et aI. (1990) 
179 to 164 (± 16) Inventory 

CH3CCl3 4.8 (-0.7, +0.5) Trend Prinn et aI. (1992) 
6.1 (-1.0, +1.4) Inventory* 

6.0 ± 0.4 Gradient 

CFCl3 55 (-11, +17) Trend Cunnold et aI. (1994)§ 
44 (-10, +21) Inventory 

CF2Cl2 256 (-107, +653) Trend 
161 (-72, +672) Inventory 

* 1 a confidence limit 
t "Trend" method: the lifetime is estimated using an optimal aIlocation scheme based 

on the trends at the measurement sites; "Inventory" method: the lifetime is estimated 
by making a total inventory of the trace gas in the atmosphere, and its destruction 
rates; (see Cunnold et aI .• 1983a, for original discussion of these two techniques) 
"Gradient" method: the lifetime is estimated by comparing observed and model 
generated interhemispheric gradients (see Prlnn et aI., 1986). 

:t Called "content" method in this paper. 
§ With new calibration scale SIO 1993 (eo-author R.F. Weiss) 
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VI. An Analysis of the High Frequency Measurements Compared to Flask Samples 

An alternative to the in situ automated measurements is to obtain samples of air in stainless 

steel (or glass) flasks and analyze them in the laboratory. The advantages of the flask 

sampling program are: 1) significantly lower cost, 2) the ability to measure many more gases 

simultaneously and therefore address new and emerging issues in global change science, and 

3) the ability to maintain a stringent control on the stability of the absolute calibration and 

hence the quality of the data. 

There are two ways of looking at the information that the ALE/GAGE type of measurements 

provide relative to the flask sampling programs. The first is to compare the trends and 

concentrations from the flask samples that are taken at the same sites as the "real time" 

automated instruments, and the second is to simulate what the data would be like for various 

types of flask sampling strategies. This simulation is done by selecting small subsets of data 

from the full ALE/GAGE data sets. Such an analysis has been done in detail by Khalil 

(1994) and is briefly summarized here as it relates to this project. 

First we have shown the results of the flask samples collected at the same sites where the 

ALE/GAGE measurements were taken (see Figures 5 and 6 in Section IV). The agreement 

between the two types of data is extremely good for most gases and times. There are 

occasional differences that are being analyzed. For CCl. and N20 there seem to be some 

systematic differences between the flask samples and the ALE/GAGE real time data. We 

believe that the flask samples are correct and may require a readjustment of the "real time" 

data. This establishes a high degree of confidence in the quality of the ALE/GAGE data set. 

As mentioned earlier, the flask sampling provides a "Quality Assurance" for the ALE/GAGE 

data sets. The flask samples are measured on laboratory instruments, not the ones that take 

the automated measurements and are calibrated against primary laboratory standards instead 

of the secondary standards that are used in the field. 
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The second set of figures (Figure 8) is based on the simulated flask sampling analysis based 

on the ALE/GAGE 5-year data set that has been released to the scientific community. The 

project investigated the effect of reducing the sampling frequency on the amount of 

information in the time series as it affects the estimates of trends and lifetimes. The results 

are reported in a series of graphs only for F-12 - but similar results were obtained for all the 

gases. The first graph (Figure 8a) shows the trends of F-12 as the number of data used was 

reduced from all to one set of 3 back to back measurements/year. The graph shows that 

sampling frequencies as low as once per month give nearly the same trends as the full data 

set. As expected, the uncertainty in the estimate of the trend increases as fewer and fewer 

data are used. The statistical theory is discussed in the full report. The nature of the trends 

and uncertainties is shown in Figure 6b for Cape Meares F-12 (similar results are obtained for 

other gases and sites). 

The effects of reducing the sampling frequency on the estimated lifetime of F-12 is shown in 

Figures 9a and 9b. The first is for the trend method (represented by Eqn. 4) and the second 

is for the mass balance method (represented by Eqn. 1). The results show that there is very 

little difference in the lifetimes estimated by using all the data or reduced amounts of data, up 

to about one sample per two weeks. The uncertainties increase as less data are used. For 

sampling frequencies of less than one sample per 2 days, no upper limit for the lifetime could 

be calculated by the trend method. But the lower limit for the lifetime can be calculated for 

much reduced sampling frequencies. This reflects the nature of the trend method as 

previously shown in Figure 4. 

The consequence of these results for the present project are that: 

1) High frequency measurements such as in the ALE/GAGE program, no matter how 

precisely they are made, will not rapidly reduce the uncertainties in the lifetime because of 

the nature of the trend method for estimating lifetimes. 
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2) The length of the time series will also produce a slow reduction of uncertainties in the 

trend method. During the time it takes to reduce uncertainties, other factors may tend to 

increase the uncertainties. 

Section VI. Analysis of High Frequency Measurements Compared to Flask Samples. 

Figure 8. 

Figure 9. 

The effect of sampling frequency on the trends of F-12 (from Khalil, 1994). 

The effect of sampling frequency on the estimated lifetimes of F-12 (from 

Khalil, 1994). 
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VII. Conclusions 

In this final report we have provided a guide to the ALE/GAGE program and the role of the 

OGI group in the program. We have shown that our role has produced the following results: 

1) A high quality, high frequency data base on the time series of CCI)F, C02F2, CH3CO), 

CCI", and N20. These gases play important roles in the global environment (see summary 

and references). Although our specific responsibility was to maintain two of four stations 

(Cape Meares and Samoa), we were also responsible for the uniformity of quality of data 

from all sites. 

2) We have shown the high level of stability of the calibration standards on which the 

quality of the data is based. We have also shown an independent verification of the high 

frequency field data by using flask samples. 

3) We have used the data to show that for most practical applications, the frequency of 

sampling can be reduced substantially without significant loss of information. 

4) Finally, the data have been used for determining the lifetimes and budgets of these gases. 

The use of the data is fully documented in the scientific literature, and we have summarized 

the salient points and attached the relevant publications for completeness. 

Appendix II shows where readers may be obtain the data for their own research and what 

data are included in the archive. 
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Appendix II: Where to Obtain the Data and What Is in the Archive 

The data that are currently available from the archives are described here. These data may be 

obtained from the following address: 

Carbon Dioxide Information Analysis Center 

Oak Ridge National Laboratory 

Building 1000, MS-6335 

P.O. Box 2008 

Oak Ridge, Tennessee 37831-6335, U.S.A. 

(615) 574-0390 

(615) 574-2232 (FAX) 

BITNET: 

OMNET: 

CDP@ORNLSTC 

CDIAC 

INTERNET: CDP@ORNL.GOV 

Data for the other ALE/GAGE sites are also available from the same source and are 

described by Boden et al. 

Reference: Boden et al., Editors. Trends '93. A compendium of data on global change. 
U.S. Department of Energy, Environmental Sciences Division, Publication No. 
ORNLlCDIAC-65, ESD Publication No. 4195. 
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Other Trace Gases and Atmospheric Aerosols 

Atmospheric CFC-ll (CCbF), CFC-12 (CC12F2), and N20 
from the ALE/GAGE network 

R.G. Prinn. R.F. Weiss. F.N. Alyea. D.M. Cunnold. P.J. Fraser. P.G. Simmonds. 
AJ. Crawford. RA Rasmussen. and R.D. Rosen (continued) 

CAPE MEARES 

1979-89 (CFC-ll); 1980-89 (CFC-12 and N 20) 

Trends 
The ALE/GAGE site at Cape Meares, Oregon, U.S.A, was operated under the supervision of 
R.A Rasmussen and AJ. Crawford of the Oregon Graduate Institute of Science and Technology. 
The site is located on the Pacific coast of Oregon, immediately overlooking the ocean -30 m 
above mean sea level. The site initially appeared to receive largely unpolluted Pacific air, but 
pollution episodes increased in more recent years. Measurements for CFC-11 began as part of 
ALE in December 1979. Due to start-up problems, reliable measurements for N20 began in 
March 1980 and for CFC-12 in November 1980. These measurements continued as part of ALE 
through July 1984 and as part of GAGE from September 1983 through June 1989. 

The monthly mean mixing ratio of CFC-ll increased from 169.4 parts per trillion (ppt) in 
December 1979 to 253.9 ppt in June 1989. Cunnold et a1. (1994) reported that the average rate of 
increase of CFC-ll was 8.8 ± 0.1 ppt/year from July 1978 to June 1988. The mixing ratio of 
CFC-12 increased from 326.2 ppt in November 1980 to 481.8 ppt in June 1989. For the period 
July 1978 to June 1988, Cunnold et al. (1994) determined that the average rate of increase of 
CFC-12 was 16.7± 0.2 ppt/year. For both CFC-ll and CFC-12, the trends are highly significant 
(P < 0.00(1). 

The time series of the monthly mean mixing ratios of N20 shows little evidence of an upward 
trend until about mid-1981, after which the mixing ratio begins to increase in a generally linc,lr 
fashion. During 1980-89, the monthly values show a highly significant (P < 0.00(1) trend. The 
monthly mixing ratio increased from 301.1 parts per billion (ppb) in March 1980 to a high of 
309.1 ppb in December 1988 and then dropped slightly to 307.2 ppb in June 1989. For 1980-88, 
Prinn et al. (1990) calculated that the mixing ratio of N20 increased by an average of 
0.94 ± 0.07 ppb/year. No significant periodic oscillation is evident. Throughout the period of 
record, the daily N20 variability is generally larger than at equatorial and Southern Hemisphere 
sites. 

CITE AS: Prinn. Re.. RF. Weiss. F.N. Alyea. D.M. Cunnold. P.I. Fraser. P.G. Simmonds. AI. Crawford. RA Rasmussen. and 
R.D. Rosen. 1994. Atmospheric CFC-ll (CCbF). CFC-12 (CChF2). and N20 from the ALE/GAGE network. pp. 396-420. In 
T.A Boden. D.P. Kaiser. R.I. Sepanski. and F.W. SlOSS (eds.). Trends '93: A Compendium of Data on Global Change. 
ORNL/CDlAC-6S. Carbon Dioxide Information Analysis Center. Oak Ridge National Laboratory. Oak Ridge. Tenn .• U.S.A. 

T r end s '93 ~ 409 
P;{icgN!~ FAG~ BlAf{'K NOT nI)!~: 
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other Trace Gases and Atmospheric Aerosols 

Atmospheric CFC-ll (CCbF), CFC-12 (CCI2F2), and N20 
from the ALE/GAGE network 

R.G. Prinn, R.F. Weiss. F.N. Alyea. D.M. Cunnold. P.J. Fraser. P.G. Simmonds. 
AJ. Crawford, R.A. Rasmussen. and R.D. Rosen (continued) 

SAMOA 

Period of Record 
1978-89 

Trends 
The ALE/GAGE monitoring site in Samoa is located at the National Oceanic and Atmospheric 
Administration (NOAA) station ,1t Clpe Matatula, on a rocky promontory overlooking the 
Pacific ocean -30 m above mean sea level. The ALE/GAGE operation at Samoa through 1Y8Y 
was carried out under the supervision of RA. Rasmussen and A.J. Crawford of the Oregon 
Graduate Institute of Science and Technology. The site is now supervised. by RF. Weiss of the 
Scripps Institution of Oceanography (510). The site receives unpolluted oceanic air almost 
exclusively; during the southern summer, however, conditions during the Northern Hemisphere 
winter often allow air from the Northern Hemisphere to reach Samoa. Measurements at the site 
began in July 1978 and continued as part of ALE through May 1986. Beginning in July 1985, 
measurements were also collected as part of GAGE. After the conclusion of ALE, measurements 
at Samoa continued as part of GAGE through June 1989 and then began again in late 1990. 

The monthly mean mixing ratio of CFC-11 increased from 138.9 parts per trillion (ppt) in 
July 1978 to 240.8 ppt in June 1989. The mixing ratio of CFC-12 increased from 251.1 to 457.8 ppt 
during the same period. Cunnold et a!. (1994) determined that the average rate of increase in 
atmospheric mixing ratios at Samoa from July 1978 to June 1988 was 9.2 ± 0.1 ppt/year for 
CFC-ll and 17.3 ±0.2 ppt/year for CFC-12. For bothCFC-ll and CFC-12, the trends are highly 
significant (P < 0.0001). In addition, annual cycles are evident for both CFC-11 and CFC-12; 
maximum mixing ratios are observed in late summer and minima in late winter 
(Prinn et al. 1983; Cunnold et al. 1994). 

The time series of the monthly mean mixing ratios of N20 is generally linear, except for an 
anomalously large increase during the first 4 months of record. The values show a highly 
significant (P < 0.0001) trend over the period of record. The monthly mixing ratio increased from 
293.8 parts per billion (ppb) in July 1978 to a high of 307.6 ppb in January 1989 to 306.1 ppb in 
June 1989. For January 1979 to June 1988, Prinn et al. (1990) calculated that the mixing ratio of 
N20 increased by an average of 0.91 ± 0.04 ppb/year. No significant periodic oscillation is 
evident. 

CITE AS: Prinn, RG., R.F. Weiss, F.N. Alyea, D.M. Cunnold, P.J. Fraser, P.G. Simmonds, A.J. Crawford, RA. Rasmussen, and 
RD. Rosen. 1994. Atmospheric CFC·ll (CCbF), CFC·12 (CChF2), and N20 from the ALE/GAGE network. pp. 396-420. In 
T.A. Boden, D.P. Kaiser, RJ. Sepanski, and F.W. Stoss (eds.), Trends '93: A Compendium of Data on Global C~nge. 
ORNL/CDIAC-65. Carbon Dioxide Information Analysis Center, Oak Ridge National Laboratory, Oak Ridge, Tenn., U.S.A. 

416 T r end 5 '93 



64 

APPENDIX III 

Publications: ALE-GAGE Program NASA Grant #NAGW-1348 
4-1-88 to 1-31-91 
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Prinn, P.G. Simmonds, RA. Rasmussen, RD. Rosen, F.N. Alyea, C.A. Cardelino, AJ. Crawford, 
D.M. Cunnold, P.I. Fraser, and I.E. Lovelock J. Geophys. Res. 88,8353-8367, 1983. 

The Atmospheric Lifetime Experiment, 2: Calibration. RA. Rasmussen and I.E. Lovelock J. 
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of CFCl3 Data. D.M. Cunnold, RG. Prinn, RA. Rasmussen, P.G. Simmonds, F.N. Alyea, C.A. 
Cardelino, A.l. Crawford, P.I. Fraser, and RD. Rosen. J. Geophys. Res. 88,8379-8400, 1983. 

The Atmospheric Lifetime Experiment, 4: Results for CF2Cl2 Based on Three Years Data. D.M. 
Cunnold, RG. Prinn, RA. Rasmussen, P.G. Simmonds, F.N. Alyea, C.A. Cardelino, and A.I. 
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RG. Prinn, RA. Rasmussen, P.G. Simmonds, F.N. Alyea, D.M. Cunnold, B.C. Lane, C.A. 
Cardelino, and AJ. Crawford. J. Geophys. Res. 88, 8415-8426, 1983. 
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Prinn, D. Cunnold, R. Rasmussen, P. Simmonds, F. Alyea, A. Crawford, P. Fraser, R Rosen. 
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Data. R Prinn, D. Cunnold, R Rasmussen, P. Simmonds, F. Alyea, A. Crawford, P. Fraser, and 
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APPENDIX IV 

Instrumentation 
HP 5840 Gas Chromatograph 

Cape Meares, December 11,1979 - August 1984 
Samoa, July 1, 1978 - May 22,1986 

HP 5880A Gas Chromatograph 
Cape Meares, January 18, 1983 - Present 
Samoa, July 6, 1985 - January 1, 1990 

Enhancements to Instrumentation 
July 1990 - added an analog output board and analog input board to 
Cape Meares HP5880a system. The effect of this ch~ge was 
approximately a 10 fold increase in signal response to the integrator. 
The signal from the SP2100 column and mol sieve column are enhanced 
in this manner. 

Columns 
Porasil D 8' x 114" 
10% SP2100 on Supelcoport 8' x 114" 
Washed Mol Sieve 5a 6' x 118" 

Detectors 
2 Electron Capture Detectors (BCD) 

Frequency Modulated 15 mCi Ni-63 detector 

1 Flame Ionization Detector (FID) 

Flow Rates 
ECD Detectors 

Make up Gas 95% Ar, 5% CH. - 50 mllmin 

FID Detector (on HP 5880A GC only) 
Carrier gas N2 - 30 mUmin 

H2 - 25 mUmin 
60/40 - 300 mUmin 

Operating Conditions 
Isothermal Mode - Oven Temp 50°C 
10% SP2100 Channel Detector Temp 350°C, Injection Port Temp 270°C 
Porasil channel Detector Temp 200°C, Injection Port Temp 270°C 
Mol Sieve Channel Detector Temp 75°C 
Chart Speed 0.3 em/min 



Retention Times 
10 % SP2100 Channel 

F-ll 
F-I13 
CHJCCIJ 
CClt 

Porasil channel 
N20 
F-12 
F-ll 

Mol Sieve Channel 

67 

4.01 min 
5.10 min 
10.23 min 
11.83 min 

2.51 min 
3.57 min 
8.07 min 

CH4 - Calibration 
CH. - Ambient 

18.96 min 
24.16 min 

Data Acquisition System 
IBM PC XT computer 
Custom software written to interrogate HP5880A, download data 
and store to floppy disk. 



SP2100 COLllMN 

? 
(r'" :.:.. S l 
L. 

PORASIL D COLUMN 
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N2 0 
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5.10 F-113 

10.23 CH3CCl3 
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Atmospheric Trends in Methylchloroform and the 
Global Average for the Hydroxyl Radical 

'R. PRINN, D. CUNNOLD, R. RASMUSSEN, P. SIMMONDS, F, ALYEA, 
A. CRAWFORD, P. FRASER, R. ROSEN 

Frequent atmospheric measurements of the anthropogenic compound methylchloro
fonn that were made between 1978 and 1985 indicate that this species is continuing to 
increase signiJicandy around the world. Reaction with the major atmospheric oxidant, 
the hydroxyl radical (OH), is the principal sink for this species. The observed mean 
trends for methylchloroform are 4.8, 5.4, 6.4, and 6.9 percent per year at Aldrigole 
(Ireland) and Cape Mcares (Oregon), Ragged Point (Barbados), Point Matatula 
(American Samoa), and Cape Grim (fasmania), respectively, from July 1978 to June 
1985. These measured trends, combined with knowledge of industrial emissions, were 
used in an optimal estimation inversion scheme to deduce a globally averaged 
methylch1orofonn atmospheric lifetime of6.3 (+ 1.2, -0.9) years (10' unccrtainty) and 
a globally averaged tropospheric hydroxyl radical concentration of (7.7 ± 1.4) X lOs 
radicals per cubic centimeter (1 cr uncertainty). These 7 years of gas chromatographic 
measurements, which comprise about 60,000 Individual calibrated real-time air 
analyses, provide the most accurate estimates yet of the trends and lifetime of 
methy1chlorofonn and of the global average for tropospheric hydroxyl radieallevels. 
Accurate determination of hydroxyl radical levels is crucial to understanding global 
atmospheric chemical cycles and trends in the levels of trace gases such as methane. 

M ETHYLCHWROFORM IS A WNG

lived aonospheric species whose 
only known sources arc anthro

pogenic. It is widely used in industry as a 
solvent for degreasing and in other applica
tions; its global production and use acceler
ated significantly in the mid-1970s as it 
replaced the increasingly regulated solvent 
trichloroethylene: (I). Its concentration has 
rapidly increased worldwide (1-3). This in
crease is of considerable concern because 
methylchlorofonn is a significant strato
spheric source of atomic chlorine and chlo
rine monoxide (4) that can catalytically de
stroy stratospheric ozone (5), and because it 
is one of the greenhouse gases that may 
contribute to future climate change (6). 

The principal recognized aunospheric 
sink for methylchloroform (CH]CCh) is the 
reaction (7, 8) . 

CH]CCh + OH:'" CH2CCI] + H 20 (1) 

The global rate of loss of CH]CCI], which 
can be deduced from its known industrial 
emissions and observed global trends, can be 
used to deduce accurately an appropriately 

R. PrinR, ~[of Earth, Aunosphcric. and Plane
tary SciC11CCS, Massachuscns Institurc of T«l:moIogy. 
Cambridge. MA 02139. 
D. CunnOId and F. AIyca. School of Geophysical Sci· 
mea, Georgia Instirutc of Technology, Adanra. GA 
30332. 
R. Rasmlisscn and A. Crawford.lnstiturc of Atmospher· 
ic Scimccs, Oregon Graduate CeOler. Ikavc:rt<on, OR 
97005. . 
P. Simmnnds, ~OI of Gcochcnlisrn·. Uni",rsiry 
0( aristo!. Bristol. BF8-1TS. United KingJ.lI1l. 
P. Praser. Division of ~hcric Research. C.ommon· 
wealth Scientific and Industrial Research Organi7.adon. 
As~ 3195 VICtOria. Australia, 
R.Roscn, AtmOSphcr!c and Environmental R~arch, 
Inc., C.ambridge. MA 02139. 

weighted globally averaged tropospheric 
concentration for the hydroxyl radical (OH) 
(1-3.8). Knowledge of precise OH concen
trations is crucial because OH is widely 
recognized as the major gas-phase oxidant in 
clean tropospheric air. Thus it plays a central 
role in tropospheric chemistry, including 
chemical destructIon of a wide range of 
species of anthropogenic and natural origin 
that arc important radiarively or chemically 
or both (for example, CO, C~, NO", and 
S02) (9).' 

Since 1978 we have performed frequent 
(4 to 12 measurements per day) real-time 
gas chromatographic measurements of 
methylchloroform at stations throughout 
the world, tirst as part of the Aunosphcric 
Lifetime Experiment (ALE) and (since late 
1984) as part of the Global Aonospheric 
Gases Experiment (GAGE) (I, 10). The 
surface measurement stations are located at 
coastal sites remote from industrial and ur
ban sources and are designed to measure 
accurately the tropospheric trends of trace 
gases whose lifetimes are long compared to 
global tropospheric mixing times (1I). In 
this report we prescnt and interpret ALE
GAGE data obtained over the 7-year period 
from July 1978 to June 1985 which, primar
ily because of the greater number of mea
surements,provide much more accurate de
[cmlinations than previollsly possible (1-3. 
8) of the global trend and atmospheric 
lkstructioll time for methylchlorot(lrm and 
for thc globally averagcd OH concentration. 

Monthly mean volume mixing ratios for 
methylchloroform were computed from the 
approximately 100 to 400 measurements 
made each month at each of the five ALE-
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GAGE stations (Table 1). The.: data are.: se.:asonal cycles diller from those obsc.:rved 
calibrated with a more 'accurate absolute for the Freons or chlorofluoromethanes 
standard than was used previously (12). (17). In particular, Adrigole and Cape 
Each station (or combination of stations in Meares arc out of phase for methylchloro
the case of Ireland and Oregon) is intended form but in phase for the Freons; there is a 
(() be indicative of the air bc.:tween the significant cycle tor the Freons at Point 
surface and a pressure of 500 mbar in the Matatula but not at Ragged Point (17). 
semi hemisphere in which it lies. Objective These differences must be due to differences 
techniques were used therefore to recognize in space and time in the emissions of meth
periods (typically less than a few days in ylehloroform and the Freons. The seasonal 
duration) of local air pollution (1, 10, 13). <-'Yde of methylchloroform at Tasmania has 
These time periods arc not rCjpresented in bc.:en anributed to seasonal cycles either in 
the data reported here but have been ar- OH (3) or in interhemispheric circulation 
chived (14) and used to deduce intormation (1). 
on local sources (15). Detailed information on annual produc-

Greater variability in methylchlorotorm don P(t) and sales S(I) of methylchloroform 
levels is observed at Northern Hemisphere worldwide in year r are available from indus
sites than at Southern Hemisphere sites even try sources (18). Global emissions E(t) are 
after removal of local pollution effects in the computed from these data with the formula 

E(t) = (l - a)fS(t) + a/S(t - 1) 

-= (1 - a - b + flb)f pet) + 
(a + b - 2ab)fP(t - 1) + ab fP(t - ~ 

Here a is the fraction of annual sales 
enters the user's inventory, b is the fra 
of annual production entering the pre 
er's inventory, and/is the fraction of at 

sales to the users mat is released (the rer 
der is destroyed or incarcerated). By 1 

assessments of a, b, and / and their 
uncertainties, which were based on ind 
information (19), we computed E(t) v 
with 20' uncertainties (Table 3). 

To deduce the chemical destruction 
of methylchloroform in the armos( 
from the observed concentrations ane 
above emissions, we used an optimal est 
tion invet'Sion technique (17,20). The· 
nique includes the use of a two-dimens: 
model (eight tropospheric boxes, one u 
atmOspheric box) of the global armosF 

data. TIlis variability is expected on theoreti
cal grounds because of the presence of conti
nental-scale methylchloroform source re
gions (North America, Europe, eastern 
Asia, and Japan) in the northern mid-bti
nldt'S that have no Southern Hemisphere 
.malog (16). After removal of pollution ef
tcers, methylchloroform levels were still 

Table 1. Monthly mean mixing ratios (x) and standar~ deviations (a) observed at ALE-GAGE 
over the perio...! Jul)' 1978 to June 1985. Units arc parts per trillion by volume. for Oregon (bcgir 
September 1983) and Tasmania (beginning July 1981), ALE (HP 5840) and GAGE (HP 5 

slightly greater at Adrigole than at c.'pc 
Meares, probably reflecting higher meth
ylehloroform concentrations in Atlantic air 
compared to Pacific air, which is also expect
ed theoretically (16). Although most of the 
variance in the monthly mean data is associ
ated with real atmospheric variability, there 
are also instrumental contributions associat
ed with detector signal processing and cali
bration tank changes (l, 10). 

The long-term components of variability 
in the monthly-mean mixing ratios Xj mea
sured at station i can be described by an 
empirical model 

Xi = aj + bjt + di + ejrl + Cj cos (21ft) 
+ SI sin (21ft) (2) 

in which 1 is time (in years) measured from 
the midpoint of the record (1 January 1982 
unless otherwise noted). Maximum likeli
hood estimates of the coefficients in Eq. 2 
and their uncertainties (Table 2) arc com
puted with techniques described elsewhere 
(17). Approximating Eq. 2 by using zero
order and fit'St-order Legendre polynomials, 
the mean concentration is al + 4.08 dl, and 
lhe mean linear trend is bj + 7.35 el over dle 
7-year period of the ol>servatiQlls. From the 
mean concentrations it is evident that' a 
strong north-to-south gradient exists. Statis
tically significant negative values for tit at the 
stations indicate that the trends decrease 
with time in a manner consistent with a slow 
approach to a steady state. Significant sea
sonal cycles (described by Ci and SI) are 
evident in the Northern Hemisphere sites 
and in Tasmania but not at Samoa. These 

Year Momh 

1978 
1978 
1978 
1978 
1978 
1978 
1979 
1979 
1979 
1979 
1979 
1979 
1979 
1979 
1979 
1979 
1979 
1979 
1980 
1980 
1980 
1980 
1980 
1980 
1980 
1980 
1980 
1980 
1980 
1980 
1981 
1981 
1981 
1981 
1981 
1981 
1981 
1981 
1981 
1981 
1981 
1981 

7 
8 
9 

10 
11 
12 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Ireland 

)( 

112.1 4.6 
109.8 3.8 
105.8 3.9 
107.4 3.8 
107.7 3.3 

0.0 0.0 
111.4 4.6 
112.7 3.1 
112.2 5.0 
115.4 4.9 
117.2 •. 6 
117.7 5.1 
115.1 5.6 
115.8 5.0 
116.9 5.1 
120.3 4.1 
119.7 5.8 
122.5 5.6 
121.8 6.4 
123.0 5.4 
126.6 5.7 
130.1 6.0 
132.1 5.9 
130.6 6.6 
130.7 5.0 
127.0 •. 7 
124.11 · •. 2 
127.4 4.4 
129.0 3.8 
129.2 4.n 
128.5 5.8 
129.4 4.2 
130.2 4.9 
131.9 3.3 
135.0 4.0 
135.3 4.7 
131.4 6.3 
131.9 5.1 
134.2 "6.5 
134.2 5.4 
134.7 5.4 
137.2 5.4 

Oregon 

x 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

125.4 
127.7 

0.0 
123.9 
126.4 
126.3 
124.1 
120.8 
121.5 
125.4 
132.1 
130.1 
12K.2 
129.4 
133.0 
128.6 
128.9 
129.8 
130.6 
126.4 
126.2 
128.9 
131.0 
I34,3 
135.8 

IT 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
7.0 
4.8 
0.0 
1.9 
2.4 
1.8 
2.4 
2.9 
2.4 
6.2 
6.6 
5.4 
4.6 
4.2 
7.8 
2.9 
2.2 
2.9 
2.2 
3.5 
3.0 
2.8 
3.1 
H 
2.5 

Barbados 

)( 

99.6 
99.5 
94.2 
94.6 
92.7 
99.3 

100.2 
99.8 

100.9 
0.0 

101.7 
99.9 

102.8 
105.7 
99.0 
98.9 

102.8 
105.2 
107.8 
108.5 
112.5 
110.1 
111.0 
113.8 
112.9 
111.3 
109.6 
109.9 
114.9 
11~.4 
114.8 
116.8 
112.6 
117.4 
119.1 
117.5 
120,4 
116.4 
115.9 
116.6 

J16.3 
115.4 

(J' 

5.8 
6.2 
8.2 
8.2 
7.1 
6.7 
7.4 
7.0 
6.9 
0.0 
3.3 
4.6 
6.6 
4.2 
7.4 
5.9 
5.8 
4.1 
5.0 
5.2 
3.8 
3.1 
3.8 
3.4 
4.6 
3.4 
6.6 
6.3 
4.6 
6.2 
4.4 
4.2 
3.8 
5.3 
3.6 
3.4 
3.7 
7.2 
6.2 
5.4 
4.8 
4.2 

Samoa 

)( 

71.1 
72.1 
72.4 
74.2 
74.6 
75.0 
78.0 
75.8 
76.6 
76.2 
77.9 
78.5 
79.7 
81.2 
81.3 
83.0 
85.1 
79.1 
84.0 
86.2 
86.7 
87.1 
88.2 
89.2 
90.S 
91.6 
92.1 
92.5 
94.2 
96.1 
96.7 
0.0 

97.8 
96.2 
95.9 
97.4 
97.4 
99.4 

100.2 
97.8 
97.9 
98.8 

IT 

2.9 
3.4 
2.9 
2.9 
4.2 
5.1 
3.3 
3.6 
3.0 
3.4 
2.0 
0.7 
1.1 
1.7 
1.9 
1.8 
1.7 
4.6 
2.4 
2.6 
2.6 
3.1 
1.8 
1.2 
0.8 
1.0 
1.6 
1.0 
1.8 
3.0 
3.2 
0.0 
1.6 
1.9 
2.3 
1.5 
1.8 
1.0 
1.8 
1.4 
1.7 
2.2 

Tasma 

)( 

68.8 
66.6 
68.5 
70.8 
74.9 
74.2 
73.1 
73.1 
75.1 
76.5 
76.6 
78.1 
77.3 
78.7 
79.8 
80.8 
81.5 
81.0 
80.6 
81.0 
82.4 
82.0 
85.9 
86.8 
87.6 
88.7 
89.9 
90.8 
90.6 
89.4 • 
89.4 
89.7 
91.2 
92.1 
92.8 
93.4 
93.2 
0.0 

93.7 
96.2 
96.5 
97.2 

( 

J 
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ith horizontal surfaces at 100~O~ ~~}t!:r i (21), and A is an unknown differences between the observations and the 
ld 0 mbar and tropospheric vertical sur- dimensionless coefficient by which the thoo- two-dimensional model predictions [that is, 
ces at latitudes 300 N, 00

, and 30"S_ Mean retical estimates are to be multiplied to the residuals that for methylchloroform have 
ivective and eddy diffusive transports in provide an optimal fit between the model a mean standard deviation of 2.4 parts per 
Ie model are specified from meteorological and observed methylchloroform concentra- trillion by volume (pptv)]_ Lower frequen~ 
bservations and an optimal fit to global tions and trends (1). There is also sufficient cies in this spectrum of residuals were fit at'" for the Freons fluorotrichloromethane information in the observations to pennit an with a first-order auto-regressive model 
"ld dichlorodifluoromethane (17); The estimate of the factor a by which our current common to all sites with a correlation of 0.5 
;)(lve methylchloroform emissions are input absolute concentrations should be multi- after 1 month; higher frequencies were; 
Ito the four lower tropospheric boxes in plied to provide the best fit to the emission modeled by assuming that the spectra at 
"Ie model. The chemical lifetime for mem- and station data. Because the two-dimen- each site wete the same as those found in the 
Ichloroform in the upper atmoSpheric box sional model is not capable of accurately residuals between the observations and the 
(; years) is specified fn)m detailed calcula- simulating oscillations a5.'iOCiated with the empirical model (Eq. 2). Becausc both the 
ions in a global thrcc-dimensional circllla- measurement tcdmique (filr example, peri- Adrigolc and C.ipc MC.1rcs stations lie in tilt' 
ion modd (/(i). TIll' lili:time T; in th~' ith odic r~'n~'wal of on-siH- Gllihr;,tion g;\.<;cs) or region from ::\0" to 90"N, the ~·onn·ntr;ltions 
ropospheric box is given by natural mcteorological oscillations on inter- observed at these sitc.~ were combined inm a 

Tj'1 = k;A[OH]; (4) 
annual, seasonal, and shorter term time single timc series in which they overlap in 
scales, the 12-month running mean model time by adding 0.493 times the Adrigole 

mete It; is the temperature-dependent rate predictions are used_ The model is then concentrations to 0.507 times the Cape 
onstant for reaction 1 in box ;, [OH]; is a augmented by two empirical models that are Meares concentrations (this slightly unequal 
Iteoretical estimate of the OH concentra- designed to describe the spectrum of the weighting avoids producing spuriow trends 

because of the different mean concentrations 

lonthly data were combined by weighting equally ALE and GAGE monthly means [0 determine ~, 
and observational time periods at the two 

ld ALE and GAGE individual measurements [0 determine cr. An absolute alibration faaor of 0.8 IS 
sites)_ 

Idudcd. The optimal estimation scheme we used 
(17, 20) was designed to minimize the 

Ireland Oregon Barbados Samoa Tasmania squares of the deviations between the loga-rear Month rithms of the observed (X) and modd-calro-
)( C1 X cr X C1 X cr X C1 

lated (Xc) mixing ratios at time t (months) 
.982 1 132.4 5.8 134.6 1.4 120.3 3.1 99.4 1.4 96.7 1.6 
[982 2 133.8 4.9 135.3 2.9 120.5 3.0 101.8 2.7 96.6 1.5 In X(t) - In Xc(t) = -In a 
1982 3 138.9 6.6 136.4 2.3 120.1 3.0 100.6 1.0 97.0 1.4 

r'n Xc(t - tot) 1982 4 140.9 5.1 139.6 2.1 126.0 3.3 0.0 0.0 98.3 1.6 
1982 5 138.5 5.2 139.0 1.8 123.8 3.8 0.0 0.0 100.1 0.9 - IA(t) - A(t - tot») aA 
1982 6 138.8 3.7 136.9 2.2 124.1 3.0 101.3 1.4 101.4 0.7 
1982 7 138.3 5.5 134.4 2.5 125.6 2.8 ioo.9 1.6 102.2 0.9 
1982 8 134.5 4.6 131.0 2.8 125.0 3.8 102.2 1.7 103.1 0.9 d [aln Xc(t - tot) 

] tot} 1982 9 135.5 5.6 130.6 3.9 121.3 4.9 102.1 1.3 103.3 0.5 +- aA (5) 
1982 10 139.8 5.0 134.5 2.6 119.3 5.2 102.1 1.0 103.9 0.7 dt 

1982 11 142.8 4.2 135.9 2.3 123.1 4.5 101.4 0.9 103.8 0.7 
1982 12 141.4 5.2 138.9 2.2 130.1 3.6 100.9 1.0 103.0 0.5 by continuowly updating the values of atA, 
1983 1 138.2 4.6 137.4 3.6 128.9 3.8 100.2 0.9 102.4 0.5 

and thus a In xJaA in the model. BecauseA 
1983 2 140.5 4.3 137.5 2.0 127.4 3.8 101.8 1.2 102.7 0.9 
1983 3 141.8 3.4 141.6 3.4 125.4 3.0 102.9 1.1 103.2 0.7 and the inverse atmospheric lifetime liT of 

1983 4 145.1 4.1 143.1 3.8 13Q.4 3.0 103.4 1.2 103.7 0.9 methylchJoroform are equivalent variables 
1983 5 150.2 5.5 141.7 2.3 129.0 2.2 104.6 1.2 104.8 0.8 (1), A in Eq. 5 can also be replaced by liT. 
1983 6 146.4 6.2 14l.4 2.2 128.4 3.7 105.9 1.0 105.4 0.7 Estimates of lIT (or A) can be obtained 
1983 7 142.4 3.0 139.4 1.8 130.3 5.2 106.6 1.0 106.6 0.9 

with each station data set alone or all stadon 
1983 8 142.3 3.3 137.1 3.2 129.7 6.0 106.8 1.0 107.2 0.9 
1983 9 139.3 3.7 138.1 3.4 127.0 4.2 1011.2 1.0 107.0 0.7 data sets simultam:ously (Table 4). The csti-

1983 10 141.8 4.6 141.6 2.4 124.7 4.2 107.6 1.0 107.3 0.5 matc of lifctimc obtaincd by using all station 
1983 11 146.2 4.9 143.5 2.1 125.4 5.2 106.6 1.3 107.1 0.6 data and including enUssion trend uncer-
1983 12 147.1 4.6 147.0 3.2 132.1 4.1 109.1 1.8 106.3 0.7 tainty (Table 3) is 6.9 (+ 1.2, -0.9) years 
1984 1 0.0 0.0 143.0 0.5 132.6 2.5 111.6 2.4 105.6 0.6 

(la). The estimate for a is 1.09, which is in 
1984 2 0.0 0.0 147.3 2.7 132.3 3.4 112.6 2.5 105.4 0.6 
1984 3 0.0 0.0 147.2 2.5 135.5 3.1 114.5 5.4 106.0 0.7 satisfactory agreement witl;t our absolute 

1984 4 0.0 0.0 149.3 1.2 131.6 2.3 111.9 3.6 106.5 0.8 calibration uncertaintyof±lO% (la). Rela-
1984 5 0.0 0.0 150.4 1.6 135.8 3.0 109.0 1.4 107.2 1.0 tive: to the lifetime estimates for 3 years of 
1984 6 0.0 0.0 150.4 1.7 136.5 3.4 110.0 0.9 108.4 1.0 

data (I), dlcrc is substantially closer agree-
1984 7 0.0 0.0 147.3 2.9 137.7 4.9 111.0 1.4 109.4 1.0 

ment between thein<iividual site lifetime 1984 8 0.0 0.0 143.4 2.5 139.6 3.8 112.2 1.0 110.5 1.2 
1984 9 0.0 0.0 144.8 3.1 13S.4 4.9 113.2 1.6 110.8 0.6 estimates because of the much better defini-
1984 10 0.0 0.0 149.8 2.1 134.2 3.8 112.6 1.4 112.2 1.9 tion of long-term variability in methylchlor-
1984 11 0.0 0.0 152.0 2.4 132.0 7.0 113.5 2.4 111.8 1.6 oform with 7 years of data. Moreover, all 
1984 12 0.0 0.0 154.1 2.2 139.6 3.4 115.6 3.0 112.1 1.6 

the individual site lifetime. estimates .. are 
1985 1 0.0 0.0 158.4 5.2 140.5 4.3 116.5 5.6 112.3 l.4 

shorter in this repOrt because of increaseS·of 1985 2 0.0 0.0 153.0 1.9 140.8 5.7 117.2 2.3 112.0 1.1 
1985 3 0.0 0.0 155.4 1.7 142.6 3.2 116.4 2.9 112.8 1.4 5 to 10% in the Cscl~~tes of global sales 
1985 " 0.0 0.0 155.8 2.3 140.1 3.i 115.8 1.9 114.6 1.3 between 1979 and 1983 (18). This sensitiv-
1985 5 0.0 0.0 155.7 1.0 144.0 3.1 116.7 2.9 115.6 1.2 

ity of the lifetime estimates to the emisSi~ns 
1985 6 0.0 0.0 155.8 1.6 137.4 2.5 116_5 1.8 116.2 1.2 

during this period was emphasized in pur 
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report (J), which noted that hypothetical form from 10 to 6.5 years. 
changes of up to 8% in the emissionS could 
reduce the estimated lifetime deduced from 
3 years of data on trends in methylchloro-

The above method for dmlTfllning'f 
makes maximum use of the fractional crends 
in the concentration at each site that are 

Table 2. Optimally dctcrmined coefficients (with la uncertainties) in empirical model (Eq. 2) fit to 
data in Table 1. The: mean fractional trends for the 7-year time intervals are given by (hi + 7.35 tl)/(1I1 + 
4.08 til)' 

II; 
hi tI; tj 

&1 Ii Site (pprv (pptv (pprv 
(pprv) year-I) year- 2) year- l ) 

(pprv) (pprv) 

Adrigolc. 135.6 ::!: 0.6 5.1 ::!: 0.8 O.O::!: 0.3 0.1 ::!: 0.3 1.3 ::!: 0.7 -1.4::!: 0.7 
1re:13nd* 

Cabr Meares, 132.9::!: 0.5 4.8::!: 0.8 0.2 ::!: 0.4 0.2 ::!: 0.4 -1.0::!: 0.6 -2.6::!: 0.7 
regon* 

-0.2::!: 0.1 0.17::!: 0.04 0.2::!: 0.5 -1.8 :!: 0.5 Adrigole and 134.3::!: 0.4 5.1 ::!: 0.3 
Cape Mcarest 

0.04:!: 0.04 1.2 :!: 0.4 -1.4:!:OA Raggcd Point, 120.0::!: 0.4 6.1 :!: 0.3 -0.2 :!: 0.1 
Barbadost 

Point Matatula, 99.0:!: 0.6 5.1 :!: 0.5 -0.4 :!: 0.1 0.16:': 0.06 -0.2:!: 0.5 0.1 :!: 0.5 
American Samoat 

Cape Grim, 97.0:!: 0.3 6.0:!: 0.3 -0.5 :!: 0.1 0.07:!: (1.03 0.2:!: 0.3 1.0:!: 0.3 
Tasmaniat 

• Prulll December 1979 through D,.'ccmber 1983. tProm July 1978 through June 1985 . 

Table 3. Global emissions E(t) computed with FA!. 3 and industry data (/8, 19). Units are: 109 glyear 
and uncertainties are: 2a. Also shown are modified emissions computed by adding or subtracting the 
quantity 4.353 times t (where: t is time in years mC3Sured from I July 1980) for the years 1976 to 1985, 
which re:presents the maximum and minimum trends in emissions in the period from 1976 to 1985 
consistent with the 20' uncertainties. 

Erriissions 
Year Emission Uncer-

tainty Maximum Minimum 
trend trend 

1951 0.09 0.01 0.09 0.09 
1952 0.18 0.01 0.18 0.18 
1953 0.88 0.09 0.88 0.88 
1954 0.58 0.23 2.58 2.58 
1955 7.47 0.67 7.47 7.47 
J956 12.55 0.95 12.55 12.55 
1957 18.83 1.37 18.83 18.83 
1958 20.40 1.35 20,40 20.40 
1959 29.11 2.11 29.11 29.11 
1960 35.23 2.39 35.23 35.23 
1961 37.36 2.46 37.36 37.36 
1962 54.22 3.95 54.22 54.22 
1963 54.62 3.58 54.62 54.62 
1964 57.45 4.54 57.45 57.45 
1965 75.37 5.08 75.37 75.37 
1966 105.14 7.39 105.14 105.14 
1967 133.21 8.92 133.21 133.21 
1968 147.07 9.38 147.07 147.07 
1969 156.42 9.90 156.42 156.42 
1970 168.74 10.73 168.74 168.74 
1971 178.54 11.29 178.54 178.54 
11)72 242.12 16.89 242.12 242.12 
1973 319.00 21.76 319.00 319.00 
1974 360.98 23.18 360.98 360.98 
1975 352.58 22.04 352.58 352.58 
1976 4f9.31 19.59 399.72 438.98 
1977 455.50 21.24 440.27 470.74 
1978 476.21 _~~l.17 465.33 487.10 
1979 - - -540.59 25.39 534.06 '547.12 
1980 544.91 25.28 542.73 547.08 
1981 538.68 24.97 540.85 536.50 
1982 510.91 23.65 517.44 504.38 
1983 515.97 23.97 526.85 505.09 
1984 550.03 37.71 565.26 534.79 
1985 581.22 39.84 600.81 561.63 

941\ 

more a"uratcly mc:asureq than the tc 
:ttfflOspherk eoftteflt (which requires kilo' 
edge of ab$9lute calibration). An a1temat 
method for deteffi1ining ,. that invol' 
matching modd and observed contents 
17,20) yields 1''' 6.0 (+1.1, -0.8) ye 
(1(1) based on the 7 years of data a 
includes emission uncertainties. The ( 
crease in the l' estimate by this method fr( 
that obtained from 3 years of data (1) 
almost entirely due to the revision.of ab~
lute calibration for methylchloroform (L 
The calculated atmospheric content w 
2400 x 109 g on 1 January 1982, which 
the midpoint of the 7-year data period; tf 
result is sensitive to our specified time of 
years for mixing between the upper trop 
spheric boxes and the stratospheric box 
our model. 

A third method for determlaling T cor 
pares observed and model-calculated latit 
dinal gradients. If we take into account tf 
uncertainty in the observed latitudinal grac 
cnt that results from uncertainties in the 31 
to 9Oo~ average concentration (exempliti< 
by the difference between Adrigole ar 
Cape Meares III values) and in the concentr: 
tions at the other three stations (Table 2 
we calculate that T = 6.0 (+ 1.4, -1.0) yea 
(1(1). Uncertainties in the latitudinal dist! 
bution of emissions are not included hel 
but are not expected to be a significar 

. source of error. 
By combining all tflree of the above wa} 

of analyzing the data, the beSt estimate of 1 
Tis 0.159 ± 0.026 year-I (1(1); that is, th 
atmospheric lifetime of methylchloroform i 
6.3 (+1.2, -0.9) years (1(1). If we assum 
that 6.3 years is the precise methylchloro 
form lifetime, an alternative inve~ion prob 
lem can be solved in which the emission 
E(t) are the unknowns rather than 1,,. (17) 
In this way, for the seven successive 12 
month intervals beginning July 1978, we 
predict emis.~ion.~ (in units of 109 glyear) 0 

497 ± 41, 553 ± 24,509 ± 20,519 ± 42 
520 ± 50, 574 ± 61, and 583 ± 26. Thc:s< 
generally compare well with emissions fOI 

these intervals deduced from industry data 
(Table 3). 

Our best estimate for lIT = 0.159 :t 
0.026 year-I (or, equivalently,A = 0.661 ± 
0.121) corresponds to a globally averaged 
tropospheric OH con,emraoon of (7.7 :t 
1.4) x lOs radicals an- l (1(1 uncertainties). 
This estimate is much more accurate than 
that derived from the much smaller data setS 

previouSly. available (1-3, 8). Since mcth
ylchloroform concentrations are propor
tional to total air density and since the-rate: 

. of reaction 1 increases with air temperature, . 
this average OH concentration must be 
interpreted as an appropriate density- and 
temperature-weighted average. On the basis 
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Table.4. Litcr.inK e~~iIllJres for methykhlornfi>rlll derived from rrmds in 7 W.lf.' of AI.E·(;A(;E d;lI;! .11 

. cach Slle al~d tor ;111 slfe~ cOlllh!ncd. Unc~rt3il.lfil's ar~ I(r ;1I.ld, in nllllr;lsr ro·IIIKtTI;lillfi.:s ~i\'l:n inl'rinn 
(f aI. (I), 111<'111<1<- a 11"",;11\('(' tor pOll'llllal (lIas(" 01 1Ill' 11111(' .'o(Ti('.s illl'Tr",( frolll thl' \'.Iri.ln,'!' "I' th,' 
individual site Iif<:time estimates. Also given arc liletimes derived ti'Olll globJI atmospheric collten! alld 
from latitudinal gradients. 

Weight 

Reciprocal 
Lifetime 

given 

Case [0 site in lifetime 
(year-I) (years) optimal 

estimation 
of lifetime 

Adrigolc, Ireland and . 0.162 ± 0.016 6.2 (+0.7, -0.6) 0.26 
Cape Meares, Oregon 

Ragged Point, 0.156 ± 0.016 6.4 (+0.7. -0.6) 0.26 
Barbados 

Point Matatula, 0.138 ± 0.017 7.2 (+1.1, -0.7) 0.22 
Samoa 

Cat Gri"}, 0.131 ± 0.016 7.6 (+ 1.1, -0.8) 0.26 
asmanla 

All sites from trend 0.145 ± 0.008 6.9 (+0.4, -0.4) 
All sites from trend 0.145 ± 0.021 6.9 (+1.2, -0.9) 

(with emission trend 
uncertainty included) 

Global atmospheric content 0.167 ± 0.025 6.0 (+ l.l, -0.8) 
(with emission uncertainty 
included) 

Latitudinal gradient 0167 ± 0.031 6.0 (+ 1.4, -1.0) 

Table 5. Optimally Jt'tcnllineJ trop<~'pheric OH concemrations (units ;ne 10' radicals per cubic 
cemimt'tcr and unccrtaintks arc la). GlobJI average tropospheric OH concentratioll is 
(7.7 ± 1.4) x 10~ radicals per cubic centimeter. 

Pressure OH eonc:enrration 

(mbar) 90' to 30'N 30'N [0 O' O' to 30'S 30' to 90·S 

200 to 500 4.8 ± 0.9 9.9 ± 1.8 10.4 ± 1.9 6.0 ± 1.I 
500 to 1000 4.9 ± 0.9 10.4 ± 1.9 9.8 ± 1.8 5.4 ± 1.0 

of the spatial pattern in the theoretical OH 
concentration [OH); we can also compute 
the average OH concentration in each box 
(which equals A[OH);} (Table 5). 

The sensitivity of these results to the 
assumed theoretical spatial distribution of 
OH may be evaluated by repeating the 
calculations with a tropospherically unifonn 
distribution of OH (that is, OH is reduced 
in the tropics and increased in higher lati
rudes relative to the theoretical values). A 
comparison of the twO-dimensional model 
results for nonuniform and unifonn distri
butions shows a dccrcasc in the mOdel 
Northern Hemisphere mid-latitude ineth
ylchIorofonn concentrations by 2.3% be
cause of the substantially increased OH lev
els there. The increase in the model tropical 
lower troposphere is less (only 0.4%) be
cause of the reduction in the OH concentra
&ions there. There is thus a small overall 
decrease in globally averaged mod(';l meth
ylchlorofonn concentrations of 1.4~ for the 
case of uniform OH concentrations. The 

. sensitivity of the globally averaged lifetime 
estimates to the distribution of OH within 
the troposphere is negligible (a decrease in 
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the estimated lifetime T of only 0.1 year is 
<?btained with unifonn OH) except for dle 
lifetime that would be inferred from the 
latirudinal distribution of methylchloro
fonn, which would decrease by approxi
mately 0.3 year}. 

Methane is observed to be increasing 
throughout the world and its global tropo
spheric distribution h3s been measured (22). 
The major tropospheric sink for methane is 
reaction with the hydroxyl radical with a 
rate constant similar to that for methylchlor
ofonn (23). Therefore, the average hydroxyl 
radical concentrations deduced from meth
ylchlorofonn (Table 5) have been used to
gether with observed atmospheric tempera
tures and the global distribution and rate 
data. for methane (22, 23) to calculate an 
average tropospheric lifetime for methane of 
9.6 (+ 2.2, -1.5) years (la). The uncertain
ty in this lifetime does not include uncertain
ty in the rate constants. 
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1.50 in 1977; 96.38, HI, 0.55, and 1.66 in 1978; 
95.70,1.6,0.9, and U in 1979; 95.5, U, 0.9, and 
1.8 in 1980; 95.1, 2.0,1.0, and 1.9 in 1981; 94.7, 
2.2,1.1, and 2.0 in 1982; 94.50, 2,5,1.1, and 1.9 in 
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1983; 94.4, 2.8, 1.1, and 1.7 in 1984; and 94.4, 
2.9, 1.1, and 1.6 in 1985. We assumed the p<=rccm
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Global trends and annual releases of CCl3F and CCI2F 2 

estimated from ALE/GAGE and other measurements 
from July 1978 to June 1991 

D. M. Cunnold, I P. J. Fraser,2 R. F. Weiss,3 R. G. Prinn,4 P. G. Simmonds,s 
B. R. Miller, 3 F. N. Alyea,l and A. J. Crawford6 

Abstract. Thirteen years of Atmospheric Lifetime Experiment/Global Atmospheric 
Gases Experiment CCl3F and CCl2F2 measurements at five remote, surface, globally 
distributed sites are analyzed. Comparisons are made against shipboard measurements 
by the Scripps Institution of Oceanography group and archived air samples collected at 
Cape Grim, Tasmania, since 1978. CCI3F in the lower troposphere was increasing at an 
average rate of 9.2 ppt/yr over the period July 1978 to June 1988. CCl2F2 was 
increasing at an average 17.3 ppt/yr in the lower troposphere over the same period. 
However, between July 1988 and June 1991 the increases ofCCI3F and CCI2F2 in this 
region have averaged just 7.0 gpt/yr and 15.7 Pit/yr, respectively. The rate 'of increase 
has been decreasing 2.4 ppt/yr and 2.9 ppt/yr over this 3-year period. Based on a 
recent scenario of the global releases of these compounds and using the new calibration 
scale SIO 1993, the eqUilibrium lifetimes are estimated to be «:1J and 180:1'fO years 
for CCl3F and CChF2, respectively. Using these lifetime estimates and a two-' . 
dimensional model, it is estimated that global releases of these two chlorofluorocarbons 
in 1990 were 249 ± 28 x 106 kg for CC13F and 366 ± 30 x 106 kg for CC12F2.It is 
also estimated that combined releases of these chlorofluorocarbons in 1990 were 21 ± 
5% less than those in 1986. 

1. Iiltroduction period July 1978 to JUne 1991. The data set also includes 
observations at Cape Matatula, American Samoa (14°S, 

Observed changes in atmospheric ozone, in particular in 171"W). at Cape Meares, Oregon (4S"N, 124"W), for the 
the Antarctic stratosphere, have been established to be period December 1979 to June 1989, at Adrigole, Ireland 
primarily the result of the long-term accumulation of chlo- (52~, 100000, froiD J~y' (978 to oecember 1983, and at Mace 
rofluorocarbons (CFCs) m the atmosphere [Solomon, 1990; Head. Ireland (53-N, 19"Y1>,'frOm'Pebruary 1987 to June 
Anderson et al., 1991]. As a result;a worldwide effort was 1991.' ".:~; ~::','(:~;!~.",':, ........ . 
made to limit the prOduction of chlorofluoroc8rbons [United As a result of sriWl chaiiges in absolute calibration based 
Nations Environmental Programme (UNEP), 1987; World on changing to the Sclip~sJnstitUtion oi'oCeanography (SIO 
Meteorological OrganiZation (WMO), 1988]. By this agree- 1993 scale) standaldS!;aIi:(nl~W estimates of worldwide re
ment, participating' nations wete· reqUired to limit their leases [Alternative' Flui}i;,carbons . Enviroliliienttil Accept
consumption (defined as"prOduction plus'imports minus ability Study (AiEAS)~"imfwhi~h are supported by a 
exports) in 1989 to 1986 levels.·Moreover, by 1994, emis- compilation 'for 1986'by'CiNEP [1990], the atmospheric 
sions are to be reduced to 80% of 1986 levels [Albrltton, lifetimes ~r.ca3P !Utd·.~R9.2~i·have,~n,.rec8Iculated [cf. 
1989]. This paper discusses 13 years of gaS chroinatographlc Cunnold .et aI., l~. >~~~l~~: deriv¢d . fro~.the 
observations of tbechiorofltio1'O¢arbOnS' CCl3F '(CPe-ll) meaSurementS are t)i~n com~ ~nst tIle new worldWide 

~,Cl!l ~~~~t;:=l~~~;,B=~S f~~3i~; ~~:t:==~~~S~~~;~f.:~::::~~t: 
----,... .': ::' :., .,~".: .:,'::':',:,';", ,"':: ;,,,- . ~~. '. . ', ~.' . . the .fhlorofluo~~, ;~~~<4i}~e~a~~,s})here '~r the 

I School of Earth aDd 'Atmospheric 'Scl~eestOeOrJia Institute of emissions cease. The, annual release estiniates are important 
TeChnology, Athi.i1ta:.· '. ",-:,:·;,.,::.~c '.',,'. ':' .... ,.r. '.'!i. ; ,......... fi.o.r.·as'· ses·sin;'.w. orld.Wl,',-.·d. e.'.,\_'Co.··,~~rrm.· .'· .. ·."' .. '··.to .. ·th. ~ .. :MOntreal. .,·.Pro. 00-.. J 

2Divisionof Atmospheric'ReSCalch,:CSIRO:~AspCndale, VictO-...... . - ~~ '. 

ria~~~s~tu~~D of~d~hY;.YDiv~~ty·ofCanfo~, . C9.h.·· ~re,.·:is, ... ~tro.·'.·~'.·:e.1.,:~,:d,;~e.·,,~.:~,'.~·.:tha,;.'''i·.;.'~: .. ~ni;r.ii .. ':«2%) '~hln in . 
La lolla.·· "",' . . . " .,.... . ' . . .' , 

"Center fOf, Global'Change sclence,:MlT. Cambridge, Massachu- Atmosph~ri(:. ;Life#m~,~p¢me~t.(AL~)lG.lo.1>aJ· /t.tmp
letts.':: ,",- '.<' ;;0;:,.",;,,: { ;n·,,·.:,; ;-,·,'''~.}i':'.' .. ~: ...,.'.spheric.9~~.ExPC:;~~Jl~:,,(Q4GE)WJl$ry ~1?ra90n 

s Departmeiit'of J3iogeoehemlstry, : U nivcrsitY.of ,Bristol, ~uned ,~url.ng . PlC~..f~Ws "perj,9(l., .. ldoreo.yer,' . because 
Brr.CetoID'teErnglari.~o·r·~A··tm'~:·osi:·ph·;:'··ef·n';c·::'.i.tuS.:dii';'e;~s".:'~;:'±:';Orad>:';;<:uatej:;'Ins'···· u:;tu·'.t·e·, therebas .. ~ .~,tB.c.tot.9(.app~xlmatdY;;2,in~.in:the 

.' ., V-&"6
V &f atmospheric~~ceQ~Q(l~,()(~~.~01Oftti()~S'9Ver 

~verton. ' .. <~; ".~.: ,:':':'. ,';<~i',~r ::::" :,". ::";';~ ~l~I> ... ' '" ··.this'period, ~o~ti~Jn ~trumen~~spon~ean have 
Copyright 1994 by tI1e.Am~r:icaiJ..qeophyslca1 .. Um.OD . .- importanteffects_on.long-te~trends.IThe princiPal concern 
Paper number 931D02715. '.! :.J' ,:'" :.: in this regard is possible JloiillIiearityin.the response of the 
o 148-0227194193ID-027 15$05.00 , ; . Oregon Graduate Institute (001) instrument -used to assign 
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values to the calibration tanks. Based on a limited set of 
measurements of the nonlinearity of the HP5880A instru. 
ments, some corrections to the values assigned to the 
calibration tanks used at the ALE/GAGE sites were made by 
the 001 team. However, the resulting long-term data set 
contained some inconsistencies. An incremental adjustment 
in calibration in 1987 has been made to both the CCl3F and 
the CCl2F2 time series. These adjustipents are discussed and 
it is shown that the data set presented here is consistent with 
two sets of independent measurements. 

2. Absolute Calibration for,CCl3F and CCI1F1 
The Advanced Global Atmospheric Gases Experiment 

(AGAGE) team is presently engaged in the development of 
new primary calibration scales for all its measurements by 
extending the "bootstrap'; technique used previously at the 
sro to calibrate measurements ofN20, CCl3F, and CCI2F2 • 

This method uses accurately known mixtures of atmospheric 
trace gases at roughly their ambient molecular ratios to 
extend the calibration scales to successively lower concen
trations and emphasizes the use of large volumes of gas to 
minimize measurement and handling errors. The N20 cali
bration scale [Weiss et ai., 1981] is based on the preparation 
of accurate mixtures of N20 in CO2 at ambient ratios of 
about 9 x 10-" and on accurate measurement of CO2 at 
ambient levels [Keeling et al., 1976]. Thus CO2 is the 
bootstrap gas for N20. In turn, the CCl3F and CCl2F2 
calibrations [Bullister, 1984; Bullister and Weiss, 1988] are 
based on accurate mixtures ofCFCs in N20 at their ambient 
ratios, diluted in CFC- and N20-free "zero airu to near
ambient N20 levels and calibrated by measuring the result
ing N20 concentrations. Thus N20 is the bootstrap gas for 
the CFCs. In this way standards in the 10-11 concentration 
range can be prepared from mixtures with minor/major 
component ratios greater than 10-". Because the errors in 
the determination of CO2 are much less than for N20 and the 
errors in the determination ofN20 are much less than for the 
CFCs, the calibration results are not significantly penalized 
by the additional steps uSed in this method. 

MeasurementS of CC13F and CCl2F2 by-the sro group 
have been repOrted on the'sro 1984 [Weiss et al., 1985] and 
sro 1986 [Bullister arid Weiss, 1988] calibration scales. 
These scales are baSed on CFClN20 mixtures prepared 
volumetrically (using the Virial equation of state for nonide
ality corrections) and dihit.ed to near-ambient concentration 
levels by introducingallquots . of these mixtures into si-
1anized aluminutn high-pressure cylinders using an all-metal 
high vacuum system. 

At the beginning of AGAGE an effort was made to use the 
same apparatus to prePafe . ambient-level standards for the 
less volatile CC12FCClF2 (CFC-1 13)~but the results showed 
unacceptably poorprecision(order 5%) which we have since 
demonstrated to be due to the adsorption of small amounts 
of this compound (order 10-5 cm3 STP) onto the walls of the 
high vacuum system during the introduction of aliquots of 
the CFClN20. mixtures. To solve this problem, we con
structed _ a separate system to introduce aliquots of the 
CFClN20 mixtures directly into the primary standard cylin
ders using a high-pressure gas chromatography sampling 
valve which reduces the surface area exposed to the iqiected 
aliquots by about 2 orders of magnitude, hasnocunftushed 
"dead volumes, " and is never exposed to pure CFCs. Using 

this system, we are able to obtain highly reproducible results 
for all the AGAGE halocarbons, including the three least 
volatile compounds CCI2FCCIF2 , CH3CCl3 (methyl chloro-
form), and CCl.c<c~bon tetI!tchl<?ride) .. ',' .. ,' < , . f".' 

The least volatile AGAGE halocarbons are also not SUit-
able for gas phase volumetric. caIibrati9n because., their vapor 
pressures are lo~ and' their 'n~~deaIities have' 'not been 
determined' with sufficient. accuracy. We have therefore 
developed a gravimetric method for preparing haJocarbonl 
N2()oiiXtures, in which rohghIy 10-2 to 10-1 g quantities of 
the pure halocarbon components are weighed in sealed glass 
microcapillary . tubes (and roughly.: 109 quantities of the 
diluent N~O are deteilnine<i byweiShlng the prepared mix
tures in O.8-Lstainiess st~l C8ni~tei-s. The AGAGE primary 
s~daids' 8reA~en' P~P~.~?~L., ~ec~p~sh_ed: stainless 
steel high~p~~ cy~ders, to wh!~lqo torr ~fwater vapor 
are added to iDlubit the degradation of CCl .. and CH3CCl3 
which we ,and otliers [ef; YokOhaia etal., 1985] have 
observed in mY con,t8ine~.;j:1ot CCI3F .and CCl2F2 we have 
observed no measurable drifts in sro primary or secondary 
standards stored'in e.ither siianiZed aluminum or electropol-
ished stainlesS steei cylin4erk.:.· '. . 

The AGAGE prirDai-Y Can6nltlons are still in progress, and
the details of these' tediniqueSaod tlieir results will. be 
discussed in a separate publication. However, we are suffi
ciently CQn1ident that 'ourprogfCSS to ,date constitutes a 
significant improveme~t over our preVious methods to re
lease 3 new 810 1993 calibration scale for CCI3F and 
CCI2F2 • The atmospheric CC13F and CCI2F2 results in this 
paper are therefore reported on the sro 1993 calibration 
scale. The units are dry air mole fractions. 

The SIO 1993 scale for CC13F and CCI2F 2 is based on 
seven independent primaiy standards prepared using gravi
metric CFClN20 mixtures. The gases used in these stan
dards had quoted purities of ~.9% for CCI3F, 99.97% for 
CCl2F2 (both Aldrich, Cheinical), and 99.99% for N20 
(Matheson). The diluent zero air (Air Products) was further 
purified of all detectable ~ oftbese CFCs and N20 using 
a molecular sieve 13X ~ at, :-78"C. Chromatographic 
comparisons among these standards showed precisions of 
sqmdard preparatlon(expressed as relative standard devia
tion (rsd» of O.2O%"for .CC13F.,and 0.14% for CCI2F2 • 

Comparisons between. standards prepared using gravimetric 
CFClN20 mixtures and standards prepared using volumetric 
CFClN20 mixtures sh~wed no .significant differ:ences, but 
the SIO .1993 scale:ls based o~yon .. the gravimetric values 
because this method gives JUPer precisions. 

The SIO 1993 scale lw been compared to the SIO 1986 
and sio 1984 scalesforthesc:i cOmpounds by the direct 
chromatogi'aphiccomp8riSon ~f primary standards. Values 
reported on the SIO 1986 scale'llUlY be converted to the sro 
1993 scale (see Table'l) by dividing by 1.0251 for CCl3F and 
0.9874 for CCI2F2• To convert from the SIO 1984 scale to the 
SIO 1993 scale, divide by 1.021 for CC13F and 0.984 for 
CC12F2 • _ 

We expected better agreement between the sro 1993 and 
the SIO 1986cahbration scales. For both CCI3F and CCI2F2 
these shifts are somewhat greater th!lJ1 our combined esti
mates of systematic uncertainties (see Table O. We have 
investedfOnsiderable effort to understand these discrepan
cies. ForCC1]F, comparisons between new standards pre
pared with the same canister of Linde pure CCI3F used for 
the earlier SIO standariis'and those prepared with the new 
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Table 1. Comparisons of Oregon Graduate Institute (OGI) and Scripps Institution of Oceanography (SIO) 
Calibration Standards for CCI3F and CCL2F 2 

ALE/GAGE 
Systematic Ratio of Systematic Ratio of Publications 

Uncertainty Standard Standard] ncertainty Standard Standard Using This 
Basis of of to SIO Error of of to SIO Error of Standard As 

Standard Reference Comparison Standard 1993 Comparison Standard 1993 Comparison Reference 

SIO 1993 In preparation, 0.008 
1993 

1.000 0.005 1.000 this paper 

SIO 1986 Bullister and: direct primary 0.013 1.0251 0.001 0.005 0.9874 0.001 Cunnold 
.Weiss [1988] standard [1992], but 
. 'j 

comparisons see section -3 

001 1987* this paper, no' 
(l993) 

five GAGE 0.02 1.036 0.003 0.02 - 0.977 0.004 not used; see 
-$tandard calibration text 
made; see gases S -00 1, 
text S-003, G-

006, G-008, 
andG-013 

" (1991-1992) 
OGI1980 Rasmussen three OGI 0.02 1.055 0.004 0.02 0.962 0.005 Cunnold et al. 

and calibration [1983a, h, 
Lovelock gases (1984) 1986] 
U983] 
,-

Measureme~ts were peqormed at SIO and are reported as the mean ratios to the SIO 1993 calibration scale values (see 
text). Comparlsons betweeJi OGI and SIO scales were carried out with three OGI calibration standards in 1984 (Weiss et aI. 
[1985], the values reporte4':here differ slightly from those published in 1985 because of imprOVed data fitting procedures and 
use of the SIO,-1993 scale)'and with five Global Atmospheric Gases Experiment (GAGE) calibration standards in 1991-1992 
(see text). AL~, Atmospll~ric Lifetime Experiment. - -_ _ _ -

*The OGI 1987 scale refbrs to the measurements after August 1987 prior to the a<ljustments discussed in section 4. . .~ 

{ " 

Aldrich pure CQ3F show ~t the Linde-based standards are 
systematically :~.8% lower in CCl3F concentration. This 
difference is well.outside ~e 0.2% precision of the standard 
preparations and strongly ~uggests that the Linde CCI3F is 
contaminated be,low its quoled purity of99.9%. We attribute 
the _remaining t:CI3F disCrepancy of about 1.7% to the 
adsorption of GCl3F in th~ high vacuum system, as was 
found for CC12FCCIF1. '):CI3F is more volatile than 
CCl2FCClF2 arid less voia@e than CCI2F1, and the preci
sion obtained fQf CCI3F.in ihe older calibrations (1.9% rsd) 
is significantly pOorer than for C02F2 (0.7% rsd), so the sign 
and magnitude of this discrepancy and the improvements in 
precision are :~consistenl with, this explanation. While 
there are seve~possible-e1planations for the smaller and 
opposite-sign dt$crepancy '" the C02F1 caltoration, we 
~ve not yet -i~fi~~~_ i.~ ,.?use.;~ -;~~~pr _ tl,te _marked 
unprovements i!J:"our p~ Calibration procedures, we 
estimate the- sys~matic uncertainties of the SIO 1993 sCale 
as 0.8% for CaiF imd 0.5% for CC12F2~ - ,,_,0_.-,:" '--':: <: 

All of the SIO~)rromatOgnlphic standard comparisons and 
SIOatmospheri~~03F and ca1Fz measurements reported 
here bav~ been ~rrected Jor lnstrumeriial nonlinearities as 
determined- at, th~- time,of tliemeas~Dlents(Bullister and 
Weiss;'!988]. Wi.'1Ul~C_~-eO~ed-thc. ~yo~:these 
COITCCtionsby.ijijectlng and,trappmg fixed-volume aliquots 
of standard gas;",t :variabl~pressure.':as:-determin~ 'by: a 
high-preci$ion:P.8roscientific quartz pressure ',gauge.' CCljF 
sensitivity tends,~tQ _ increase with increasing Concentration, 
while CC12F1 -se~sitivity tends to decrease with increasing 

,- -

concentration. Typical-Calibration curves are shown by 
Bullister and Weiss [1988]. i-'.:-

The relationships between CC13F and CCl2F1 calibration 
gases used in the ALFJGAGE program and the SIO 1993 
calibration scale -are summarized in Table I. The original 
ALE Calibration -paper:[Rasmussen and Lovelock, 1983] 
describes an ALE-working standard (based on earlier cali
bration work atOGI); arid : an absolute calibration scale 
(based on exponential dilution 'imdcoulometry) which we 
shall refer to as the:OGI-1980 scale. To obtain 001 1980 
values, ALE workirii standard values are multiplied by 0.96 
for~Ca3F,and,byO.95'for,Ca2F2. ALFJGAGE databases 
have'traditionally heen'liiaintained on the ALE working 
standard' SCale,' whitcFprevlous .. ALElGAGE :CC13F and 
C01F1 papers [Cunnold ~I al.,1983a, h, -1'86] have been 
based ()n the OGII980~sc8le: Table 1 also shows the results 
ofa ConiParison of CCljF and ca2Fi in subsamples ofthi-ee 
OGI pririUiry suUidaids measUred at SIOin-1991--1992. It is 
evident-that between 11~.and .1991 i thecalibnwon start
dards; '8gamst' Whlch-1he::AL£tGAGE-measUrements-have 
beeir'referericedj-! -b8ve~shitted downw.ro by abojJt;.1 i8% -hi 
-CCI3F 8nchipWard~by·iabOud.6%inCalFl; We:shall refer 
to the post-I987~ctata1~ihaving:been measured_on the OGI ' 
1987 scale. -'lbcSe-Bhift$-,bav,e :been removed Cromthe'I\LFJ 
GAGE data reported -jQ 'ithis:J,apC{'(the:procec:ltire used to 
remove them 1s deschOed in;section 4).-" :_, __ ~~'1;::; :'-'f.:; ':"-' 

,-The SIO 1993 scale is~proximaiely-equal to the Univer
sityofToKYo 'SCa!e'for;CCljF [cf.Frastr-et' al.,'1993]biit 
gives approximatCly:l % ,larger Concentrations' of CClz F 2: i 

J 
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3. Atmospheric Lifetime Experiment (ALE)! lar, the average E for all the instruments equaled 0.03 ± 0.02 
Global Atmospheric Gases Experiment (GAGE) (where the error bar isthe standard dt;vjation qfE differences 
Data From July 1983 to June 1991 between the sites). 

The systematic differences between the CCl3F Sand P 
The first five years (1978-1983) of CCl3F and CCl2F2 column measurements on each instrument and during each 

measurements have been discussed by Cunnold el al. calibration tank usage period have been ,removed in the 
[1983a, b, 1986]. Over the next sev~ral years the aging'of" reported GAGE 'data by the following procedure: at sites 
the gas chromatographs necessitated a change in instrumen- where one CQlumn was measured to, be ~ubstantially more 
tation with the Hewlett Packard HP5840A instruments being linear than the' other, an adjustment factor, which was 
replaced by HP5880As. The date of this change varied from constant over, each calibration tank usage period, was ap
site to site, but in each case, a minimum of 3 months of plied to the measurements on the more nonlinear column. 
simultaneous measurements with bOth instruments was'Col- This factor'was eqUal to the mearf,ratio of the' CCI3F 
lected to ensure a smooth transition. This transition from the measurements on the two columris'i,ver the individual pe
ALE program to the GAGE program included a change from riod. This procedure was used at Cape Grim (where e for the 
four to twelve atmospheric samples analyzed per day. CCl3F S and P columns had measured values of -0.19 and 0.02, 
measurements continued to be made on both the silicone (S) respectively) and Raggedl>oint (for which the E values were 
and the Porasil (P) columns of each instrument and the uncertain but were clearly !arger on the'Porasii column). At 
CCl2F2 measurements were obtained, as before, on the Cape Meares and Cape MatatuIa the measured E for the two 
Porasil channel. columns were slightly larger than 0.1 but, fortuitously, were 

The only extended period of missing GAGE data occurred approximately equal and of opposite sign. Equal and oppo
at Cape Grim and was the result of a faulty Nafion drier site adjustment factors over individual calibration tank peri
which allowed water containing local contamination to enter ods were applied with each factor being equal to one-half the 
the instrument from February 19 to May 4, 1987. The mean ratio between the tWo column measurements over the 
affected data have been removed from the data set. As in period. At Mace Head the tCl3F responses were found to be 
previous analyses, data which have been influenced by local approximately linear and no adjustments were made to the 
pollution and identified by simultaneous increases of several data. Because of these adjustments the two columns of 
gases, particularly CCI3F, CCI2F2 , and CH3CCI3, have been GAGE CCl3F measurements are less independent than they 
filtered out of the data set prior to analysis. This filter was were durini the ALE measurements. 
responsible for removing approximately one third of the data Following these adjustments, the average nonlinearity in 
collected at Adrigole and Mace Head and occasional periods the GAGE measutements of CCI3F is E = 0.01 ± 0.03. No 
at the other sites. adjustments for this residual nonlinearity or the small non-

Because of a lack of availability of new calibration gases linearity in the CCI2Fz have been made in the ALE/GAGE 
between 1985 and 1987 (calibration tanks have since been data. Since the identification of nonlinearity effects in 1988, 
obtained from a new supplier) a number of old calibration efforts have been made to ensure that the contents of 
tanks were recycled to the field sites without being refilled. calibration tanks are within 10% of the mean local ambient 
As a result, and because of the steady increase in ambient air concentrations during the measurement period at each 
concentrations, around 1987 there were a number of periods site. ' 
of observation during which substantial concentration differ- Possible nonlinearity in the OGI instrument used to assign 
ences existed between the calibration tank and the ambient the values to the calibration tank contents is particularly 
air samples. During these periods. systematic differences critical for assessing long-term trends. This instrument was 
between CCl3F-derived air concentratlons on the two col- mcluded in the nonlinearity tests made in 1988 and yielded E 

umns Were obtained, with the differences (up to 15 ppt) being = -0.03 for the s column for CCl3F and E == 0.02 for CCl2F 2' 

found to be approximately propOrtional to the ambient! Because these 8 values are smaIl and the estimates are only 
calibration tank concentration differences between the cali- approximate, the possible uncorrected nonlinearity effects 
brationgases and the ambient air. Different sensitivities to inherent in the reported ALE/GAGE measurements is con
~these differences were noted at each observing site. This sidered to be the average of those for all the instruments, 

.' . :problem was i<f:entified as ,a nonlinearity in the response of i.e., 8 = 0.01, ± 0.03 for CCI3F and e = 0.03 ± 0.02 for 
"', ithe electron' capture detectors (EGD) of the HPS880A to CClzF2 (all uncertalnities given in this paper are ±lu). 

, CCl3Pconcentrations. " , , 
", ' ' ',nonlinearity was' 'approXIniately eval~ated for the 
'r~~t each site by measurements using eight ftasks 

; ~~tb a;nutge' of a factor between 2 and 3 in the dilutions of 
,CC1,R.and ~!her'OAG~.~es. Under the 'assumption that 

;~'~tho;nOn1inearity,~~!"strum~.ilt response (R) is expressed in 
.thefonnR,-~, '. whereXcisthe concentration of the gas 
sample",values"o(e (and tI) .weredetermined. It waS found 
that the ~5~As w~~quit!' norilinear in their responses to 
CCI)F ,~atiOD~~' With the degree of nonlinearity varying 
from one IDstrumentlECD to another. The measured values 
of e wete found to be consistent with the GAGE ambient 
CCl)F measurement differences on the silicone (S) and 
Porasil (P) columns at each site. For the other GAGE gases 
the E values were small (sO.05) and for CChF2, in particu-

4. Long-Term Trend Uncertainties 
The success of any long-term measurement depends upon 

the investigators' ability to-consistently reference the mea
surements against calibrated standards. As has 8IreadY been 
indicated, based on' Table 1, a change or shift in the 
secondary (or tertiary) standards occurred sometime be
tween 1984 and 1991. A number of calibration tanks used in 
the field were teu-sed several times between 1978 and 1987 
without being refilled. Before each reuse, the concentrations 
of CCl3F and CCl2F2 in each tank were reassigned at 001 
based upon comparisons against the secondary and tertiary 
standards. The history of these assigned concentrations 
provides a test of the consistency of the calibration proce-
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Figure I. The ratios of different Oregon Graduate Institute 
measurements of the saine air samples to the first measure~ 
Plents over th~ periOd i97~1987. Succeeding measurements 
of. the air In the ume Atm9spheric Lifetime ExPeriment! 
_Global Atmospheric Gases E!xperiment (ALFlGAGE) cali
bration tanks hav~ been joined by straight lines. (Top) CCI3F 
and (bottom) CCI2F2. . 

dote between 1978 and .i987; Figure 1 shows temponil ~ 
variations in the assigned coneentiations divided by die 
concentration assigned lit the ume. of the 6Tst measurement 
for a numbc:r of gases. While small drifts (:sI%j may have 
occulTed hefoic 1987 t birger upward diif'tsare seen i.O 1987 
and obvious. probiems (not shoWn> are evident in the 001 
GAGE calibration R«otds after this time. :i. '.. 

, The problem. at drifting' secondjiry and/or tertiary stari
~s was recognized by iheGAGE team in 19$7 and 1988. 
The av/iililble Calibration tetords prior to 1989, have been 
ilnalyied arid one of us (Al.C.) Undertook: aninvestig8.tion 
bfibe Cq,F- and.¢Ci2Fi~SIgnCd .values and the stan~ 
i.gainst wJUch thcy.:were refereilced.Cori'ected eqncentra
ti~ns weteobtam~ ~d A;J."C.~·ilssun:iedrespoIiSibilitY tor 
proVidfua PsooJiceiitrations for the tank$ uscer in.l9ss and 
t989 .. De!lpiie.the.efi'o~ nWie~:it ·apPeUs:iliat· these. ~ 
eoncentratibns \vert·not ondieSain~c81ibi-ation scaIe. This 
problem·prObably~sef,rom clianges in ,the worlcing Rta~ 
tionship tliat. e~sted between the GAGEt~ and 001 in 
1987':'1989; and we are ootlsequently less sure of the eonsis-

tency of the calibration in this period than at other times. 
Since 1989, the 001 responsibility for providing calibration 
gases to the GAGE team has been taken over by CSIRO 
(p.I.F.) and the tanks have been filled at Cape Grim under 
"baseline" conditions, when the wind was from the south
western quadrant. Continuity of calibration since 1989 has 
been maintained by using three calibration gases, which 
were assigned values on the 001 1987 scale, as reference 
standards. 

We interptet Table 1 as indicating that the 001 1987 sCale 
and the original 001 1980 scaie are differeht, with the 001 
1987 sc8Ie being approximately 1.8% lower for CCI3F and 
1.6% higher for CCl2F2• Based oil the secondary calibration 
history illustraied in FigurC I and the available calibration 
records, prior to September 1,1987, the ALFlGAGE CCI3F 
aiid C02F2 val~es reported here are based on the calibration 
gas concentratio~s assigned by OGI. However, after Sep
tember 1, 1987, the OGI 1987 values mUltiplied by 1.018 for 
CCI3F and divided by 1.016 for CCI2F2 are used. (Actually 
th~ final values assigned to the gases in a calibration tank are 
a mean of the vatues measured at OGI just prior and jl,!st 
after its use at a field site. For those tanks whose fidd stay 
included September 1, 1987, an average of the 001 1980 and 
the OGI 1987 value has been used.) this procedure obvi
ously removes the discrepancy !Shown in Table 1. (The time 
series reportedbyCunnold· (1992] consi!lt of the original 
COiF2 series divided by 1.017 after September I, 1987, and 
the CCI3F sen~swithout the 1.8% adjustment.) We shall 
now show that these adjustments produce time series with
out any obvious discOntinuities and Which 8gree with avail
able independent measurements. 

Table 2 shows a companson of the mean values of CCI3F 
and CCl2F2 during the ALE to GAGE overlap periods when 
both the HP5840A and the, HP5880A were being used. At 
Cape Grim, Tasmania, ~s period of coMmon measurements 
iasted 41 months; the differences iri olean, trend, and curva
ture are shown for thi$ periOd (see equation (i». Ai the other 
sites the overlap period is short and ooly the mean Values are 
compared. The er:ror bars are base<! on tyPlcai standard 
deviations when the tj-year tinie series are fitted by this type 
cif mcideI..The. only. difference which is S~c8nt at the 95% 
confidence lever '1s inCCl;F at Cape . Meares. Overall, 
however, the differenceS-are cOnsistent' Wllli dic' error bars, 
excePt ,peibap$ for the ciirVture terms.'· , r .. .,:.. 

Figures 2 and 3 show·the reSUlts oft"epeatiDg the eaIcula
tions·Usaf in gener:8#ng FJgiue i but nowuSlDgthe acljusted 
data. Only C:8h"bratlon gaSes ·Whlch were remeas~ over an 
intetvaI cxceeamg oj yeiits'havebeeli 'inclUded to these 
figUres. The ~ttorithalvesof eaCh ~ ~.how the means of 
the cWves cont8iriCd m th~ top partS of. the ii8ur&.to allow 
for the' pOssibility 'that 'drit\s oyer the· fitst few years have 
been masked by'thcdHl'erent times9fJnitiai c8l.ibration, 
separate curves .are'8lSo ihoWnfOr thQ~'~ Whl.Ch were 
firit DieaStlrCd before: lUiy;l980' and :.tho$e gasesfiiSt.inea
soled 8ftCr thisdm~;These,cUrv~stiggest:·that 'therePortCd 
CajF.arid ro2F2\t1me.;seiie~cOii!8in Q9 ~ hi ciili'b.!ition 
·exeeedi!i8approXhriatelY o.5.%beforeJ987/;::~:;:" :.,.;: "' . 

. tJDfortUnatCly.~therewere ilO'~ ~pi1ot-tol~ that 
wei'e'~ after'l987. 'HoWe~er,:~y ~Diation·gues 
were "assigoeCi·c8tibi'ations \00' :b()th., the :001 -.1980 and· the 
001 .1987 sc8.Ie~:-:OiJt 'iuPPositioilllia(tllcn:cXiSl$:an 'offset 
between the·twoooI scates:on september i, .1987, may be 
tested by Comparing the value~' aSsi8Ded t>efore and after this 
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Table 2. . ALE (HP5840A) and GAGE (HP5880A) Overlap Periods and Mean 
Ratios (ALFlGAGE) of the Measured Concentrations during These Periods 

ALE/GAGE Means 

Site. .Period 

AdngolelM:aee He~d. 
Cape Meares, Oregon
kagged_ Point, Barbados 
Cape Matatula, American samOa 

9/87-1188 
9/83-7/84 
8/85-4/86 
7185-5186 

l.002 ± 0.007 
l.OB ± 0.005 
0.998 ± O.OQ~ 
0.995 ± 0.005 
l.001 ± 0.002 

1.009 ± 0;009 
1.005 ± 0.006 
1.(j04::t 0.0Q6 
0.997 ± 0.006 
0.998 ± 0.003 caPe Grim, TaSmarua' . I 2is 1-6185 

, .' 

__ ai' ppt b l , pptlrr d/o ppt/yr2 

IS5.9 ± 0.3 8.6 ± 0.3 -0.8 ~ 0.7 
18S.7 ± 0.3 8.3 ± 0.3 1.4 ± 0.7 

IS5..7 ± 0.3 8.5 ± 0.4 0.0 ± 0.9 
185.1 ± 0.4 8.3 ± 0.4 1.4 ± 0.9 

341.8 ± 0.9 1'7.6 ± 0.9 -0.8 ± 1.7 
342A ± 0.9 16.1 ± 0.9 -1.7 ± L7 

For Cape Grlin, Tasmania, theempirica1 mOdel (centered oli rtionth 63) ci>efficierlts over 
the 35-y~ar ,data period, are also given. Since the ALE and GAGE measuretnentS used 
different calibration tanks, the eri'tir b.!lrs are based on noise variances for the i3-year data 
set, which incbide tlie effeCt of tarik changes. . 

date to the same tank, i.e.; the cink~ whose time in the fieid 
induded September I, 1987. This 64chlation indicates that 
after approximately September i, t~87. the OGI i987 scale 
was 2.5 ± 0.8% less than the OGI 19~0 scaie for CCl3F arid 
0.4 ± 0;8% higher for CCl2F1. This reswt sup~rts the 
adjustinent t:nade for CCI3F but sUggests that a calibration 
drlft. fotCCl1Fi may actUally hal;e occUrred over a longer 
tiine period. 

$; _. COniP~its A~airiSt Shipbo~d and 
ArChived Air Samples at Cape GrlrD . - .. " ,. 

Since chlorofltior6carbons shoWd be· well m.iXed in the 
sotith~m henusphere;. particuIariy ~" uie iatitude of Cape' 
Grim, useful comparisons CaD bt~ade aSainst the multiyear 
data set of shipboard Qbservation$,·.tn:these comparisons, 
monthly means ot theshipooarddata obtained sOlith of 3O"S 
have .been used. The~'meaSuremeiltS were oiade by shiP
bO,an:t gaS chr'9niatog(aphy With cryogemc precon~ntiation 
and,ncinlinea,rity correction [Bullister aniJ Wels.t, 1988]. They 
kve been iuljusted rrOnitlieSIO 1986 calibration scale to the 
SIO 1993sCaIe using the Table f data;,: .. """ 

Since the begirimOg of ' the ALFJGAGE prOgram, PJ.F. 
has t>eeriarchiving severiU ambient ak sampleS pet year in 
stainless steel tanks~ These. tiUtkS'are similar to those used 
for the calibration' galie~. FI8iires J:M(f 2 piovide goOd 
eVidenc~ that CCljF,'and CcilFl'art"SUl~le,~these tanks 
oiier many years of use'(bCca1ise of the .,4i~ntinuous and 
tank-to.:tanic cOn~iste~cy (;f the ch&,ges iIi' 1987 ;the changes 
in 19tf7 bate been interpreiCdas'aproblem~t1lJhe c8libra-_ 
iiQD standardsJUld as)iot.belng ~lat~«(tQ dpfts,in these 
calibration gas tanks) .. These:tankswei'e filled at tape Grlin 

during baselirie conditions. These tanks, which contain 
samples collected as far back aSAptlI 1978, have recently 
been an81yied using the HP5880A at cape Grim. The 
c3Iibration gases used in. these measurements were also 
cylliiders fined at Cape Grlin (G series gases). The as$igried 
gas conceiitnltlqns for the G serieS gaSes were obtaiDed by 
measurementS on the Cape .Grlin insQ'tinienf agiliiist three 
calibration gases, R-363, R-366, and R-382 whose cOncen
trations were assigned values on the oGI 1987 scale in 1988. 
As tiiready indicated, these three gases are beiDs used as 
interim standards for the ongoing GAGg program. The 
iu-chived air conCentrations, aftet a(ljustmerit to the SIO 1993 
c8IibratiQn scale based,on the 1991-1992 intercomparisons 
sho~ in Tatbe I, are bow compared ~st the ALE! 
GAGE data series at Cape Grim. 

5.1. COjF InterCon1Partso~ 
The archived air coneeirtrations were measured in 1991 

and 1992.on the HP5880A at CaPe Grim. Because the 
ambient 8ir Concentrations ()f CCI3F lind CCl1F1. in 1978 
were roughly half of what they were -at the tUne jjf the 
measurements; it is necessary to COrTeet the ineasurements 
for the dohlinearity in the response of this instrUment. The 
meaSured nonlmearity for CCI3F 06 this instrument' waS e 
equal to -0.19 forthe $ cOlum,t aDd equal to 0.025 tor the P
coiuinri. To reassess tlie previousmeaiureinetlts ormsttii-

. mentill ncitiliIiearity, iWo-cifthe--ilrChlvCd . air -sampies col
lected ~ 1978 have been directly cOoipared against the SIO 
.1993 standard at SIO. To the extent that the assumed model 
describing the nonlinearity in response is valid (and the large 
e value for the S column makes this somewhatqp~stion-· ~. 
able), the.e two ...... "'Di .... ProVide an lhdlpendenl i, 
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estimate of e. These give e = -0.13 for the S column and E: 

= 0.01 for the P column. The averages of the two indepen
dent estimates of e have been used in obtaining Figure 4. 

Figure 4 shows the comparison of the shipboard and the 
archived air measurements against the ALE/GAGE mea
surements at Cape Grim. The previously described adjust
ment procedure applied to the Cape Grim data results in the 
ALE/GAGE measurements prior to November 1986 being 
based on the 001 1980 calibrated secondary and tertiary 
standards, whereas after May 1988 they are from the ad
justed 001 1987 scale. The two calibration gases used 
between these dates were assigned values via the transition 
period procedure. Significantly, there are no large system
atic differences evident in rlgUre 4 before and after this 
transition period. The average ratio of the shipboard data, in 
particular, to the ALFJGAGE data prior to November 1986 
equals 1.008 ± 0.005 and is 1.000 ± 0.006 after May 1988 
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"" !'Figure 2. The ratios of different measurements of CCl3F in 
same air samples to the first measurement over the 

1979..:.1987 after applyiDg the aUtlustm~nts descn'bCd in 
paper. (Top) Succeeding measurements of the air in the 

ALFJGAGE 'calibration tanks which have been joined 
lines and (bottom)" are polynomial fits to the 

in (top) consisting of a sixth-order.fit to:all the data 
line) and fourth-order fits to"the data for which the first 

was. before July 1980 (dasbed line) and after 
1980 (dotted line). 
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(wbere the error bars 'are .:standard deViations of the ratios). 
The slightly larger. shipbo8rd values in 1983-1986 might be 
related to a small downward drift in the relative calibration in 
this period suggested:by Figure 2.":' " :! .;·.·W' . 

There is more variability in the comparisons against the 
archived air' samples than ,~st :.the ; shipboard , measure
ments, but, there' is, excellent ·-:agteemenLin the :long-term 
trends of all the time'.series.'Therc is·better agreement with 
the archived air measurements .on the·P column than on the 
S column probably; because it>f:l the .'smaller . nonlinearity 
effects. Differences in the long~term··trends be~eenthe S 
and theP column results. and.th~ALFJGAGE measurements 
are equivalent to dift'erences':in,the:"Donlinearity responses 
of fle = 0.02. This is, consistent. with. the 'uncertainties in 
the measured ·nonlinearities.<A8·1~1 0.02eorresponds to an 
uncertainty in the trend of\approximately.O.12~jlptlyr; Tbe 
agreement between the,long~tenn,CCl3Rtrerids~in·the P..col
,umn-.ardUvedairmeasuremeritsaootheALFJGAGEm~ure
ments: also limits possible :~eCts,(:,f residu8t ,no~earity in 
the ALFJOAGE measurements.(i.e.,.ttbenonlinearity in .the 
OOI instrumenta1TCspOii~)':to; a..simii8i ·Y8lue'.oft4e .~.0.02 
(which is a similar number,to.that obtained ctU'lier, based on 
the average-measured nonlinearitie~ in all the HP5880As) .. 
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Figure 4. ALFJGAGE monthly means for CCl3F at Cape 
Grim, Tasmania, compared against Scripps Institute of 
Oceanography (SIO) shipboard measurements south of 30"S 
and archived air values. The archived air measurements 
have been adjusted for nonlinearity using £ = -0.16 for the 
S column and £ = 0.02 for the P column. The dashed line is 
a second-order polynomial fit to the archived air measure
ments on the P column. 

5.2. CCI1F 1 Intercomparison 

Figure 5 shows the comparison of the shipboard and the 
archived air measurements against the ALE/GAGE CCl2F2 
measurements at Cape Grim. For this species both the 
measured nonlinearity and the measurements of two . ar
chived air samples at SIO suggest identical nonlinearity 
factors for the HP5880A at Cape Grim at £ = 0.03. Even 
better agreement between the time series over the period 
1978 to 1990 is exhibited for CChF2 than f<>.rfg!.F __ The 
average ratio-onne sliipboard data to the ALE/GAGE data 
prior to November 19861s 1.002 ± 0.006 and is an identical 
factot of 1.002 ±O.OO6-8fterMay 1988. Again, the 1987 
transition from the OGI 1980 scale to the OGI 1987 scale 
appears not to have introduced any discontinuities. 

The agreement between the long-term trends measured by 
ALFJGAGE and from the archived air samples is outstanding. 
The uncertainty in the trend determined from the archived air 
measurements is approximately 0.2 pptlyr. This is also equiv
alent to a change in nonlinearity of t:..£ = 0.02. Thus this 
suggests that uncorrected nonlinearities in the 8Iobal ALFJ 
GAGE CC12F2 data set (due to· a nonlinearity in the 001 
instrument's response) do not exceed t:..£ = 0.02. This is a 
slightly stronger constraint than that based on the average 
nonlinearity in the HP5880As. 

Despite the excellent agreement between the adjusted 
ALFJGAGE measurements ofCa3F and CCl2F2 presented 
here and the shipboard and archived data as well as the 
results presented in the previous section,· there remain some 
uncertainties associated with the transition from the OGI 
1980 to the OGI 1987 secondary scales. This is evident, -ror . 

chived air samples to the ALE/GAGE q1easurements 
Cape Grim. The year-to-year changes in the ratios are foUl 
to be not significantly different from zero and to vary ov 
the period 1987-1989 in the same way as in the other yea 
(provided two anomalous archived air measurements a
excluded). The standard deviations in consecutive'. ye;~ 
differences provide 10' upper limits to the typical year-t4 
year drifts of 0.6% for CCl3F and 0.4% for CCI2F 2 -

6. Empirical Model Fits to thel3-Year Data S«:
Plates 1 and 2 show the 13-year record of the ALE/GAG: 

monthly means for CCl3F and CCI2Fz• The CCl3F measur( 
ments on the S and P columns have been combined into 

, 'single series using the means and'the root-mean-square (rm~ 
standard deviations. During the overlap periods when mea 
s~ments were being-' Made on both the HP5840A and th, 
HP5880A instruments, the avercige of the two monthl: 
means is shown; The error bars during these periods includ4 
both. the variability during the month and the difference: 
between the monthly means obtained by the two instru_ 
ments. From these figures it may be noted that CCl3F an( 
CCl2F2 both exhibited low con(',entrations at Samoa be, 
tween November 1982 and April 1983. The simultaneou~ 
reduction in CH3CCI3 concentrations, associated with the 
strong EI Nino in that year, has been discussed by Prinn er 
al. [1992]. A detailed examination of such effects in the 
Ca3F and CCl2Fz records will appear in a future paper. The 
monthly means and standard ~eviatio~s shown in these figures 
may be obtained by contacting the Carbon Dioxide Informa
tion Analysis Center at Oakridge National Laboratory. 

An empirical model consisting primarily of orthogonal 
functions and containing an annual cycle and a 29-month 
oscillation has been fitted to the monthly mean data at each 
site over the first 10 years. Specifically, 

X, = a, + nb'pl(tfn - 1) + d'p2(tfn - 1) + C, cos (211"t) 

+ $, sin (211"t) + P, cos (211"t11o) + q, sin (211"tlto) (1) 

470 

y.., 

example,in -themconsfstencynoted for .CCI2F 2 in tlu~--~~5~ALEIGAGE monthly means forCa
2
F'2 at Cape 1 

transitional calibration gases. Specifically, there may have Grim, Tasmania. The measurements are compared agalll,s! >;. 
been small drifts in the secondary and tertiary -standards archived air values (adjusted for nonlinearity using e = 0.03) ~ 
between 1987 and 1989 which have remained undetected. and the SIO shipboard measurements south of· 3OOS. The ~ 
The possibility of annual drifts may be bounded by examin- dashed line is a second-order polynomial fit to the archived ~ 
ing year-ta-year changes in the annual mean ratios of ar- air measurements. f 

J 
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Plate 1. Monthly mean concentrations and standard deviations for CC13F measurements at the ALFJ 
GAGE sites during 1978-1991. The S and P column measurements have been averaged. Units are dry air 
mole fractions in parts per trillion (ppt). 
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Plate 2. Monthly mean concentrations and standard deviations for CChF2 measurements at the_ 
ALFJGAGE sites during 1978-1991. Units are dry air mole fractions in ppt. 
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Table ,3. Mean Mixing Ratios (aj), Trends (b j), and Curvatures for CCl3F and CCl2F2 Determined From 
ALE/GAGE Observations for the Periods july I, 1978, to June 30, 1988 (Using Equation (1» and July 1, 
1988, to June 30, 1991 (Using Equation (1) but Excluding the QBO Terms) 

July 1978-June 1988 July 1988-June'1991 

Site aj ppt h j pptlyr 3d j125 pptlyr2 
aj ppt hi pptlir 4d;l3 pptlyr2 

Adrigole/Mace Head, Ireland 
CC1JF 

203.0 ± 0.2 9.3 ± 0.1 0.5 ± 0.1 261.4 ± 0.2 5.3 ± 0.2 -2.6 ± 0.5 
Cape Meares, Oregon 201.9 ± 0.3 8.8 ± 0.1 0.9 ± 0.1 
Ragged Point, Barbados 196.7 ± .0.2 9.4 ± 0.1 0.3 ± 0.1 256.5 ± 0.2 6.9 ± 0.3 -3.1 ± 0.8 
Cape Matatula, American Samoa 187.0 ± 0.3 9.2 ± 0.1 0.2 ± 0.1 
Cape Grim, Tasmania 184.3 ± 0.3 9.0 ± 0.1 0.1 ± 0.1 244.9 ± 0.2 7.8 ± 0.2. .-1.9 ± 0.4 

Adrigole/Mace Head, Ireland 
CCL2F2 

369.8 ± 0.4 16.9 ± 0.1 -0.1 ± 0.1 483.0 ± 0.3 13.6 ±,O.~ ,....3.0 ± 0.8 
Cape Meares, Oregon 368.0 ± 0.5 16.7 ± o.i 1.3 ± 0.2 .. 
Ragged Point, Barbados 359.8 ± 0.3 17.6 ± 0.1 0.4 ± 0.1, 475.6 ± 0.4 15.5 ± 0.5 7':"4.1 ± 1.2 
Cape Matatula, American Samoa 344.8 ± 0.4 17.3 ± 0.2 0.2 ± 0.1 
Cape Grim, Tasmania 339.2 ± 0.3 17.4 ± 0.1 0.1 ± 0.1 455.9 ± 0.4 16.8 ± 0.4 -2.3 ± 1.1 

Results are not given for Cape Meares and Cape Matatula for the second period because data for fewer than one half of 
the 36 months were obtained at these locations. The error bars do not include the uncertainties in the absolute calibration 
factor. 

where t is time (in years) measured from the beginning of the 
record (July 1, 1978), PI andP1 are Legendre polynomials of 
the order of 1 and 2, respectively, to = 2.4 years is the 
assumed period of the quasi-biennial oscillation (QBO), and 
n is one half of the number of years being analyzed. The 
maximum likelihood estimates of a" bit d l , PI, ql, Ct, and 
Sl obtained by weighting each XI inversely by its variance 
are given in Tables 3 and 4. Table 3 contains d I values 
multiplied by the indicated factors; this allows the adjusted 
d t values to be interpreted as rates of change of the trend in 
pptlyr2. 

For the last 3 of the 13 years of data, July 1988-1une 1991, 
a separate model consisting of just the ai' b

" 
and d, terms 

has been used. The coefficients in Table 3 are based on 
centering each analysis in its respective period. Separating 

_ the first 10 years from the last 3 years is justjfied by the 
different character of the ALFJGAGE data in these two 
periods. This split is fully supported both by industry esti
mates of the atmospheric releases of CFCs and by world
wide release estimates determined from the ALE/GAGE 
observations. These estimates are discussed later in this 
paper. During the first 10 years, CCl3F and CClzF1 releases 
increased fairly slowly with time; this is reflected in the 
positive d, values which are associated with linear trends 
(b ,) which increase slowly with time. Beginning in 1988 the 
iumual rate of increase in both CCl3F and CCl2F1 became 
smaller and the negative d, values indicate that the rate of 
increase was decreasingly rapidly as the ouYor producers of 
these compounds were constrained by the Montreal Proto
col. Note that the upward trend decreased first in the 
northernmost semihemisphere as is to be expected because 
of the primarily northern hemispheric source of these com
pounds. :There appears to be an anomalously large value of 
d, at cape Meares for both comPounds durin& the first 10 
years (note, however, that the measurements of CCl3F and 
CCI1F1 at this site started in December 1979 and November 
1980, respectively). Two-dimensional model calculations 
(described below) of the combined data set suggest that this 

is associated with anomalously low concentrations at Cape 
Meares in 1984-1986. 

The trend· in CClzF1 at AdrigolelMace Head is smaller 
than at the sites in the other semihemispheres. This reflects 
higher Adrigole cont<Cntrations relative to the other sites 
during ALE than those observed at Mace Head during 
GAGE (this may be seen; for example, in Figure 7 which is 
discussed later). An analysis of pollution events at the Irish 
sites has shown a reduction in the CCl2F2/CCl3F ratio in 
such events from the anomalous factor of 0.95 (reported by 
Prather [1988]) to the expected ratio, based on projected 
European emission figures, of approximately 0.8 in 1987-
1989. It is not likely that this result is related to the change in 
the loCation of the Irish site because of the remarkable 
similarity in the pollution events at the tWo 'sites which were 
observed during a period of simultaneous operation [Sim
monds and Derwent, 1990]. It suggests. that European 
sources of CCl2F2 have been decreasing relative to those in 
the rest of the world. Additional discussion of the Mace 
Head data is contained by Simmonds etal. [1993]. 

Table 4 shows the seasonal cycle and the 29-month 
oscillation determined using the entire 13-year data set (and 
based on adding P3 and p .. terms to equation (l)in order to 
more accurately simulate the recent trends)~ Consistent 
seasonal cycles (CClzF1 larger by a factOr of approximately 
1.6) are evident at Cape Matatula and Cape Grim. The phase 
of the Cape Matatula cycle is in agreement with that in the 
two-dimensional model, but the seasonal cycle in the trans
port rates in the original model has had to be reduced by 60% 
to simulate the observed amplitude. A similai' seasonal cycle 
to that observed at Cape Grim is then also calculated, with 
the phase being approximately 6 months different from that 
at Cape Matatula. The unexpectedly weak seasonal cycles 
observed at Ragged Point are not easily simulated by this or 
other models. 

The largest 29-month cycles are found at Cape Matatula. 
The presence of this oscillation in the CH3CCl3 record has 
been discussed by Prinn et al. [1992], and as already 

., 
} 
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Table 4. Seasonal Cycle and 29-Month Oscillation From ij Years of CC13F 
and CCl2F2 
ALE/GAGE Data 

Site Ci Sj Pi qi 

AdrigoletMace Head, Irelarid 
CC1JF 

-0.4 ± 0.3 0.5 ± 0.3 0.1 ± 0.3 0.3 ± 0.3 
caj>e Meares, Oregon -0.4 ± 0.2 0.6 ± 0.2 0.4 ± 0.3 -0.1 ± 0.3 
Ragged Point, Barbados 0.4 ± 0.2 0." ± 0.2 -0.1 ± 0.3 -0.4 ± 0.3 
Cape Matatula, American Samoa -0.8 ± 0.2 -0.6 ± 0.2 0.2 ± 0.3 0.8 ± 0.3 
cape Orlin, TaSmania 0.3 ± 0.1 0.0 ± 0.1 0:4 ± 0.2 -0.1 ± 0.2 

Adrigole!Mace Head, Ireland 
CC12F2 

-0.9 ± 0.4 1.3 ± 0.4 0.2 ± 0.5 O.S ± 0.5 
~pe Meares, Oregon -1.5 ± 0.4 1.4 ± 0.4 -O.S ± 0.4 0.4 ± 0.4 
Ragged Point, B~ados (to ± 0.2 1.1 ± 0.2 -0.1 ± 0.3 ':"0.5 ± 0.3 
cape MatatuJa, American Samoa -1.2 ± 0.3 -'0.8 ± 0.3 -0.8 ± 0.4 i.i ± 0.4 
Cape Grim, TaSlhania , ' 0.8 ± 0.3 0.2 ± 0.3 0.6 ± 0.3 G.O ± 0.3 

Here c 1 arid 41 are the Cosine and sine components in $e annual cycle and PI arid q i are 
the siritiIar terms in the 29-Jiionth osCilIation. The zero of time is JUly I, 1978. The results 
i¢c,basCd on fiitirig the ALE/GAGE data with an expression simil~ to equation (1) but 
including P3 and P 4 Legendre poiynoniials to better represeht the curvature in recent 
years. 
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indicated, a slOiuitaneou$ response ocCurred in the CCI~F The Adrigole/idaee ,Head and caPe Meares data are ,com
and CQ2F2 rCcOCds iil association with the 198~1983 El bined in a similarriuinn~r. I>iiriOg months when measure
Nino. A more extended discussion of this oscillation and the mentS Were bemgmMle at only one of the sites, the time 
sea.sbnal cycle ~appCar in a future paper., series (or the northernmost seniihemisphere has been oh-

In suri:unarY, the inlpoitant results from tables 3 and 4 are tamed by adjostfug the, measw:etnents by one baIt of the 
that steady increases ofC'o3F of9.2 ppt/yI' and ofCClzF2 of expeCted dift'Cfien~s ewer the observation point based on a 
17 .3, ppt/~ 'Ye~"Observed ,in ~e troposphere ,over the periOd. linear interpolation of the measured differences at other 
1978-1988. However, between rilld-1988 and inid-I991 ,the times. , ' " , ' , 
increase of CC13F was obserVed to average 7.0 ppt/yr 'to iriterpi'et the:" obserVati~ns in terms of atmospheric 
(assumiitg a tr.end for Sam~, equal to that observed at lifetiJneS and atmospheri~ releaSes, a two-dimerisi~hal ~Odel 
Tasmania); ~oreover, the trend was obsetved to have been is used to ~xtend' the data globaIly arid, iD particuIar, to 
decreasing ~ 8, rate of 2.~, pptiyr2 over this periOd. The pro'i!ie ~tinuite:s ~qilC~, ,chlorotlu0rocarbori ~n~n~tio~s 
mCreaSe ofCCi2F2 waS ob~erVed to aVerage IS.7 ppt/yrover in the ~ppCt,~posphere and the. stratosphere. ~n it preVl
th~ Same periOd and ibis trfl1d hal; apparently been decreas~ ously d~1>ed abaIYsis, en, tIie GAGE nitrous oxide mea-
ing at a rateO! 2.9 ppt/yr2. ,. sui'eliients [Pri!in, it /jJ:,.~]; ,it waS found tHat the surfa~e , 

• ..' , i ' bitlttidllial gfadierlt' ofN-20 in this model is sehsitive ~o the 
7. Two-Jjfme~tiiiai MOdel spati8i diSt,rlbUUOb',~f.1ui- ~~s exchange between the tropO-

. ",' ',', " " , 'sph~re imd, the ~tf#ospherC. This'Se~sitivity «busts because 
The analy~is ~~rtCd here is ~rintariiy concerned with of the strong N20 vertical ~dient betwee~ these tWo 

~eSc8Iesof a year or more; ,therefore the analysis uses rCgi~iis,as ~tIl~,~,!ts ~~ horizoniaI ~dientin, the 
monthly me8ilConcentratli;)rui, together with their standard (upper) ~troP9sph~i'e;,;Ui¢.;liorizontal grildie~t ,itt thettOpo
errors, wliicli ~rot;~ly>itt~ude observations of ajJpioti- s~hercis tIierefo~,:,lI~t~~ed,by wh~re traii~port ~o the 
riiati=lyto, dtit~rent ~(lDdependeni) ,air masses per 'nibpth. stqrtospm is ~Uirjng.lri otqer.to iillo~ for a c~atiori 
Di.uing the hansiUoilfrOm the HP~840As to ,the HPS880As, ~tw~the,ttoPospliere iilid,thc' s~tospliei'e ~o represent 
,th~ average Q(tii~ ,~o monthly means ,is Used iri th~, analysis. thiS, 'exCbangc!, the, .strlltOsphere in, the tWO-dimensional 
The standMd eqOr ~SJ8Dea to thlsmonthly meaD is given by iribdel ,li8SbCentatitUdi.rt~llysubdi\iided into, fOufeq~ 

,,:', :,;,~~'~:,.,;;, C': -2 +' -2) -In ' "'(2) p8rtj: The ~~<Kllin~~iQ~tiiOdcl thus now cilntiUns 12 
"'J •••• ,' ••••• ! .!~).r::~;.!?:,.'.?~.~_ .... :: .' ":;. bO~~(4ittihe·i~£()sp~e~·aD.d8~thetrOpOsph~re) .. -. 

\yherc 0-1 and: q2'!~, the ,stai;td8rd .. crrorS for each inS~_~,i~o~ <;Q3F ,8b~'~2~d~dpi~~3; Cd2F~Cll"2 ,and 
ment's, ~: The 'stanaatd. ~i!or of the monthly ,nieans' is even C¢I4) tl:\.enor:th¢nl he~phere tnputs are ,Wg~ enoush 
'tfpiCally not' a ,ciiti¢.al 'Parameter iii th~, ~ csUma.tion to 'cOmpletely doDi,ii#C': thti "es~Us~ent pf t,he hO~D,tal 
pi:6eed1ire beCii~':lon8ediDlesCales, au¢h as' are produCed gf8diei\~ 'hi tlic;th>po~pliere; 'thliSJhe ~e~, ot trims~rt 
'b :, C8h'bratloii,g21sc~es;,(fo"te 'JJle eiTOr,~d' et. 'the' . wltiilii :thC'#8t~)s'p'bC!re tWhtch"'fot ~e ca.icti1a~otiS, repOrted 
k~reii~: beiWeeil, ilii! irioliiliIy' meiUis' 46eil' not' JpCai ifilie=rClR:' re~'ntedby;diitusion ~tb .. ~e Co"s~,t of 100 
~ori'(2)'beciUisC'this is,aSsltmCd to ~ 4ue to Cah'brition d&ys)''8liCt theloeatiohsWbere ~tratosphereitropOsphe~ ex
"gasliiid 'btherinstrUtlieiital di1teren~ which are 'accounted'Cbange ~'(thi~iri1n~PdriwasJlere ~presented solely ~Y 
for a pO~ieridn',by:'&ddUig atim~~itldependeritq2 :~c; all tlieratitUdin.auymde~iia,el1ive!ticat diffusion) are irrel~van~ to 
month1ymean"errorvarumc~s [see CUnnOid et aI., 1986]. the talculatiori of thei:oncenttatlons of these gases iii the 
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Table 5. Estimates of the World Releases of CC13F Derived From Production 
Figures and ALE/GAGE Data (Based on Equilibrium Lifetimes ()f 44 and 42 
Yeats) " 

Reporting 
Co., ' World Total, Maximum Minimum ALE/GAGE, ALE/GAGE, 

Year AFEAS tl992) Fisher (1992) Trend Trend T~ = 44 T = 42 e " 

To 1979 3769 3835 3754 3916 3746 3763 
1979 264- 276 266 286 276 ± 21 277 ± 21 
1980 '251 264 256 272 282 ± 22 284±22, 
1981 248 ,264 258 270 265 ± 20 267 ± 20 
1982 240 257 253 261 260 ± 22 263 ± 22 
1983 253 , 273 271 275 296 ± 23 299 ± 23 
1984 271 . 295 295 295 263 ± 25 266 ± 25 
1~~$ 281 308 '310 306 314 ± 28 ' 317 ± 28' 
1986 295 321 332 322 350 ± 28 354 ±28 
1981 ail 345 353 337 364 ± ~1 368 ± 31 
1988 314 350 360 340 306 ± 31 31Q ±31 
1989 265 305 316 294 310 ± 33 314 ± 33 
1990 21t> . ' 255 266 244 249 ± 28 253 ± 28 
i991 188 223 239 215 

Units 'are i06 k8fyr, ' , 

lower troposphere. The global mean rate of transport be
tWeen the troposphereaiid th~ stratosphere is. however. an 
important paranietef 'arid' in 'these' c8Icuiations this time 
constant (Is) is set equal to 3.5 years. This is sinaller than the 
4.0 years used in preVious i::altUIations (e.g., Cunnold el al., 
1986] aild closer to that iriferredfrom, three-dimensional 
model talculatlons by Golombek arid,Prinn [1986). ' 

The value of I ~ is based on estimates of the stratospheric 
content of CCl3F and CCI2F2 obtained from stratospheric 
measurem~,nts. Cunnold et al. [1983ti, bJ suggested that the 
measurements indicated a 'stratospb~riJtrOpOsphere mixing 
ratio ratio of 0.58 ± 0.10 for 'CCljF irlJ980 'and 0.67 ± 0.07 
for CC12F2 in 1978. If tJ:te CCl3F' Iitetimewere 70 fears. the 
model required a ts "':4 years' to, simUlate this ratio. 
However, in the current paPer Ii lifetiilie' of roughly SO yeats 
is iDferred and there are now hIlprovCd estimat~s of CCl2F2 
emissions. The CCl3F observatio~s,thensuggest a 16 - 3.0 
± 1.5 years and the Cd2l<'i' observations give 16 .. 3.5 ± 1 
years: A value of 16 "" 3.5 years is used for all the calcula
tions re~it~in thlspaper; , ,·i< '~'f ;., 

, Some 'inOdifications.- to' the boriZQrital transport rates 
within, tlielroiX>spbere"ha~e be~ri 'made for these (and 
ongoing) calcU1i1:tlons/lDSte8dofthefaetor of 1.6 by which 
tht: hO~ontal ~siv~ '~ilpoa tates in the work of Cun
'nol4 et al: [1983a] :w~ preViouslyJDUitiplied, we now use 
factors of~.8; a.t,-ana O.9':jd nOrthern hemispliere (NH) 
midlatittides, the ~picS;':iUid (SOllihCni hemispbere (SH) 
inidlati~des, respe<:d.velY~:,,!#c,::?~~~Y~-' of these adjust
ments and o(the preVlously,mentioned ,60% ~uction in the 
seasoDal cycle. of dift'usive ,l:nin$p()r(~ to :'irnprove the' 
simulation of both the observed con~'ntnitioiis at each of the 
sites and the observed se#0fuil: ~ations.Aithougii the 
resulting transport rates may' be&' little' relationship to real 
atmospheric transport rilt~$ 00' theseRubermsphenc scale, 
they provide a useM approxiffia,tio~for~~ glObal trend 
iind inventory calculations arid' a:)-easolillble mOdel for 
inteipreting the measurements of the other GAGE species at 
the same sites. Actmilly, such changeS in transpOrt rates 
within the troposphere have niinimal effects on estimated 

lifetimes and emission rates. An expenme~t in which a 
tracer was injected in the NH ot the. mOdd results in an 
interhemispheric gradie~t which de~ays by e-J in 5.5 
months. This implies an inteinemispheric exchange time by 
the Prather et al. (1987] definition of 11 months. 

8. CCI3F and CCl2F 2 Releases Estimates From 
Production Figures 

Tables 5 and 6 show estimates of the annuat releases of 
CCI3F and CCl2F2 derived by the AFEAS froin production 
figures compiled from rePorting company data. The industry 
believes [Gamlen et al., 1986) the production figures have an 
accuracy of ±0.5% and that the cumulative release estimates 
for 1980 were accurate to withiri 2% (l~ for CCI)F (the 
closed cell foam release 'time beini the dominant uncer
tainty) and better than 1% for CCl2F2 (the nonhermetically 
sealed refrigeration release tiine being the, most imPortant 
uncertainty). These release figures; however" exclude pro

, duation ,and release from the former USSR, EaStern Euro~, 
and China and several sm~er coUntries. l1orisenkov and 
Ka1.ekov (1977) reported that iIi 1975, USSR production 
amounted to 2.2% of world production for eXl3F and 7.6% 
of world prOduction for CCl2F2• A similarly low proportion 
ofcCI3F releases to tCl2F2 releases in Eastern Europe and 
the USSR relative to the rest of the wond is reported in 
world estimates of production lind release by Chemical 
Manufactu;ers Association (CMA) [1983J. Gam/en et al. 
(1986) estimate that production capilbility in the USSR in 
1982 could have been 75 x 106 kg/yr. Thus adding possible 
production from Eastern Europe (i5% of USSR production) 
and China (1% of the world total), production and release of 
CCl2F2 and CCl)F from nonreporting companies in 1982 
may h~ve been 15% of the world total. This figure is 
approximately cOnsistent with the differences between re
leases estimated from the first 5 years of ALE data [Cunnold 
el al., 1986) and reporting Company release!s. Moreover . this 
figure is only slightly smaller thari the sUm of the CCI2F; and 
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Table 6. Estimates of the World Releases of CCI2F2 Derived From 
Production Figures and ALE/GAGE Data (Based on Equilibrium Lifetimes of 
180 and 110 Years) 

Reporting Co. World Total, Maximum Minimum ALE/GAGE, ALE/GAGE, 
Year AFEAS [1992] Fisher [1992J Trend Trend 'Te = 180 Te = 110 

To 1979 5594 5897 5814 5980 5794 5887 
1979 33f1 375 
1980 332 373 
1981 341 385 
1982 337 385 
1983 343 394 
1984 359 414 
1985 368 426 
1986 376 437 
1987 386 450 
1988 39~ 459 
1989 365 437 
1990 310, 386 
199L 272 345 

UJlits ~ i06 kg/YT. 

CCl3F figures for Eastern Europe and the USSR for 1982 
given by the CMA [1983J. . ..' 

As a result of the ~ontrea1 PrO~9C9I. s~cial eft'oI1S have 
recently been made to compile world production levels of 
these gas~s. A compUatiQnforl986 h~ been made by UNEP 
[1990]; produ<;tion fl8ures for . EaStem Europe and the 
(former) USSR arc; repOrted ~ 4Jx 106 kg for CCI.3F and. 74 
x 106 kg for CChF2 in 1986. This indicatc;s that in 1986 
approximately 17% of world production ocCurred in 'this 
region. If it is asSU!l1ed that r!;leases' in this region were in 'the 
same proportion to prodQctiqn as Utey were in the rest of the 
world. the inferred 1986 releases wOWd bC.34 x 106 kg for 
CCl3F and 68 x 10' kg for CChF2: The sum of Utese two 
numbers is almost identical to·' ·the 'combined release of 
CCI3F and CCl2F2 estim~ted fqr this region by the CMA for 
1982 [CMA, 1~3]. . --'." .' . 

In addition to providing'reporting company figures, 
AFEA,S has PfQvi4ed e!l~te~ :ofnQnreported Worldwide 
pro<l~ction~( ~e ~hlorolluoroca@ons (pr 1989-1991 
[AFEA.S, 1991, 1992] together With uncertainties in the 

. estim4te~.Th~ Jjgur~$ foq~~OJ:~~~ p~ti~tion ~ aP-
T' proximately 1~.=t 2% .9(tlJe.~9.~dp~u~tio,~ofC<::13f ~d 
, . CCl2F2 for .1989.26 ::I: .2%for.I99(),lMld 15 ::I: 3% for 1991. 

J,' Based OD fpformatiO'o' suCh is that'described abOve, Fis!re,r 

g~3~~I~b:d:.,e*~~~~$~iik~f~~~b~,~~eot~:~;·~~ 
Tabies 5an~r 6':L~eis.liowe~~r:·kO~Ut tIi~ reiati~e 
I?rOportions of GCl3F and.. GCl~F2 fConi .~~qOnfepOl'tiJl8 

','. companies $Jnce~e ~s',~~t~~~,,~ on ~sti-

'.;F =~~~c=;):~!ttitt~;~:-t~:~= 
·h of CfC-1l3 in l~~ indi¢ate . thai' ~terii.Europe and the .iL 9SSl:{ we~ conSuming CFC.fi3:.ln:.appro~ely the'srune 

nltio to CCl3Fand CClzFz ~ th~·resr'Of:Ute:World.1'bis 
s~BSes~~ '~ ~~·"~¥,olp8i~J:~~,;()f. :Uf~~~#inPQ#~ 
the~ and ,lQ the ~st ~r!4~",~.Qti9_J~~y J:l~Y~~lr~~l~ 
1986. Therefore pte.~~s~inptiR~ i~t.~#ill?~~ipo,!.·~f re. 
leases of GCI3F m~e~y' ~?~ ~ ~~.~jP~~~J~' in 
East~rn Europe and the ,USSR: fh.an 1Q ~e ~st. of the wo~d 
Ql~y not be justifjed;'~ .' ': ... _ .'1.: .. ·. :~. ~._ .• :.~!:~\::.:. ,;'. :',: ... ' .. 

361 389 420 ± 23 432 ± 23 
361 385 400 ± 27 414 ± 27 
37~ 394 358 ± 28 372 ± 28 
379 391 388 ± 28 404 ± 28 
391 397 396 ± 27 414 ± 27 
414 414 409 ± 27 427 ± 27 
429 423 411 ± Z8 431 ± 28 
443 431 460 ± 27 483 ± 27 
460 440 431 ± 35 452 ± 35 
473 445 496 ± 41 521 ± 41 
453 421 417 ± 43 441 ± 43 
403 369 366 ± 30 392 ±.30 
363 327 

To ~stimate the possible un~rtainties in the calculated 
lifetimes. estimates of the uncert8intics iQ the g1ob;tl release 
estimates are needed: EstUitates for 1980 w~re' prOvid~ by 
Garnl~n et al. [1986]. 1iiey suggested that the'cqmUbltive 
global releaS~ figures for 1980 had an uncertainty 0(2.1% 
(lu) for CCl3F and 1.4% for CCI2F2. in the Calculations 
reported here, it will ~ assUmed that similar uncertatptles 
apply to the cumulatiye. 1~8·~s .. Oanileo' et a1. also 
provide uncertainti~s for the ratio of th~ '19$0 c;missions to 
the 1980 cumqlative reieases. The~eare 2.2% fQr CCl3F and 
2.8% for CCl2F2. CombiIilli& the~'e figure$ with the" uncer
tainties in cumuhttive ~Iease 'gives~'$uncertainties f.or the 
reported releases iQl9,sq 'of 3,~ for CQ3F and 3.1% for 
CCI2F2. These'l1n~rtaiDties are pri.m8riIy due to uncertafu
tie!!w the U/iage patterns of the chIoroftuo~ns·. Be
cause of the si8nifiCiUit. proportion of nonreporte4 produc
tion in recent years,' the uncertain~y assoCiat~ wj~ the 
nonreported production shoUld be. added to these release . 
uncernunties. FQrtJie 19S9-1991 periOd, AFEA.$ [1991 and 
1992] provide esti.nUtteS of this ~nC¢rtainty whjch averaBes 
3.1% (1~ ofproductio~ fQ~ CCl3F imd CQ2F;Z (mterp~tin8 
the.t\FEAS figuCes U. *2c:T).Co~bin.in8the pniducti~n,~~ 
~iease Um:ertaiDiies(the')a4er ,fu.lve b<;en assum~ to have 
~~ed con$tant iiirOu8houi.llib·h~year·~ysiS periOd). 
rms'uit~rtaiDtieS of:~:~%t9r CCl~i<:'aQa ~f.s% for CChF 2 ~ 
obt8iP.~ f9r i990: AS$wiUng~t 'i4enorirCpOrted'pr04u(i-: 
tipn uncemunty WaS ,iiuin hi 19,79if980. a lirieai fit 'waS then 
~ade to -(the nega~"e at) the rel~euDce~ty iQ 1979/1980 
M.d th~·nDs.unce~tyf<?r .l9?O! 'l1llsJi~eM fit \vaS u$ed tq 
ob~ a maximum ~ii4.~· th~ rel~s~ed on th~ F~her. 
[1993] $1oQaI release5':.Asimilai:p~ure WJlS ~sed 19 
obtain a JQiniQtum ~nd.release ~~o: These ~ given in 
columns" and 5 in Tabl~ 5 ~4 '6. To blterpret the trend. 
lifetimes, it . is' useful· to 'note that these ~nariQ$' resu'lt in 
ChaD8~s til !he radCis: Qf U.te 8nn~ ~lease 19. the cuwulaijve 
rel~.e JD··t't!ej~u~~~~'9.L!h~ ,D~Iy.S~II.:pe,ri9'lof. ~2,<m. fQf 
CCI3F ~d 1.~.f9r 9Cl2F2·:·;';:i~;J :,l:"":". '. 

It is important to know the .latitudinal distribution of the 
releases becauSe the sinlui~tions ~f the'ob'Served iatitudimil 
disti1bu'tio~~ ofCCI3F and bCI2Fi'~' :reg~Cd ~ 'an 
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Table 7. Proportions of CCl)F Rel~se (percent) in Each Semihemispher~ Calculated by D, Hartley 
~Piiv!lte Communication, 1992)· . . 

Semihemisphere 1980 1981 1982 1983 1984 1985 1986 1986 1989 1989. 
.. 

85,~ 300_90oN 86.2 84.5 84.3 8.4.1 84.4 83.0 '82.5 82.6 81.9 
OO-30"N 7.3 7.8 ··S.4 8.6 8.9 8,8 9.5 9,8 9.4 lO.O 
00-3OOS 3.6 3.7 3:9 3.9 3.9 3.S 4·7 4.4 4:6 .q 
30o_90°N 2.9 3.0 3.2 3.2 3.1 ~.9 3.3 3.3 3.4 3,4 

The 1980 propoqions are used prior to 1980 and the 1989 prop9rtion$ are useq for 1990 and 1?9.1. The distribu~on.of 
release~ for CCliF~ is assumed to ~sunnar to that for Cp~F. . . . .. 

important t~st of tropospheric transport re'presen~tions in 
three-dimensional models. ~spoit rat~s inferred f'r9m the 
CCl3F and 'CCI2F2 m.wUreIPents caQ only be as accprate as 
the knOWledge of their releaSe di~~outiQris. neiailed· spati'al 
distriptition~ ofrel~as~ ~ve bee~ prowsed by Prather et al. 
[1987], based po el~ciricPQwer consumption figures, and by 
Hartlt:y and Prinn (1993), b~primiuiIy on Ii combination 
of electric Power cQ~stimption and population figures. The 
latter figures haye been inteirated by· '~emihemisphere to 
yield the annual pmporuoQs shoWn iO Table 7 (D. Hartley, 
private communication, 1992). Based on a comparison 
agrun~t ~d~~ndentIy obtain~ estk~tes given by Cun~old 
et al. [19·83a,b1 which were derived from chIorofluoro~
bon sales 'an4 exportllgUres; the ~inission proportion~ lit the 
NH s~mihemisphere~ are probably accurate to ±O.05. . '. . 

9. Lifetime ~lmates 
Based on the tabulated release figures, lifetimes of CCl3F 

and CCi2F2 . ¥C estimated' by tJie p~dures describ¢ by 
Cunnold et al. [l983a) and CUlJrwld aruiPrinn [1991]. The 
~nd lifetime estimates (r) a,rc obtamc(f by minimiZing Ute 
square of the (weigbt~ <@"erences betw~n' the natural 
10garitQm of Ute meas1,l1"ed mixiilg nitiQS (In ~t)) and .. ." ... ' .. ". .' 

for vari~tions in q (a cali~rat!on factor) aQd 1/.,.. :aere t m is 
the niid~~ of the ~ period, and ·tDeaQ (over both tim~ and 
latiw.de) v~Q~sof q\e ~arti~ <ierivaiives are use<l. Sirice ·in 
~ty the Partial derivliUvesbv~ soinedepende!lcc on lITo, 
whC?r~ "'0 1s ~e lifetime uSed for the'model calculation 'of the 
~ ra~!l~[~c(t, ~/"'o)l, aftCr·a new es~ate on/.,. is 

obtained, th~ e~tir~ set of ~cuIations is repeated with the 
new vlllue of .,.·replacmg to. FortUnately, the partial deriva
tives pre relatively ins~nsjtive to the v!llue of l/ro Withjn the 
riulge of typiCaIvalues of 'To. .. . . 

In this 'optiinal estioul~on p~ure the di1fe~nces be
tween the 'measu~ viuues On x(t» and the ~alculated 
values from eq~tion (2) ~ weigllted by a'- where . 

0"2 = 0"; + 0"; + O"~. 

Here 0"" is the standard error of the mean of the ~easure
rpents during mOQth n (at site i) and cT, is a m~ure of the 
difficulty ~ estim.ating a trend in tiine series i; 0", is c8tcu
.;tted by exattiming' ine smoOthed sPectruQl of the residuals 
with res~Ct t() th~ empiricalmodei (eq.mtion (1) and 
choosing a value approPriate to waveQllqlber'l (which is 11 
re~oQ~~le proxy for ~e estUDation of a trend in the qata); 0"0 

is a' site~iQdepend~ni standard deviation which ~ust' be 
~ded iIi ordertha~ there'iS statistical agreement ~t\'\l~n the 
lir~tinie esthnates obtained from th~ four· time ·series. . 

The lii~time ~tW1ates obtained by the treQ9 t~hiliqueare:' 
showpln: T~les 8 and 9. E~timates for CCl3F on the· S !f-Dd 
P columns., which are not independent, ~ve been average(l. 
To pro~de some fee~ for die consistency 9f the~e esti
mates and for an approximllte· comparison agrunst the estiT 
rnllie~ for th~ firstS y~8rs given byCuimold et aI. [1986], 
estimates are provided for ~th the' fiist an4 th~ ~ecpnd 
6.S-year ·period~. Because the ~ode. sii/lulates the seasj)~ 
cycles at most sites reasoi,lably· well 'and fbe time s~~es 
extends ov~r many years, there is' abno~t no differePc~ 
betw~en eswnates obtmn~ 'before ~d ~er applying a 
12-monfu. s~oother to th~·lJloderda~. ~ these calcl:l1ati9ns 
the· unsmoothed re~ults from the two-dimensional model are 
used': ... . '.. . 

LIfetime estim~tes based on the inventory technique are 
also' ~valu~~Cd . basCd on ~g. Ww.natty 'weighteti 

.• . . • 0.' o' '.. 

TabJe~. ~ifetim~ Est4n~tes (Years) for CCl3F in 1985 apd at Eq~ilibri~m 
aaSea qn 13 Yeal-$ of ALE/GAGE Opservations and the ~riUssion Scen~os 
Froin F~~!z~r [1993] . . . . 

Trend· estimate 
JlJve~~9ry e'stimate 
Ave~c . -.. 

Inverse Life~ime ~uly 1978-June 1991 Pam 
----~~~~------

July 1978 to January 1985 
Pecember 1984 to June 199.1 

0.0145 
0.0233 

0.0209. 
0.0217 

Inverse 
Life.time 

0.0184 ± 0,0043 
0.0225 :t Q.OO72 
0.0204 ± 0.0059 

Eq~briu.~ 
Life~e . Lif~time 

5'5+17 
-II 

44 +21 
-10 

49:/1 

49 
40 

44 +17 
-10 
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Table 9. Lifetime Estimates (Years) for CCl2F2 Based in 1985 and at 
Equilibrium Based on 13 Years of ALE/GAGE Observations and the Emission 
Scenarios From Fisher [1993] 

Trend estimate 
Inventory estimate· 
Average 

Inverse Lifetime -------------------
July 1978 to January 1985 

December 1984 to June 1991 

0.0006 
0.0064 

0.0063 
0.0057 

July 1978-June 1991 Data 

Inverse 
Lifetime 

Equilibrium 
Lifetime Lifetime 

0.0039 ± 0.0028 256!tM 
0.0061 ± 0.0050 161!tp 
0.0050 ± 0.0041 200!&l' 

231 
145 

180!:ro 

1121 

variances of the differences in the In X<t) between the changes are within the uncertainties discussed by Cunnold et 
measurements and the calculations. al. (1983a, b, 1986]. It should be noted that lifetimes for the 

The uncertainties of the trend estimates of inverse lifetime middle of the data period were quoted in those papers, not 
consist of rms values of the standard deviations due to the equilibrium lifetimes which are stressed in this paper. 
routine measurement uncertainties (resulting in 0.0005 for The trend estimates of lifetime shown in Tables 8 and 9 
each species), release uncertainties as determined from the also differ from those given by Cunnold et al. [1986]. These 
confidence limits given by the maximum and minimum differences are also primarily related to differences between 
release scenarios (0.0040 for CCl3F and 0.0024 for CCI2F2), the Fisher [1993] and the CMA (1983] scenarios as well as 
and possible instrument nonlinearity effects based on Ae = inconsistencies between the observed trends and these sce-
0.02 (0.0015 for CCl3F and 0.0014 for CCI2F2). Uncertainties narios. In particular, for CCl2F2 the CMA [1983] scenario 
in the inventory lifetime estimates are based on rms values of gives a larger UC in 1981 (where I is the annual release and 
the standard deviations of the concentrations due to global C is the accumulated release) by 0.0035 which leads to a 
modeling uncertainties (3.3% for CCl3F [Cunnold et aI., change in the trend inverse lifetime based on the first 5 years 
1983a] and 2.1% for CChF2 [Cunnold et al., 1983b», the data equal to roughly 0.01. This accounts for the difference 
rms calibration uncertainties (1.3% for CCI3F and 0.9% for between the CCl2F2 trend lifetime estimate for the first 6.5 
CCI2F2), and emission uncertainties equal to 2.7% for CCl3F years and that (Ill years) given by Cunnold et al. [1986], and 
and 3.0% for CC12F2. The latter are based on Combining the this uncertainty was recognized therein. For CCl3F the trend 
uncertainties in cumulative release in 1980 [Gam/en et af., lifetime estimate for the first 6.5 years given here and that 
1986] with the average uncertainty due to the nonreported given by CU1UJ()ld et al. [1986] (74 years) are not significantly 
production in 1985 (the middle of the period being analyzed) different. In contrast to the inventory estimates of lifetime, 
which is proportionately derived from the nonreported pro- however, there is more variation as a function of period of 
duction uncertainty in 1989--1991 from MEAS [1991,1992]. analysis for the trend estimates. Nevertheless, these differ
The absolute calibration uncertainties are a combination of ences are within the uncertainty limits which are larger for 
the uncertainty in the SIOI993 scale and the uncertainties the shorter periods than for the longer periOd (e.g., Cunnold 
associated with relating this scale to the ALFlGAGE mea- et al. (1986] give 0.006 for the uncertainty in the inverse 
surements based on comparisons against only a few gas lifetime of CCl2Fz for the first 5 years of data because of 
samples .. Usiiig partial derivatives. from the model (6.2 for release uncertainties), but they do suggest that the Fishel' 
Ccl I F and 7.6 for 2CCl2F 2) gives uncertainties in the inverse [1993] release scenario is not entirely capturing the evolution 
lifetimes derived by the inventory teChnique of 0.0072 for of the releases ofCCl2F2 over the 13-year period of analysis. 
CCl3F and 0.0050 for CCl2F2. ' . . lb~ lifetime es~te~fQr 19.8.,$. (i.e .. , the middle of the 
. The CCl3F and CCI1Fzlifetime e.~timates given in Table.s· aDalYsisPerlOd) are ob~e(fby':aver8guig tile lnverse life-
8 and 9 differ from our preVious estlnlates [ClInnold etal.:, time e~tinlates by the .(reod..and· ;iDventory ·iechniques. The 
19861 for several reasons. FlCSt, as indicated in Table 1, the error bars a(ecalculated as the rms of the two error bars with 
SIO i993 calibradon·SCaIe isS:2% lower for tCl~F than the the differences from the mean value also being included. The 
OGI 1980 scale and 3.9% higher for CCl2F2. The estimated corresponding equilibrium lifetimes are inferred from the 
systematic error in the OGI 1980 sCale was ±2%, but the two-dimensional model usIng 
assessment. of systematic errors'in any of these calibration ..... 
scales is soinewhaqubjective. Therefore the switch ~ the' ,..... .. ....7'.e~S,'I:,+;4~, -.. 
SIO 1993 scale representS soD:1ewbat more than a 2ucbaDge wbere 7', are the lifetimes'for these gases in the stratosphere 
in calibration; this llCC:Ouilts for almost all of the change in and t, is the previOusly disCussed fransport·tiirie between the 
the invenwrY estimates. of lifetlmefor cCljF (from.68 lei 44 troposphere and die stratosphere.~The predicted equilibrium 
years) ·and -most of the clwigc· for CCl2Fi-,(from 68.,f<, 161 lifetime for ca3F is betweed'~ and 61 ycars'(lu limits) and 
years). The rest of the ch8nges mthe'inventorY'cstiniates of -for C02F2· is:bCtween99 aD<{.fOO"yearS.1lil comparison', the 
~~es-areP.~~C¢ ~Y~tl1~,~~~ .. ~~:fi~~!';n99~l~I~~.' latiit estimates of the'~qullibriuinlifetimes b3sed on three
~nario .(i:o~ thepMA U~~]Sce~o (tI1~ J?i,$l\cr: 'Ce~o. dimensional :calculatioris "'usbi8~Jhe' meas~·abS()rPtion 
asSlUDes ·Sinallerwireporte(i;emissions.in. the 'early.J9.8Os) _ cross sections .are 42 :YearS"for: CCl3FandllO years for 
and the'15% incrta$e in 'thetroposp~ere'to stratosphere CChF1 [Golotnbek and PrlM; i 1993]. These :valties are not 
exchange rate in the current two-dimensional modetThese significantly different from'the:ALEIGAGEestimates. 
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/ . ..--'1-0 

280 

~ ~2S0 
j220 
, 190 

lliO 
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,.... 
FIgui-e 6. The· fit. between the model results, using the 
Fisher [1993] emissions' for CFC-ll and an equilibrium 
lifetime of 44 years and themeaslirements. The fit could be 

. iinproved bymultiplYiDg the ALFJGAGE measurements by 
, , '.' .. 1.01. 

u.;, .. , ',' "" 

Bxlaml)Ies of tbc6t of the two-dimensional model to the 
", ' . - 'th~ Fisher (1993] emissions based on 

.: ' , ". ,th~ . , estimated lifetimes (T) are shown in Figures 
6;and;,7.1;t'be:resldu~Lvarlances in the differences between 
the measurements, and, the model calculations, using various 
combinatio~s of Tand a are shown in Figure 8, Here for each 
T which has beenseletted, a best fit a wall chosen. The 
results demonstrate thatweU-defined minima exist and that 
this estimation problem Is well 'posed. Figure 7 shows a 
feature of the data set for which ,there is no gOOd explanation 
at this time: at Cape Meares the CC12F2 concenltlltions were 

/ 

approximately 1% smaller between 1983 and 1986 than in the 
other years. .' . 

The CC12F2 concentrations in Ireland. are approX1mately 
1% smaller. relative to the model calculation~. at Mace .H~ad 
(post-1986) than they were pre-1984 at Adngol~. A Similar 
difference was observed during the 3 months of Simultaneous 
measurements that were made at the two sites at the end of 
1987 (no differences in CCl3F concentrations were observed; 
see Table 2). This difference may therefore be characteristic 
of the two locations. Accordingly, in the lifetime and release 
rate calculations the Mace Head CCl2F2 concentrations 
have all been increased by 1%. 

500 

~ 
j400 

'm 
sao 

~ 
!4OO 

'm 

1988 

,.... 

Oregoo 
1990 

Samoa 
1990 

Figure 7. The fit between the model results. uS.i'.l8 .the 
Fisher [1993] emissions for CFC-12 and an equilibnum 
lifetime of 180 years and the measurements. The fit could be 
improved by multiplying the ALE/GAGE measurements by 
approximately 1.01. 
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10. Release Estimates 

If the optimally estimated lifetimes derived from ALE! 
GAGE measurements are prescribed in the two-dimensional 
model, estimates of the annual releases of the chlorofluoro
carbons may be obtained. The procedure is to compare 
annual means of the measured concentrations, centered at 
the end of each calendar year, against annually smoothed 
concentrations calculated using the two-dimensional model. 
Annual means are used to smooth out some· of the variability 
in the measurements. The releases are calculated iteratively 

- by modifying the releases one year at a time so that the mean 
concentrations, over the sites where measurements are 
available, at the end of each year match the mean modeled 
concentrations at the same locations. The mean lifetimes 
deduced from the ALFiGAGE observations are used in 
these calculations. 

The uncertainty in the estimated releases is based on the 
standard deviation of the differences between the measured 

-and the modeled concentrations (typically using four sites 
with values at the beginning (O"I) and end of each year (0"2), 
with -the uncertainty being given as (0"1 + 0"]) 112). The effects 
of possible drifts in secondary calibration should also be 
included in these uncertainties. The rms variation in the 
year-to-year differences based on the mean curves shown in 
Figures 2 and ~ yield estimates of the possible effects 
between 1978 and 1986. These are O.5%/yr for CCl3F and 
0.3%1yr for CCI2F 2 • Between 1987 and 1989 the only avail
able data which can be used to provide limits on such drifts 
are the ratios of ALEIGAGE and the archived aU- measure
ments at Cape Grim. As discussed in section 5, these limit 
possible drifts to O.6%1yr for CCl3F and to O.4%1yr for 
Ca2F2 • From 1990 on we are confident that the network has 
been consistently calibrated; however, until this can be 
demonstrated from su1liciently long term secondary calibra
tion records, we shall conservatively adopt the uncertainties 
inferred for the 1978-1986 ALEIGAGE data. The possible 
year-to-year variations in secondary calibration are com
bined in an rms sen~e with the differences between the 
measured and the modeled concentrations at each site. Both 

. of these error sources primarily result in random errors in 
the releases. The conversion of these standard deviations to 
precisions in the release estimates is based on the model
calculated dependence of releases on variations of the ob-
served concentrations.' -

The release estimates also contain possible systematic 
errors, the largest of which is the uncertainty in lifetime. 
Based on the ALFiGAGE lifetime unCertainties, the possi~ 
ble errors in the emissions ofCCI2F2 increase from 3.3% in 
1979 to approximately 6% in 1990. The possible errors.are a 
factor of approximately 1.2 larger for ca3F. To illustrate 
the possible effect of this error· source; the estimated emis
sions for' the theoretic8lly derived equilibrium: lifetimes 
[Golombek and Prinnn. 1993] bave been included in Table 5. 
The overall accuracy of the release estimates is obtained by 
~mbining the potential errors·With the uticertainty In abso
biiC calibrationandthe pO~~lbl~ ~OdeUngeliotj (see secuQn 
9). The rms-derived accuracYl1Ul&es from (; to 8%,for Ca3F 
andfrom:4 to7%~fdr CC(p ';irom~th~ ~'ii'i ~\ ~~th~'~nd' 
of die mWUreiDe~t'~ot~~:,~~~:';:\:;'.":'··::;'.~~;:';;':-r;.:;:::~,:;:', 

The precisiops of ~e ~l~ :~~titn~tes ,~y. be~~ubstan,,; 
tially improved by consid~ring ,several year avefllges . .ln -
particular, 3-year averages may improve the precision by a 

1.1128 

1.012 

o . ! • , I • , • I -' I ! "&. I • I I , . , t • '--"-" 

0.000 0.010 0.020 0.030 0.040 
IDveISC Lifetime at Equilibrium 

Figure 8. The residual variances (%2 expressed relative to 
the measurements) obtained by combining the differences 
between the model results, using the Fisher [1993J releases, 
and the measurements at the five sites. For each assumed 
equlibrium lifetime (years) the figures on the curve indicate 
the calibration factor (a) by which the measurements would 
have to be multiplied so as to produce the best fit to the 
model results for the prescribed lifetime. The minima of the 
curves indicate the inverse lifetimes at eqUilibrium (per 
years) which, combined with the corresponding calibration 
factor, would produce the best fits between the measure
ments and the model results. 

factor of 3V3, which increases the precision of the averages 
to approximately 2%. Errors due to inaccuracies in the 
estimates may be substantially eliminated if ratios of the 
emission in different periods are considered. Treated in this 
way, the post 1990 ALElGAGEestimates of release may be 
more accurate than the future ·.AFEASIFisher estimates 
because of the increasing proportion of nonreported produc
tion. 

The release estimates for CC13F and C02F2 are given in 
Tables 5 and 6 and in Figure 9. Good agreement with the 
F'lSher estimates is indicated. However, the ALEIGAGE 
emission estimates for -1979 and 1980 for both species are 
larger than the Fisher [l993} values (but the estimated 
cumulative emissions of Ca3F and CChF2 at this time are 
smaller). This difference Widens if the Golombek and PriM 
[1993] calculated lifetimes-are used. It shOuld be noted. that 
the first'6 months ofoperiltion (i.e~; 1978) was il, start-up 
period during which wc-are Some~ less cODQdent in the 
data than during all the remaining years. Because 12-month 
smoothing is used. the release, estimates for i979 .may be in 
error (m particular for C02Fll. NeveJtheless~' thepre-19791 
1980 cumulative emission differences remain. The agreement 
with the Fisher estimates would be improved if the closed 
cell foam uses of Ca3F possessed the short lifetime dis
cussed by Gam/en et al; [1986] and if smaller emissions from 
nonreporting countries had 0CCUI'l'tld in'l979and .1980. . _ . 
. The- ALFJGAGE measurements provide &t:r9ng ,eviderice 
that worldwide emissions of CCl3F andca2F2idCcreased in 
1989 and 1990. Allowing for inaccuracies In .the-:estimates, 
we calculate 1990 eniissions of249 ±_28 x 106_ kg for.C03F 
and 366 ±_30 x 106 kg forca2F2,0ui- 3-y~:-limoothed 
estimate of the 1986 combined emissions of the .. two gases 
(the base year for the Montreal Protocol) ism X 106 .Icg. 
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Figure 9. Annual releases of CC13F and CCI2F2 and 10-
uncertainties estimated from 13 years of ALE/GAGE data 
(points are joined by a full line); in these calculations the 
equilibrium lifetimes of CCl3F and CCl2F2 are 44 and 180 
years, respectively. These are compared against the most 
recent estimates of world releases [Fisher, 1993] (crosses 
joined by a dashed line). 

The precison of this estimate is 46J3V3 = 9 x 106 kg and the 
accuracy is approximately 46 x 106 kg. Th~ 1m emissions 
expressed as a ratio to the smoothed 1986 emissions exhibit 
a decrease of 21 ± 5% and the 1989 emissions are 6 ± 7% 
smaller than" the 1986 emissions (the 1990 ratio is 20% if the 
Golombek and Prinn [1993] lifetimes are used and possible 
inaccuracies do not affect these estimates). The reduction in 
the 1990 emissions is not significantly different from the 
Fisher estimate of 16% although it suggests that recent, 
nonreported emissions might be being overestimated. 

In response to the recent decrease in the emissions, the 
accumulation-i'ates-of CCl3F and CCl2F2 have begun to 
decrease, as was discussed in the empirical model section. 
This may be more clearly seen in Figure_H) ill which the 
lower tropospheric means and the global means at the ends 
of each calendar year have been plotted. These values are 
the results of the tw<Hlimensional model calculations using 
the estimated annual releases and the prescribed lifetimes. 
Calculated in this way, these model results are a best fit to 
the measurements. The smaller annual concentration in
creases in 1989 and 1990 may be noted. 

11. Conclusion 
ALE/GAGE measurements of the chlorofluorocarbons, 

CCI3F and CCl2F2 , between July 1978 and June 1991 at five 
globally distnouted locations have been analzyed. Adjust
ments to the measurements for shifts in the secondary 
calibration standards which apparently occurred between 
1984 and 1991 havet>een made. The adjusted ALE/GAGE 
measurements have been shown to be in excellent agreement 
with shipboard measurements south of 300S and archived air 
samples collected at Cape Grim, Tasmania, since 1978. The 
measurements have been placed on the Scripps Institution of 
Oceanography, SIO 1993, calibration scale which represents 
a reduction in CCl3F concentrations by approximately 5.2% 

and an increase in CC12F 2 concentrations by 3.9% compared 
to Cunnold et al. [1986]. 

The ALE/GAGE data can usefully be broken into two 
periods with markedly different characteristics. Applying an 
empirical model separately to the first 10 years of data (July 
1978 to June 1988) and the last 3 years (July 1988 to June 
1991), we determined a slow increase in the atmospheric 
trends of CCl3F and CC12F2 in the lower troposphere in the 
first 10 years and a rapid decrease in the trends over the past 
3 years. During the first 10 years the trend averaged 9.2 and 
17.3 ppt/yr, respectively, forCCl3F and CCI2F2• In contrast, 
the trends averaged 7.0 and 15.7 ppt/yr, respectively, in the 
last 3 years and these trends were decreasing at rates of 2.4 
and 2.9 ppt/yr2. The trends were observed to decrease first 
in the northernmost semihemisphere, as is to be expected 
based on the source distributions of these gases. . 

Atmospheric lifetimes of CC13F and CC12F2 have been 
obtained by the analysis procedures initially described by 
Cunnold et al. [1983a]."The worldwide release estimates 
[Fisher, 1993] used in these calculation.- utilize AFEAS 
[1992] figures for production by reporting =ompanies but are 
different from the worldwide release estimates by the CMA 
[1983]. Equiborlum lifetimes for CCljF of 44~IJ years and of 
180~:ro years for CC12F2 have been inferred. In contrast to 
the previous lifetime estimates given by Cunnold et al. 
[19861, there is now good agreement between the estimates 
obtained by the trend and inventory techniques. This results 
primarily from the new calibration factors and the revised 
estimates of worldwide releases. Uncertainties remain in the 
trend estimates primarily because of release uncertainties. 

. '-' 
Uncertainties in the inventory lifetime estimates are pro-
duced by a combination of uncertainties in absolute calibra~ 
tion, in release and in global simulations with a two
dimensional model. 

These lifetimes have been used to infer annual releases of 
the chlorofluorocarbons. Model releases are adjusted in each 
year sequentially until agreement is obtained between the 
observed and calculated annual mean concentrations. The 
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Figure lO.Annual global rates of increase (ppt/yr) of 
CCl3F and CCl2F2 estimated by combining ALE/GAGE 
observations and tw<Hlimensional model calculations. (a) In 
the lower' troposPhere, 500-1000 mbar (pluses and solid 
lines) and (b) the entire atmosphere (crosses and dashed 
lines). 
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estimated releas~s of both CCl3F and CCl2F2 in 1979 and 
1980 are larger than the Fisher [1993] estimates, but in 
Contrast, the accuQ1ulated emission prior to 1979 are smaller 
than the Fisher estiptates. These differences could be re
d~Ced by assuming shorter lifetimes for the CCl3F used in 
closed cell foams, and a more rapid buildup of nonrepoI1ed 
emissions Qf CCI2F; in this time perio~. It ~as also irlferred 
that the releases of both chlorofluorocarbons in 1989 and 
1990 were (ess than thQse hi 1988 and the combi~ed 1990 
~lease of Ctl3F and CCl2F2 \:Vas estimated to be 21 ± 5% 

.... less than in 19$6. The 1990 releases were estimated to be 249 
:'" ~ ~)< 106 kg for CCl3F and ~§6 ± 30 x 106 kg for CCI2F2·• 

" 'Jbis decrease is a little larger than that caIc(llated 'from 
;, .. :production figure~ by Fisher [1993], suggesting the possibil-

ity that ~ilt nonreported emissions' 8,fe ~ing overesti
·(Dated. It ~ suggested ~t global release estimates from 

'!, GAOE data for y"eais after 1990 could b~rriQre accu~te than 
·f· the ~stiniates 'ob~n~ from worldwide prOducti~n figUres. 
.~)~, . The ~ec~e in the annual r~leases'ls assocj~ted with 
".' smaller in~rea$es in the gl9bally integrated (Le., both holi-

ZQntally and' verticallY' integrated) atInospheric content of 
the chforoftuo~ns in the past few years. Ov~r the 
~riod 1979-1988 the globat atmospheric inventorY is esti
JIla~ to flave been increasing, on average, 8,6 ppt/yr for 
CCl3F ~d 17.6 ppt/yr for CCI2F2 • In 1990, however; the 
estimated increase m inventory was 5.3 pptlyr for CCI3F and 
14:5 pptlyr fC!r CC12F2• . ' 
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Global Average Concentration and Trend for Hydroxyl Radicals Deduced 
From ALE/GAGE Trichloroethane (Methyl Chloroform) Data for 1978-199 

R. PRINN,I D. CUNNOLD,2 P. SIMMONDS,3 F. ALYEA,2 R. BOLDI,I A. CRAWFORD,4 P. FRASER,S 

D. GUTZLER,6 D. HARTLEY, I R. ROSEN,6 AND R. RASMUSSEN4 

Atmospheric measurements at several surface stations made between 1978 and 1990 of the 
anthropogenic chemical compound I,Ll-trichloroethane (methyl chloroform, CH3CCI) show it 
increasing at a global average rate of 4.4 :t 0.2% per year (lcr) over this time period. The measured 
trends combined with industrial emission estimates are used in an optimal estimation inversion scheme 
to deduce a globally averaged CH]CCI) tropospheric (and total atmospheric) lifetime of 5.7 (+0.7, 
-0.6) years (I cr) and a weighted global average tropospheric hydroxyl radical (OH) concentration of 
(8.7 :t 1.0) x lOs radical cm -) (I cr). Inclusion of a small loss rate to the ocean for CH3CCl) of 1185 
year-I does not affect the stated lifetime but lowers the stated OH concentration to (8.1 :t 0.9) x lOs 
radical cm -) (Icr). The rate of change of the weighted global average OH concentration over this time 
period is determined to be 1.0 :t 0.8% per year (lcr) which has major implications for the oxidation 
capacity of the atmosphere and more speCifically for methane (CH.), which like CH)CCI3 is destroyed 
primarily by OH radicals. Because the weighting strongly favors the tropical lower troposphere, this 
deduced positive OH trend is qualitatively consistent with hypothesized changes in tropical tropo
spheric OH and ozone concentrations driven by tropical urbanization, biomass burning, land use 
changesT and long-term warming. We caution, however, that our deduced rate of change in OH 
assumes that current industry estimates of anthropogenic emissions and our absolute calibration of 
CH)CCI) are accurate. The CH)CCI] measurements at our tropical South Pacific station (Samoa) 
show remarkable sensitivity to the EI Nino-Southern Oscillation (ENSO), which we attribute to 
modulation of cross-equatorial transport during the northern hemisphere winter by the interannually 
varying upper tropospheric zonal winds in the equatorial Pacific. Thus measurements of this chemical 
compound have led to the discovery of a previously unappreciated aspect of tropical atmospheric 
tracer transport. 

I. INTRODUCTION 

The hydroxyl radical (OH) is arguably the single most 
important oxidizing agent in the troposphere. It is produced 
in daylight hours primarily from the reaction of water vapor 
with O( I D) and secondarily by reduction of the hydroper
oxy radical (HOz) by NO, 0 3, HOz, and organoperoxy 
radicals [e.g., Donahue and Prinn, 1990J. It is destroyed on 
a time scale of about I s by oxidizing CO, S02, NOz, and a 
wide range of hydrocarbons, including methane (CH.). 
Direct measurement of tropospheric OH is very difficult with 
long-baseline spectroscopy possessing a sensitivity level not 
much lowerthan ambient OH levels [Callies et 01., 1989]. An 
alternative, indirect approach to OH measurement is to 
determine the rate of loss of a: chemical whose sources are 
known and whose major sink is reaction with OH. This 
approach can be used with a globally dispersed chemical like 
I,I,I-trichloroethane (CH3CCI3) to yield a weighted global 
average OH concentration [Singh, 1977; Lovelock, 1977; 
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Makide and Rowlalld, 1981; Prinn et al., 1983b, 198 
Khalil and Rasmussen, 1984; Fraser et 01., 1986a] or with 
locally dispersed chemical to yield a local OH concentrati( 
[Prinn, 1985]. 

Measurements of CH1CCl3 (common name, methyl chi 
roform) have been carried out since 1978 as a part of tI 
Atmospheric Lifetime Experiment (ALE) and its success· 
the Global Atmospheric Gases Experiment (GAGE). V 
previously used the first 7 years o( these data to deduce 
weighted global average tropospheric OH concentration· 
(7.7 ± 1.4) x 105 radical cm-3 and a global aver'a! 
CH3CCI3 atmospheric lifetime of 6.3 (+ 1.2. -0.9) yea 
[Prinn et 01., 1987]. In view of the general significance of 0 
in tropospheric chemistry and more specifically the predi. 
tion that tropospheric OH levels may be changing [Tho17fJ 
son and Cicerone, 1986; Isaksen and Hov, 1987]. it is al~ 
important to determine (or at least place constraints on) t~ 
temporal trend in OH. In this paper we update our earli< 
analysis by reporting the first 12 years of ALE/GAG 
CH1CCI1 data and using these data to determine the tim 
average and (for the first time) the linear temporal trend i 
the CH3CCI1 lifetime and thus the OH concentration. W 
also report evidence for an effect of the Southern Oscillatio 

. (SO) on Pacific CH}CCI1 measurements. 

2. EXPERIMENT 

Trichloroethane is analyzed at the ALE/GAGE stations i 
real time using microprocessor;-eontrolled gas chromate 
graphs with silicone-packed columns and electron captur 
detectors [Prinn et al., 1983a]. The ALE/GAGE statior. 
are located in Cape Grim, Tasmania (41°S, 145°E); Poir 
Matatula, American Samoa (l4°S, I7I°W); Ragged Poin! 
Barbados ()JON, 59°W): Cape Meares. Oregon (45°1'1 
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124°W); Adrigole, Ireland (52°N, IOOW); and Mace Head, 
Ireland (53°N, IOOW) (this station replaced the Adrigole 
station beginning in 1987). 

Absolute calibration of the CH3CCI3 measurements is 
carried out by comparing alternate analyses of (Nation
dried) air and on-site (Nation-dried) calibration gas [Prinn et 
al., 1983al. Both before and after use at the site the on-site 
calibration gas tank is analyzed relative to working second
ary standards (Rasmussen and Lovelock, 1983] maintained 
at the Oregon Graduate Institute before 1989 and at the 
Commonwealth Scientific and Industrial Research Organiza
tion after 1989. This calibration procedure assumes a linear 
relation between instrument response R and mixing ratio X 
(i.e., in the general expression R ex: X(I-E), the nonlinearity 
parameter £ = 1 - dIn R/d In X = 0). For small values of 
E, to In R, and to In X the error in X due to nonlinearity is 
approximately -EXtoln R [Prinn et aI., 1990]. The linearities 
of the instruments at each of the tive sites and of the 
instrument used to analyze the on-site calibration tanks 
relative to the secondary standards have been investigated 
using a suite of test tanks with mixing ratios ranging from 0.5 
to 1.3 times present atmospheric concentrations. From these 
tests we find E = 0.00 ± 0.04 for CH3CCI3. The largest 
difference between unknowns and standards for CH3CCl) in 
ALE/GAGE is a factor of 2 (i.e., to In R S 0.7). Thus the 
largest error in Xdue to nonlinearity is approximately E x 0.7 
x 100 = 0.0 ± 2.8%, and this error would apply to 1990 
atmospheric analyses in northern mid-latitudes calibrated 
against our original 1978 secondary standards. This instru
mental nonlinearity contributes an uncertainty to our quoted 
CH)CCI) trends of about 0.0 ± 0.2% per year which, while 
not negligible, is small compared to the observed CH)CCI3 
trends. The above £ values could also reflect in part the finite 
accuracy with which the individual tanks for testing nonlin
earity can be prepared. 

The absolute calibration of the working secondary stan
dards is based on Khalil and Rasmussen [1984]. This means 
that the so-called ALE/GAGE calibration factor (E) for 
CH)CCI) is currently 0.80 ± 0.08 compared to the original 
calibration factor of 1.00 ± 0.15 which was based on 
Rasmussen and Lovelock [1983]. A recent intercomparison 
between ALE/GAGE and a Japanese standard (Y. Makide, 
private communication, 1991) yielded ~ = 0.56 for the 
Japanese standard. The consistency of the latter ~value with 
ALE/GAGE measurements and industry emissions is dis
cussed later. For determination of long-term trends the 
long-term stability of the secondary standards is an impor
tant consideration. The relative stability of CH)CCI) is 
checked using a set of specially maintained secondary stan
dard tanks which are periodically analyzed relative to the 
original secondary tank 033 as described by Rasmussen and . 
Lovelock [1983]. For the seven surviving members ofthis set 
(tank numbers 022, 028, 030, 032, 036; 004, and 017) mea
sured (relative to tank 033) in 1987 and 1989, the values 
differed by 0.1 ± 2.0 ppt (parts per trillion by number) and 
0.3 ± 2.3 ppt, respectively, from the original 1978 values; 
these differences are not statistically different from zero 
(stated uncertainties are standard deviations which are Y7 
times the "error in the mean). This result does not of course 
test whether tank 033 itself is drifting. If the drift in the seven 
test tanks relative to tank 033 is indicative of the magnitude 
of the possible drift in 033 itself, then this implies the 
possibility of a linear drift in the secondary standards of 0.0 1 

± 0.22 to 0.03 ± 0.21 ppt yr- I (i.e., 0.01 ± 0.20 to 0.( 
0.19% per year). These possible drifts are clearly s 
compared to the measured atmospheric trends in CH3C 
but we make the caveat that the long-term trends reporte 
this paper depend on explicit assumptions concerning 
stability of CH3CCI3 in the above set of test tanks. 

Finally, as a measure of the combined effects of ins 
mental nonlinearity, calibration stability, and accurac) 
secondary calibration tank preparation, three "archi' 
tanks were filled during the first year of ALE/GAGE, 
were analyzed approximately 12 years later relative 
secondary calibration tanks 363, 366, and 382. The aver 
difference between these archive tanks analyzed 12 ye 
after filling and Cape Grim ALE/GAGE measurements m, 
at the time they were filled was 3.2 ± 1.7 ppt (3.6 ± l.S 
corresponding to an annual change of 0.26 ± 0.14 ppt yl 
(0.3 ± 0.2% per yr- I ). The latter annual change is com 
rable to the uncertainty in the long-term CH3CCI) trend ( 
to measurement variability (see below). 

3. OBSERVATIONS 

In the first phase of ALE/GAGE (ALE, 1978-198 
HP5840 gas chromatographs taking four calibrated air m. 
surements per day were used, while in the second ph~ 
(GAGE, 1981 to present) the HP5840 instruments were fi 
run together with and then replaced by HP5880 instrumel 
taking 12 air measurements per day. Agreement betwe 
ALE and GAGE instruments for CH3CCI) was excelleJ 
with the small differences largely attributable to the fin 
accuracy with which the separate calibration tanks used ( 
the two instruments can be prepared (e.g., Fraser et ( 
[1986b] for the Cape Grim station). 

3.1. High-Frequency Variability 

A special feature of the ALE/GAGE approach to Ion 
term trace gas measurements is its ability to resolve impo 
tant short-term variations in trace gas concentrations. Th 
ability is illustrated in Figure I which shows measuremen 
to-measurement variations in CH3CCI) (and for comparisol 
one of the other ALE/GAGE gases, CF2CI2) over a period c 

2 years. Pollution events, identified by simultaneous lar~ 
positive increases in CH)CCI3 and CF2CI2 , are quite evidel 
at Ireland, Oregon, and Tasmania. These are associated wit 
regional circulation changes bringing air to the stations frOi 
nearby industrial regions. Between these pollution event~ 
westerlies coming off the ocean bring relatively clean back 
ground air to these three stations. Except for a few if. 
stances, pollution events are rare or absent at the tropic~ 
stations on Barbados and Samoa. Instead, the large north t, 
south gradients in CH)CCI) (and CF2CI2) combined witl 
significant interannual and intra-annual changes in the trop 
ical circulation lead to variations at these tropical sites of : 
distinctly different nature. 

Specifically, at Barbados during July-December there arc 
significant simultaneous decreases (and sometimes in 
creases) in both CH)CCI) and CF2C12 that can be attributec 
to enhanced south-to-north (or for the increases, north-to· 
south) transport of air in the north equatorial Atlantic at thi! 
time of year. Similarly, at Samoa during the northern hemi· 
sphere (boreal) winter there are in certain years (e.g., 1988 ~ 
shown) large simultaneous increases in both CH3CCI) and 
CF2CI2 which can be attributed to enhanced transport of ail 
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Fig. 1. Twelve-hour averages of the high-frequency (12 per day) meaSurements of CH3CCI3 (MC) and CF2Cl2 
(F12) during 1987-1988 at the five ALFJGAGE stations with time average and linear trend removed illustrating pollution 
events at mid-latitude stations and large-scale meridional transport-induced variations at tropical stations. The 
high-frequency CH3CCl3 and CF2Cl2 variations are highly correlated as expected. Units are parts per trillion by 
molecular number in dry air designated ppt. Note the different concentration scales used for mid-latitude and tropical 
stations. The vertical bar on each station denotes 25 ppt. 
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Plate I. Monthly mean concentrations and standard deviations for CH3CCIJ during 1978-1990 at the five 
ALE/GAGE stations. Pollution events have been removed from the mid-latitude stations. The Ireland station was 
located at Adrigole for 1978-1983 and Mace Head for 1987-1990. Units are parts per trillion by number (ppt). 

from the northern hemisphere during this season. This 
process and its relation to the Southern Oscillation (SO) will 
be discussed later. Note that the latitudinal gradient (parts 
per trillion per degree) of CH3CCI) is about twice that of 
CF2CI2, accounting for the generally greater amplitUde of 
these circulation-induced variations for CH)CCI) than for 
CF2CI2 at both of these tropical sites [Harlley and Prinn, 
1991). 

For many of the analyses undertaken in this paper, the 
ALE/GAGE measurements, when averaged over time scales 
of a month or longer, are intended to be indicative of the air 
in a large atmospheric region. Specifically for the CH)CCI) 
lifetime determinations in _this paper this "region consists of 
the air between the surface and 500 mbar in the semihemi
sphere in which the station lies. Hence periods of obvious 
local CH)CCI) pollution occurring at Ireland, Oregon, and 
Tasmania are specifically omitted from the data used to 
define the monthly means and standard deviations discussed 
in the following sections .. 

3.2. Monolonic and Periodic Variations 

Monthly mean mixing ratios X and standard deviations u 
computed from the 120 to 360 measurements made each 

month at each ALE/GAGE station are illustrated in Plate I 
and tabulated in Table I. As discussed elsewhere [Prinn et 
al., 1983a, b; Fraser et al., 1986a; Prinn el al., 1987], the 
latitudinal gradients of concentration, the larger standard 
deviations in the northern hemisphere than in the southern 
hemisphere, and the distinct annual cycles in concentration 
can be explained at least qualitatively in terms of distances 
from sources Oargely northern mid-latitude), intensity and 
seasonality of the global circulation, and the seasonal cycle 
in the reaction 

OH + CH)CCI) -+ H20 + CH2CCI) (1) 

caused by the seasonal cycle (with summer maximum) in OR 
concentrations. 

To describe the monotonic and periodic features of the 
data, the monthly mean mixing ratios Xi at station i are 
described conveniently by an empirical model comprised of 
orthogonal functions either monotonic or periodic in time. 
Specifically, 

XI = ai + biPI(~ - I) + diP2(~ - 1) + Ci cos (2'l1'1) 

+ Si sin (2'l1'1) + Pi cos (2'l1'lllo) + qi sin (2'l1'1/lo) (2) 
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.vhere I is time (in years) measured from the beginning of the 
'ecord, P I and P 2 are Legendre polynomials of the order of 
I and 2, respectively, and 10 = 2A years is the assumed 
)eriod of the quasi-biennial oscillation (QBO). The maxi
num likelihood estimates of aj, b j, d j , Pj, qj, c;, and $; 

Jbtained by weighting each Xi by its inverse variance are 
~iven in Table 2. Note from Table 2 (and also Plate I) that 
,tatistically significant annual cycles (described by c j, s j) are 
:vident in Ireland, Oregon, Barbados, and Tasmania. An 
annual cycle is barely evident in Samoa from the coefficients 
in Table 2, but cycles become quite evident if one divides the 
data into periods corresponding to extrema in the SO, as 
discussed later. A statistically significant QBO is evident at 
Barbados (0.8 ppt amplitude) but is marginal or absent at the 
other stations. This general conclusion still holds when we 
assume 10 = 2.25 years for the QBO with only slight 
changes in the amplitude and phase at Barbados relative to 
the to "" 2A-year case. A similar result for Barbados (but 
not Tasmania) was found for ALE/GAGE N20 data [Prinn 
et al., 1990]. 

The 12-year averages of the CH)CCI) mixing ratios and 
trends at each station are given by the aj and b;f6 values, 
respectively, in Table 2. Averaging these aj and b;l6 values 
at Tasmania, Samoa, Barbados, and Ireland plus Oregon we 
obtain a "global" 12-year average mixing ratio of 124.5 ppt 
and trend of 5.5 ± 0.2 ppt yr- I (Le., 4.4 ± 0.2% per year) 
with uncertainties being lu. As noted earlier, the CH)CCI) 
trend is large compared to the inferred errors associated with 
drifting standards and the maximum inferred errors associ
ated with instrumental nonlinearities. Negative values for 
the rate of change in the trend (d;l12) at all stations except 
Cape Meares mean that the annual rate of increase of 
CH3CCl3 is overall decreasing with time, consistent with an 
approach to a steady state. 

Because the annual cycle in CH3CCl3 at some of the 
stations is not a simple 12-month hannonic, equation (2) has 
limitations for application to these stations. To provide 
further analysis of the annual cycle we compute monthly 
mean residuals R by subtracting monotonic variations (as 
described by an un weighted cubic polynomial fit to the data) 
from the X values, thus leaving the periodic variations in the 
residuals. For each month we then determine the 12-year 
average residual. its standard deviations. and its standard 
error. To illustrate persistence and further address fluctua
tions, we also compute the autocorrelation coefficient A(t) 
for time lags of t months with a value being considered 
significant at the 95% level if A(t) > 2/Yn where II (:s144) 
is the total number of monthly residuals [e.g., Hartley and 
Prinn, 1991]. 

The residuals and autocorrelations for Ireland, Oregon, 
Barbados, and Tasmania are given in Figure 2. It is evident 
that only Tasmania possesses a nearly simple 12-month 
harmonic annual cycle. Barbados and Oregon have a signif
icant annual cycle, but the cycles consist of fairly constant 
positive residuals for 9 months and relatively larger negative 
residuals for 3 months requiring superposition of a number of 
harmonics to describe them. Ireland also possesses a signif
icant annual cycle requiring superimposed harmonics to fit 
it. Negative residuals in Barbados in September-November 
are" associated with transport from the south of air with 
anomalously low CH)CCI3 mixing ratios. As a result the 
standard deviations u (Table 1) are about 50% higher during 
September-November than during the rest of the year. 

Transitions from positive to negative residuals during the 
local summer in Ireland, Oregon, and Tasmania are certainly 
due in part to faster chemical destruction (equation (I), but 
circulation and proximity to sources are additional contrib
utors in Ireland and Oregon and to a lesser extent in 
Tasmania. 

3.3. Interannual Variations and the Southern Oscillation 

Examination of Plate 1 shows that in some years there is a 
sharp seasonal maximum in CH3CCl3 at Samoa during the 
first few months of the year (e.g., years 1981, 1984, 1985, 
1986, 1988, 1989) so that the CH)CCI3 measurements at 
Samoa and Tasmania are anticorrelated. However. in other 
years (particularly 1983 and 1987) this boreal winter maxi
mum is not present, and the CH3CCl3 mixing ratios at 
Samoa and Tasmania are highly correlated. In cOrUunction 
with the absence of the boreal winter maximum in 1983 anq 
1987 the standard devia~ions u at Samoa are depressed 
relative to other years (see Figure 3). The periods from 
mid-1982 to mid-1983 and from mid-1986 to mid-1987 were 
characterized by strong SO "wann event" or EI Nino 
conditions in the tropical Pacific, suggesting that the dra
matic circulation changes associated with swings of the SO 
affect the mixing ratio of CH3CCI) at Samoa. 

Southern Oscillation-methyl chloroform relationships are 
specifically examined by correlating standard indices of the 
tropical Pacific circulation used by the U.S. National Mete
orological Center (NMC) to monitor the SO with monthly 
mean methyl chloroform fluctuations. These indices (to be 
described later) are specifically intended to describe interan
~ual variability and so are defined in terms of departures 
from a climatological seasonal cycle. To make meaningful 
quantitative comparisons of the time series of these indices 
with fluctuations of methyl chloroform. it is therefore nec
essary to remove both the long-term trend and a mean 
seasonal cycle from the latter. 

To match the definitions of the SO indices. monthly 
concentration anomalies l>R at each station are-defined by 
subtracting from the residuals R the climatological (i.e., 
12-year average) monthly mean value of the residuals. Sim
ilarly. monthly standard deviation anomalies 8u are defined 
by removing climatological (i.e., 12-year average) monthly 
means of the standard deviations u. 

Before discussing correlations with tropical circ~lation 
indices, it is instructive to compare the standard deviation 
(s) and I-month Jag autocorrelation a( 1) statistics of the l>R 
and 8u time series. shown in two columns of Ta!:>le 3. The 
pairs of standard deviations are nearly the same at the three 
Northern Hemisphere sites and are about a factor of 2llirger 
.than the cOrrespo!lding values ~t Tasmania. Standard d~vi
ations at Samoa are slightly smaller than those at the 
northern hemisphere sites, and s is Jeast in Tasmania. 
Tropospheric eddy activity is vigorous in the vicinity of 
Tasmania [Trenberth, 1981], so the small s value here .is 
undoubtedly due to the fact that CH)CCI3 is much more 
homogeneously distributed in the deep southern hemisphere 
than in the northern hemisphere. 0 • 

The autocorrelation statistic provides some measure of the 
coherence of month-ta-month variability apart from the 
seasonal cycle. Four of the l>R series exhibit a substantial 
degree of autocorrelation (between 0.5 and 0.7). The notable 
exception is Barbados. where there is very little persistence 
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TABLE I. Monthly Mean Mixing Ratio X (ppt). Standard Deviations 0' (ppt). and Number of Measurements Each Month N of 

CH)CCI) at the ALE/GAGE Sites Over the Period July 1978 to June 1990 

Ireland Oregon Barbados Samoa Tasmania 

Year Month X (J' N X (J' N X u N X u N X (J' 

1978 7 112.1 4.6 224 99.6 5.8 144 71.1 2.9 61 68.8 3.4 
1978 8 109.7 3.7 185 99.5 6.2 200 72.1 3.4 125 66.6 2.6 I~ 
1978 9 105.8 3.9 235 94.3 8.2 168 72.4 2.9 126 68.5 2.9 
1978 10 107.4 3.8 151 94.6 8.2 111 74.2 2.9 108 70.7 2.2 
1978 11 107.7 3.3 92 92.8 7.1 125 74.6 4.2 97 74.9 \.I 
1978 12 99.3 6.7 129 75.0 5.1 57 74.2 1.0 
1979 1 111.5 4.6 74 100.2 7.5 114 78.0 3.3 18 73.1 1.2 
1979 2 112.7 3.2 25 99.7 7.0 112 75.9 3.6 95 73.1 1.2 ~o 
1979 3 112.2 5.0 68 100.8 6.9 95 76.6 2.9 117 75.2 1.6 I( 
1979 4 115.4 4.9 62 76.3 3.4 120 76.5 0.9 I( 
1979 5 117.2 4.6 81 101.9 3.3 80 77.9 2.0 122 76.7 1.4 Ie 
1979 6 117.7 5.1 68 100.0 4.7 40 78.5 0.7 114 78.1 1.8 Ie 
1979 7 115.1 5.6 136 102.8 6.7 88 79.7 1.1 118 77.2 1.4 8 
1979 8 115.8 5.0 104 105.6 4.1 117 81.2 1.7 III 78.7 1.2 \I 
1979 9 116.8 5.1 94 99.0 7.4 134 81.3 1.9 102 79.7 1.3 10 
1979 10 120.3 4.1 53 98.8 5.9 127 83.0 1.8 115 80.8 0.9 9 
1979 11 119.7 5.8 72 102.8 5.9 90 85.2 1.7 1\3 81.5 l.l II 
1979 12 122.5 5.7 69 125.5 7.0 55 105.2 4.1 130 79.2 4.7 102 81.0 0.7 8 
1980 1 121.9 6.4 58 127.7 4.9 71 107.9 5.0 133 84.0 2.4 100 ~0.6 0.9 9 
1980 2 123.0 5.5 106 108.5 5.2 105 86.3 2.6 122 81.0 1.1 7 
1980 3 126.7 5.7 89 123.9 2.0 20 112.5 3.8 104 86.7 2.7 103 82.4 1.2 II· 
1980 4 130.0 6.0 103 126.4 2.4 78 110.1 3.1 79 87.1 3.1 116 82.0 1.3 4-
1980 5 132.0 6.0 60 126.3 1.8 93 111.0 3.8 137 88.2 1.8 115 85.9 1.8 7. 
1980 6 130.6 6.7 115 124.1 2.4 114 113.9 3.4 147 89.2 1.2 94 86.8 1.8 8: 
1980 7 130.7 5.0 111 120.8 2.9 85 112.9 4.6 129 90.5 0.8 117 87.6 1.5 9: 
1980 8 126.9 4.7 111 121.6 2.5 81 111.3 3.5 59 91.6 1.0 117 88.7 1.1 9: 
1980 9 124.8 4.2 104 125.3 6.3 103 109.6 6.6 126 92.1 \.6 103 90.0 0.8 6~ 
1980 10 127.4 4.4 81 132.1 6.7 III 109.9 6.4 126 92.S 1.1 17 90.8 1.0 71 
1980 11 129.0 4.2 77 130.1 5.5 118 114.6 4.7 117 94.2 \.8 63 90.5 1.5 9( 
1980 12 129.2 4.0 66 128.2 4.6 104 115.5 6.3 118 96.1 3.0 100 89.4 0.6 8~ 
1981 1 128.5 5.9 118 129.5 4.2 121 114.8 4.4 138 96.7 3.2 42 89.4 0.7 5~ 

1981 2 129.4 4.2 60 133.0 7.8 107 116.8 4.2 1\9 89.7 0.7 43 
i981 3 130.2 4.9 96 128.5 2.9 120 112.5 3.7 100 97.8 1.7 30 91.2 1.0 8t 
1981 4 131.9 3.3 46 128.8 2.2 106 lI7.4 5.3 104 96.2 1.9 136 92.1 0.7 76 
1981 5 135.0 4.0 59 129.8 2.9 104 lI9.1 3.6 123 95.9 2.4 123 92.8 1.0 86 
1981 6 135.3 4.7 79 130.5 2.3 108 117.6 3.4 lIO 97.4 1.5 1\3 93.4 1.1 60 
1981 7 131.4 6.3 120 126.4 3.5 116 120.4 3.7 86 97.4 1.7 73 93.2 1.0 53 
1981 8 131.9 5.1 112 126.2 3.0 107 116.4 7.2 95 99.4 1.1 104 
1981 9 134.2 6.5 75 128.9 2.8 84 115.9 6.2 95 100.3 I.8 79 93.7 2.0 78 
1981 10 134.2 5.4 58 130.9 3.1 73 116.6 5.4 128 . 97.8 1.4 97 96.2 3.2 52 
1981 11 134.7 5.5 85 134.3 2.4 68 116.3 4.8 110 97.9 1.7 64 96.5 1.3 100 
1981 12 137.2 5.4 87 135.7 2.5 96 115.3 4.3 lOS 98.8 2.3 87 97.1 1.8 420 
1982 1 132.4 ,5.8 85 134.6 1.5 81 120.3 3.1 104 99.5 2.4 68 96.6 1.6 393 
1982 2 133.8 4.9 100 135.3 2.9 54 120.5 3.0 68 101.9 2.7 64 96.5 1.5 362 
1982 3 138.9 6.7 83 136.4 2.3 91 120.1 3.0 110 100.0 1.1 54 97.0 1.3 347 
1982 4 140.9 5.2 69 139.6 2.1 98 126.0 3.3 119 98.2 1.5 390 
1982 5 138.5 5.3 41 138.9 1.8 52 123.8 3.8 123 99.9 0.9 371 
1982 6 138.8 3.7 85 136.9 2.2 110 124.1 3.0 118 101.3 1.5 18 101.2 0.7 413 
1982 7 138.3 5.5 69 - 134.4 2.S 67 125.6 2.8 49 100.9 1.6 108 102.0 0.9 377 
1982 8 134.5 4.6 115 131.0 2.8 - - III - 125.0 3.9 83 102.2 1.7 101 102.9 0.9 344 
1982 9 135.5 5.6 110 130.5 4.0 63 121.3 4.9 115 102.1 \.3 104 103.1 0.5 369 
1982 10 139.1 5.0 98 134.5 2.6 71 119.2 5.2 71 102.1 0.9 121 103.4 1.0 445 
1982 11 142.8 4.2 III 135.9 2.3 66 123.1 4.5 120 101.4 0.9 99 103.2 I.l 359 
1982 12 141.5 5.2 125 138.8 2.3 51 130.1 3.6 152 100.9 1.0 93 102.4 0.9 463 
1983 1 138.2 4.6 81 

--
137.5 3.6 100 128.8 3.8 130 100.2 0.9 61 101.9 1.0 455 

1983 2 140.5 4.3 65 137.5 2.0 71 12H ---3:9 - Il2 101.8 1.2 97 102.4 1.3 314 
1983 3 141.9 3.5 122 141.6 3.4 87 125.4 3,0 122 102.9 1.1 88 103.2 0.7 452 
1983 4 145.1 4.1 89 143.1 3.8 96 130.4 3.1 133 103.5 1.2 101 103.8 0.9 354 
1983 5 150.1 5.5 106 141.7 2.5 91 129.0 2.2 126 104.7 1.2 119 104.8 0.9 310 
1983 6 146.4 6.2 96 141.3 2.2 107 .' - 128.4 3.7 132 105.9 t.I 106 105.4 0.7 374 
1983 7 142.4 3.0 65 139.4 1.7 86 130.3 5.2 123 106.5 1.1 122 106.6 0.9 353 
1983 8 142.3 3.3 80 137.1 3.2 93 129~7 6.0 126 106.8 1.0 125 107.4 0.9 387 
1983 - 9 139.3 3.7 - 97 137.0 3.4 342 126.9 4.3 103 IOS.2 1.0 1\6 107.3 0.9 372 
1983 10 141.9 4.6 119 140.5 2.3 228 124.7 4.3 -'90 107.6 1.0 117 107.6 0.7 419 
1983 II 146.1 4.9 78 142.8 2.6 267 125.S 5.2 (23 106.6 1.3 84 107.4 0.7 384 
1983 12 147.1 4.6 107 147.8 3.2 233 132:t - 4.1 123 109.1 I.8 122 106.5 0.8 459 
1984 1 144.3 0.6 24 132.6 2.5 129 111.6 2.4 \14 105.9 0.7 397 
1984 2 148.0 2.6 341 132.3 3.4 124 112.7 2.5 106 105.6 0.5 357 
1984 3 147.9 2.3 353 135.5 3.1 86 114.4 5.S 109 106.3 0.7 417 
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TABLE l. (continued) 

Ireland Oregon Barbados Samoa Tasmania 

Year Month X u N X u N X u N X u N X u N 

1984 4 150.0 1.1 383 131.6 2.3 93 111.9 3.6 112 107.0 0.7 345 
1984 5 150.3 1.4 345 135.8 3.1 93 109.1 1.3 122 108.1 1.0 256 
1984 6 149.8 1.6 404 136.5 3.4 96 110.0 0.9 104 109.4 0.9 210 
1984 7 146.8 2.8 328 137.6 4.9 110 111.0 1.4 112 110.3 1.1 239 
1984 8 142.5 2.4 241 139.6 3.9 117 112.3 1.0 109 111.5 1.3 286 
1984 9 143.8 3.1 231 135.4 4.9 123 113.2 1.7 114 111.8 0.6 272 
1984 10 147.7 2.8 166 134.2 3.8 129 112.6 1.4 78 112.6 1.5 322 
1984 II 149.6 2.4 216 132.0 7.1 118 113.5 2.4 104 112.2 1.3 406 
1984 12 151.6 2.2 269 139.6 3.4 104 115.6 3.0 120 111.4 1.0 460 
1985 I 155.9 5.2 229 140.5 4.3 133 116.5 5.7 119 110.6 1.3 425 
1985 2 150.5 1.9 231 140.8 5.7 107 117.2 2.4 109 110.3 0.9 307 
1985 3 152.9 1.7 243 142.6 3.2 124 116.4 2.9 III 111.1 1.1 413 
1985 4 153.7 2.3 267 140.1 3.1 128 115.7 2.0 118 112.8 1.2 406 
1985 5 153.2 1.4 191 144.0 3.1 143 116.8 2.9 112 113.8 I.J 341 
1985 6 152.2 1.6 254 137.4 2.5 74 116.5 1.8 116 114.4 1.3 369 
1985 7 149.7 3.2 229 144.2 2.4 60 117.3 I.l 233 114.6 0.9 286 
1985 8 149.1 2.5 175 144.0 4.8 141 117.2 1.0 397 117.1 1.3 175 
1985 9 152.2 4.9 181 137.5 6.0 IlJ 117.3 0.7 282 118.2 1.0 266 
1985 10 154.1 3.9 236 138.5 4.1 167 116.9 1.2 195 1[7.5 0.6 302 
1985 II 156.6 3.2 198 138.1 9.0 424 116.5 1.6 515 1[7.1 0.7 243 
1985 12 156.8 3.3 99 144.8 4.6 435 118.5 2.3 554 1[6.0 1.0 344 
1986 1 156.1 4.1 187 141.9 2.9 372 121.2 4.4 422 114.9 0.5 348 
1986 2 156.5 4.2 264 144.5 4.1 342 122.5 4.5 393 114.7 0.6 310 
1986 3 157.9 2.6 210 145.3 5.5 418 118.6 2.6 317 115.5 0.8 342 
1986 4 162.1 2.1 204 145.8 3.1 460 120.4 3.6 443 118.1 1.2 288 
1986 5 162.0 1.5 197 141.4 3.8 344 119.1 2.5 346 119.0 I.l 275 
1986 6 161.5 2.3 297 144.6 3.1 270 119.0 1.6 285 120.2 1.2 312 
1986 7 153.4 4.0 339 149.4 1.8 288 119.5 1.4 316 121.2 1.0 290 
1986 8 148.4 5.1 332 146.5 4.4 317 119.3 0.9 273 [21.6 1.2 307 
1986 9 151.4 3.5 307 145.2 4.4 304 120.9 1.2 306 122.2 0.6 282 
1986 10 159.0 6.6 181 141.2 7.4 323 120.0 1.1 347 120.7 0.8 113 
1986 11 161.2 2.7 206 137.3 5.5 324 118.9 1.3 298 119.2 0.5 158 
1986 12 164.0 4.1 168 142.4 4.4 238 119.4 3.1 355 118.6' 0.7 293 
1987 I 165.7 4.0 175 118.1 1.2 50 117.8 0.7 324 
1987 2 156.8 2.9 57 163.4 3.2 189 145.3 1.6 59 117.3 0.7 287 
1987 3 154.7 4.8 200 161.1 2.2 274 149.4 4.6 241 121.7 1.5 157 118.0 1.0 305 
1987 4 157.4 2.3 189 164.6 2.8 224 150.2 3.0 288 123.S 1.6 321 119.3 1.1 202 
1987 5 162.3 3.9 241 164.8 2.8 326 150.4 3.3 262 123.1 1.8 337 120.7 1.1 301 
1987 6 164.4 3.0 310 169.3 4.0 273 150.5 2.4 53 123.5 0.9 316 122.1 .0·9.· 274 
1987 7 162.3 3.3 289 163.6 2.2 295 151.3 3.4 264 124.2 0.8 364 
1987 8 159.3 2.1 29.5 158.6 3.1 299 151.2 5.4 327 125.3 0.9 369 124.8 1.0 151 
1987 9 159.0 1.8 300 162.1 4.4 236 147.7 6.9 319 125.3 0.7 343 124.6 0.5 281 
1987 10 164.3 2.7 224 173.8 7.7 233 144.9 7.6 325 125.5 0.6 91 125.0 0.7 259 
1987 II 167.5 4.6 240 170.3 3.6 228 144.8 6.4 231 126.3 1.3 340 124.5 0.7 282 
1987 12 166.4 4.3 145 173.3 3.9 207 148.1 3.2 343 127.4 2.7 314 123.9 0.6 334 
1988 I 166.9 4.2 207 172.0 3.8 251 152.0 2.4 313 128.9 4.3 214 123.4 0.6 251 
1988 2 168.6 3.8 247 172.3 4.3 224 154.5 3.5 320 130.9 2.4 37 122.6 0.4 324 
1988 3 168.6 5.4 305 172.9 4.2 262 156.1 4.6 321 131.1 5.8 349 123.3 1.1 265 
1988 4 173.3 3.8 180 174.7 2.3 282 153.2 3.9 317 134.4 4.4 318 124.5 1.2 60 
1988 5 175.3 2.5 213 175.1 1.9 119 157.4 3.6 356 129.4 2.5 159 128.0 2.7 58 
1988 6 175.3 3.1 181 175.3 2.2 310 156.6 4.1 203 132.5 7.3 280 128.6 1.4 264 
1988 7 174.0 1.8 220 172.0 4.1 168 131.0 0.9 298 129.4 1.2 274 
1988 8 167.3 2.3 67 165.7 2.3 245 132.0 1.0 365 130.2 1.0 196 
1988 9 169.0 3.8 337 168.4 4.4 252 153.5 6.4 318 132.7 1.4 229 130.5 0.8 253 
1988 10 174.6 3.9 168 170.1 3.0 239 144.5 5.6 73 132.7 1.6 327 130.6 0.5 325 
1988 II 173.6 2.7 126 171.9 1.7 243 154.2 6.4 310 132.7 1.7 253 129.9 0.6 286 
1988 12 173.9 4.2 284 175.5 3.6 244 158.8 4.0 343 133.5 3.0 346 128.8 0.8 253 
1989 I 170.2 3.5 282 170.4 3.0 319 157.7 3.3 343 136.1 2.9 353 128.0 0.6 309 
1989 2 173.4 3.7 264 174.0 4.1 182 157.8 2.2 109 137.1 1.9 303 128.2 0.6 247 
1989 3 172.7 4.1 88 172.2 2.4 271 159.7 4.5 215 137.8 2.8 72 129.1 '.,0.8 311 
1989 4 179.1 2.4 209 177.2 5.2 289 160.8 4.4 301 '135.1 1.5 166 

~ ~ 

130.5 1.2 . 243 
1989 5 179.8 6.5 242 176.5 2.2 351 161.0 ':[9 300 135.6 2.6 340 131.5 1.0 258 
1989 6 178.6 2.9 256 176.1 2.0 292 161.1 5.5 250 133.7 1.0 337, ' 132.6 1.7 271 
1989 7 176.7 2.9 203 163.8 4.1 300 133.6 1.2 261 
1989 8 174.7 2.7 323 159.7 6.4 349 134.2 0.9 294 
198? 9 175.4 1.2 40 153.9 8.0 301 134.8 1.0 255 
1989 10 176.9 2.5 145 153.7 5.8 318 134.5 0.7 228 
1989 II 178.5 3.6 117 159.9 4.6 278 133.8 0.5 241 
1989 12 182.3 3.3 83 160.3 3.1 309 133.8 0.9 279 
1990 I 179.7 4.6 232 165.2 3.1 328 132.7 0.6 322 
1990 2 181.8 3.2 168 164.5 6.2 256 132.8 0.6 259 
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OP. POOR OUAlfTY 
TABLE I. (continued) 

Ireland Oregon Barbados Samoa Tasmania 

Year Month X u N X u N X u N X u N X u 

1990 3 180.6 4.3 198 132.8 0.9 
1990 4 181.3 3.3 240 164.3 2.6 272 133.9 1.1 
1990 5 185.2 3.5 160 166.8 3.4 228 
1990 6 187.2 5.5 319 167.9 2.9 223 135.6 1.2 

Units are parts per trillion by number. For Oregon (beginning September 1983). Barbados (beginning August 1985). Samoa (beginning 
1985). and Tasmania (beginning July 1981) the ALE (HP5840) and GAGE (HP5880) monthly data are combined by weighting equally i 
and GAGE monthly means to determine X and ALE and GAGE individual measurements to determine u. The calibration fa 
~ = 0.80 is included here. Data excludes "pollution events." 

of monthly anomalies. The largest autocorrelation. 0.68 at 
Tasmania, is consistent with the above suggestion of a 
near-homogeneous distribution of methyl chloroform; 
monthly anomalies would tend to persist in such an environ
ment. Time series of Bu. the monthly anomalies of intra
monthly standard deviation, eXhibit less autocorrelation 
(generally between 0.3 and 0.5) than the-series of 8R. The 
largest So- autocorrelation. 0.65. is again found at Tasmania. 

The Southern Oscillation is a vast fluctuation of the 
coupled"ocean-atmosphere system involving the entire trop
ical Pacific [RaSmusson and Wallace, 1983]. Profound inter
annual circulation changes in the tropical atmosphere occur 
in conjunction with the SO. To monitor these changes. the 
NMC formulates and publishes indiCes of the tropicaI circu
lation that have been shown empirically to provide useful 
descriptions of the state of the SO [Che/liah. 1990]. The 
indices are derived from observed monthly mean near
equatorial pressure, zonal wind, and outgoing longwave 
radiation (a proxy for birge-scale convection). We will show 
results based ori just one of the indices, denoted U8C. This 
index is derived from the monthly mean analyses of 850 
mbar zonal wind averaged over the area bounded by 5"N, 
50 S, 175°W, and 1400W which lies just to the north of Samoa. 
A positive U8C index denotes an easterly anomaly. Because 
the indices (and circulation anomalies represented by them) 
are mutwiny correlated, for our purposes the U8C index can 
be interpreted as a general index of the SO. 

"Cold" (La Nina) and "warm" (EI Nino) event yearS are 
conveniently defined by calculating annual averages of U8C 
for 12-month periods starling each July and ending the 
following June. Years with annually averaged U8C < -0.75 
are defined as warm SO events; two such years, 198211983 
and 198611987, meet this criterion. Similarly, 1983/1984, 
198411985, 1985/1986, and 1988/1989 are defined as cold (La 

Nina) events with annually averaged U8C > 0.75. ~ 

residuals and autocorrelatiOriS for all years at Samoa 
shown in Figure 3, but because averaging all of the ye 
together masks the SO effect, we also show in Figure 3 
residuals and autocorrelations separately for the warm ev 
(specifically July 1982-June 1983 and July 1986-June 19 
and cold event (specifically July 1983-June 1986 and J 
198&-Jime 1989) periods. The difference in phases ~ 
structure of the annual cycles associated with the tWo , 
extrema are very evident. The climatological (l2-year av 
age) seasonal cycles of Rand 0' in Figure 3 include a brc 
boreal winter-spring maximum for Rand 0' and summ 
autumn maximum for R and minimum for 0'. The cold eve 
composites for Rand 0' are both slight amplifications of t 
climatological (l2-year average) cycle. During warm evel 
the winter-spring maximum for Rand 0' disappears. so tt 
the phase of the annual cycle of R reverses and the inb 
monthly standard deviation 0' has practically no seasonalil 
remaining at a low level Gust above 1 ppt) throughout t 
year. 

Correlations r(U8C) between the 8R and 80' series and t: 
U8C index are shown in the right-hand column of Table 
To ascertain the significance of r(U8C), the autocorrelatie 
statistics are used to calculate the degrees of freedo 
present in each 8R and Bu series [Leith, 1973]. Assumtng 
first-order Markov process to model the decay of autOCQrr 
lation with lag. we estimate the effective time betwe( 
independent samples in each time series and derive a 5' 
nonzero significance threshold for r(U8C). This is not 
rigorous significance test because an a priori t test is beir 
applied a pOsteriori to the correlations (i.e., it is expected b 
chance that 5% of the calculated values of r(U8C) wi 
exceed the 5% significance threshold), but the test sti 
serves as a useful standard. 

TABLE 2: Optimiilly Determined Coefficients (With 1 u Uncertainties) in Empirical Model (Equation (2» Fit to Data in Table I 

Site at b;/6 d/112 CI $1 PI ql 

AdrigoleIMaceFiead. Ireland· 148.0 ± 0.4 5.8 ± 0.1 -0.15 ± 0.08 0.8 ± 0.2 -1.6 ± 0.2 0.8 ± 0.5 -0.2 ± O.~ 
Cape Meares, Oregont 147.7 ± 0.2 5.7 ± 0.1 0.11 ± 0.05 -1.4 ± 0.2 -2.6 ± 0.2 0.5 ± 0.3 -0.2 ± o.~ 
Ireland plus Oregon· 147.5 ± 0.2 5.8 ± 0.1 -0.08 ± 0.03 -0.4 ± 0.2 -2.2 ± 0.2 0.5 ± 0.3 -0.3 ± 0.1 
Ragged Point. Barbados· 133.0-± 0.2 5.6 ± 0.1 -0.26 ± 0.04 1.2 ± 0.2 -2.1 ± 0.2 0.5 ± 0.2 -0.6 ± 0.1 
Point Matattda:;Samod - 109.8-£ 0.5 5.3 ± 0.2 -0.36 ± 0.11 -0.2 ± 0.2 -0.5 ± 0.2 OJ ± 0.4 0.5 ± 0.4 
Cape Grim. Tasmania· 107.5 ± 0.3 5.3 ± 0.1 -0.43 ± 0.06 0.8 ± 0.2 1.3 ± 0.2 0.2 ± 0.3 -0.2 ± 0.3 

The mean concentration for the 12-year time interval 1978-1990 is given by aj. the mean trend by b1/6. and the mean rate of change 0 

the trend by dl12._ Units are parts per trillion (ppt) for al. PI. qj. Ct. and Sj. pptlyr for b;f6, and pptlyr2 for d;l12. 
·July 1978 to June 1990. 
tMarch 1980 to June 1989. 
Uuly 1978 to June 1989. 
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Fig. 2. For the Ireland, Oregon, Barbados, and Tasmania ALEIGAGE stations we show (a) 12-year average of 
monthly mean residuals R, its standard deviation (thin vertical bars) and its standard error (thick vertical bars) with 
parts per trillion (ppt) units; (b) autocorrelation coefficient A(t) for time lags of 1 months with a repeat cycle being 
significant if A(t) lies outside the limits shown by horizontal lines. 
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Fig. 3. For the Samoa slation we show (a) average of monthly 
mean residuals (parts per trillion (ppt» over ENSO warm event and 
cold event y= and over all years; error bars as in Figure 3, (b) 
average of standard deviation of monthly means (ppt) over ENSO 
warm and cold event years and over all years; and (c) autocorrela
tion coefficients as in Figure 3 computed for ENSO event years and 
all years. 

The correlation between SR at Samoa and USC is 0.54, 
satisfying the 5% nonzero significance threshold criterion. 
The strong correlation is also quite evident in the actual time 
series for SR (Samoa) and U8C shown together in Figure 4. 
Correlations at Samoa with other SO indices not shown in 
Table·3 also exceed 0.4. The sign of the correlations indi
cates· that positive anomalies of SR are associated with 
easterly zonal wind anomalies at 850 mbar in the central 
equatorial Pacific (i.e., strong trade winds), westerly zonal 
wind anomalies aloft, and depressed large-scale convection 
along the equator near the date line. The opposite relation
ships are also implied: negative SR anomalies are associated 
with weak trades, easterly anomalies aloft, and enhanced 
equatorial convection. Thus positive (negative) anomalies of 
methyl chloroform at Samoa are associated with cold (warm) 
SO conditions. The &7 series at Samoa is also positively 
correlated with U8C, although this correlation is smaller 

TABLE 3. Standard Deviations s (Units Parts Per Trilli 
and [·Month Lag Autocorrelations a(l) of Monthly Me. 

6R and 6u at Each Site 

s a(l) r(USC: 

Ireland 
6R 2.2 0.63 0.14 (0. 
Su 1.2 0.52 -0.02 (0. 

Oregon 
fJR 2.1 0.50 0.14 (0.: 
Su 1.1 0.31 -O.IS (0.: 

Barbados 
6R 2.1 O.IS O.OS (0.; 
Su 1.2 0.30 0.00 (0.: 

Samoa 
SR I.S 0.62 0.54 (0.:: 
Su 1.0 0.36 0.31 (O.~ 

Tasmania 
6R 1.0 0.68 -0.06 (O.~ 
Su 0.5 0.65 -0.01 (0.: 

See text for details of the detrending algorithm used to ger 
SR and w. Right-hand column shows correlation coefficients a 
SR, W, and USC, an index of the Southern Oscillation. The no 
5% nonzero significance threshold for r(USC) is shown in pare 
ses; correlations exceeding this threshold are underlined. 

than that involving SR. Correlations derived from the ( 
four sites are insignificant. 

To explain the SO-CH3CCI3 relationship, we propose 
fluctuations of the large-scale zonal wind field across 
near-equatorial Pacific strongly modulate the cr 
equatorial transport of CH3CCI3 • Throughout the yeal 
zonally averaged westerly zonal winds in both hemisph 
are separated by a band of zonally averaged easterlies 
the equator [Newell et al., 1972], forming a critical line 
inhibits cross-equatorial propagation of large-scale Ro: 
waves, which account for much of the eddy activity (and 
suggest, the transports of trace gases as well) in the tf< 
sphere [Holton, 1979). Across the central and eastern 
cific, however, the climatological upper tropospheric Zl 

winds are westerly during the boreal winter and sp 
[Newell et al., 1972), forming a "westerly duct" porous t, 
but the largest scale waves [Webster and Holton, 1982] 

Fluctuations of the SO are associated with profo 
circulation changes across the Pacific. Cold events 
characterized by enhanced easterly trade winds near 
surface and enhanced westerly winds in the upper trc 
sphere with anomalies typically reaching extreme val 
during the boreal winter, thereby facilitating cross-equato 
propagation of waves through the westerly duct [Web; 
and Holton, 1982]. Enhanced high-frequency (intramontl 
eddy activity is also observed duiing these periods [A, 
and Webster, -1985].Wiirm event conditions are associ a 
with anomalies of winds and eddy energy of the oppo: 
signs; during strong s6 warm events the westerlies aloft. 
dramatically restricted [Arkin, 1982] and the westerly d, 
effectively closes. 

Samoa is located just to the south of the equatorial Pac 
westerly duct. Fluctua.tions of I>R and·· 8<T at Samoa I 

. cOnsistent with this dynamical picture, considering f 
nearly all of the CH3CCl3 reaching Samoa originates in I 

northern hemisphere: increased (decreased) mean trallspO 
and intram<>'lltlllY variance occur during cold (warm) : 
events, corresponding to positive (negative) values of U~ 

Thus the climatological boreal winter maximum 
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Fig. 4. Monthly methyl chloroform concentration anomalies 8R (parts per trillion (ppt» at Samoa and monthly values 
of the ENSO index U8C over the period 1978-1990. 

CH3CCl3 and its intramonthly variability at Samoa appear to 
result from the seasonal maximum in tropospheric cross
equatorial transport from the northern hemisphere. During 
cold event years this transport is enhanced. During warm 
event years the westerly duct is effectively closed and 
transport from the northern hemisphere is significantly di
minished. During these periods, chemical destruction pro
cesses can assume a larger role in modulating month-to
month fluctuations of CH3CCI1 concentration at Samoa. 
Specifically, the chemical sink (reaction, equation (I) would 
tend to yield a decrease during December-February in 
CH3CCI3 mixing ratios (as observed in Samoa in warm event 
years and in all years in Tasmania). This is because humidity, 
ozone concentrations, and ultraviolet fluxes (and thus OR 
concentrations) as well as temperatures (and thus the rate 
constant for the reaction in (1» are both expected to maximize 
in this time period. The wann event years are characterized by 
higher than normal (by -1"C) surface temperatures and thus 
presumably higher than nonnal absolute humidities, in the 
vicinity of Samoa [Bottomley et al., 1990J. These conditions 
would both tend to increase the influence of the chemical sink 
at Samoa. Note also that during extreme wann events the 
mixing ratios ofCH3CCI3 at·Samoa and Tasmania are almost 
identical, indicating a remarkably homogeneous distribution of 
CH3CCI3 in the South Pacific at these times. 

4. INVERSE PROBLEMS 

To interpret the CH3CCI1 measurements in terms of 
sUrface emissions, atmospheric circulation. and atmospheric 

destruction. we utilize an optimal estimation inversion tech
nique [Cunnold et al .• 1983, 1986]. The technique includes 
the use ofa two-dimensional model of the global atmosphere 
consisting of eight tropospheric boxes (or grid polt1ts) and 
four upper atmospheric boxes. The four lower tropospheric 
boxes (or grid points) are intended to provide predictions for 
comparing with the ALE/GAGE stations in the four semi
hemispheres. Mean inverse advective times (Vik ) and eddy 

'diffusive times '(t,k) 'in the model vary seasonally and are 
specified from meteorological observations and an optimal fit 
to global ALEIGAGE data for CFCI1 [Cunnold et al., 1986; 
Prinn et al., 1990]. 

The 12-month running means for the lower tropospheric 
mixing ratios XI. X3' Xs, and X7 predicted in this model are 
used to compare with monthly mean ALE/GAGE observa
tions rather than the monthly mean model mixing ratios. 
This is because this box model is not capable of accurately 
simulating oscillations associated with the measurement 
technique (e.g., periodic renewal of on-site calibration tanks) 
or natural meteorological oscillations (e.g., weather pat
terns, SO, etc.). To account in a statistical way for these 
unsimulated oscillations, the model output is augmented by 
two empirical statistical models that are designed to describe 
the spectrum of the differences (residuals) between the 
observations and the 12-month running mean model predic
tions [Cunnold et al., 1986J. Lower frequencies in this 
spectrum were fitted with a first-order autoregressive model 
common to all sites with a correlation of 0.5 after 1 'month 
(see Figures 2 and 3 for correlations); higher frequencies 
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were modeled by assuming that the spectra at each site were 
the same as those found in the residuals between the 
observations and the empirical model fit to the observations 
described earlier (2). 

The optimal estimation scheme produces a best guess of 
the unknown Yi (contained in vector y) and their errors 0'; 

based on minimizing the squares of the deviations between 
the logarithms of the observed (vector x) and model
calculated (vector xc) monthly mean mixing ratios at each 
ALE/GAGE site. The vector y is updated with each new 
month of data using 

6.y = CP,[PCP' + N] -I(X - xc) (3) 

where P (transpose P') is a matrix of the partial derivatives 
of the elements of Xc (the model predictions) with respecqg. 
the elements of y (the unknowns), N is a diagonal matrix 
whose nonzero elements are the squares of the standard 
errors in the elements of x (i.e., the standard deviations in 
the monthly observations), and C is a matrix whose diagonal 
elements are the variance (i.e., o)> of the elements of y (the 
unknowns) based on an objective combination of a priori 
estimates of the uncertainties in the unknowns and the 
uncertainties in the measurements. The matrices P and Care 
updated during the inversion process as described by Cun
nold et al. [1983]. Estimates of unknowns Yi and errors O'j' 

can be obtained with each ALE/GAGE station data alone or 
all station data sets simultaneously. 

We have interpreted the ALE/GAGE measurements in 
two different ways. First, using these measurements and 
industrial CH3CCI3 surface emissions estimates, we calcu
late the CH3CCI3 tropospheric lifetime l' (or equivalently a 
weighted average OH radical concentration) and its temporal 
trend over the 12 years of the experiment. Second, we 
specify the tropospheric lifetime l' and then we calculate the 
total annual global CH3CCI3 emission for each ALE/GAGE 
year using the measurements. In the latter case, the fractions 
assumed emitted into each semihemisphere are equated to 
their fractions in the industrial emission estimates. 

4.1. Lifetimes and Hydroxyl Radical Concentrations 

Accurate determination of the CH3CCI3 atmospheric life
time requires accurate estimates of its industrial emissions 
over the globe. Prinn et al. [1987] pres(!nted their estimates 
of emissions and their uncertainties for the period 1951-1985 
based on the then best available industry data. Midgley 
[1989] has recently reported the results of a more extensive 
industry-led effort to gather the sales data needed to deter
mine these emissions. 

In this paper we compute 1970-1990 emissions from the 
sales estimates of Midgley [1989] for 1970-1988, P. Midgley 
(private communication, (991) for 1989, and assume 1990 
sales equal the sum of the 1989 sales and the difference 
between the 1989 and 1988 sales. All sale numbers are first 
adjusted for the combined effects of manufacturing losses, 
incineration, and incarceration by multiplying them by 4> .. 
0.99 ± 0.006 based on industry information [Midgley, 1989]. 
For 1981-1990, emissions are computed from adjusted sales 
assuming time delays of 0.25 yeaJ:"s fQIsa.I~s_f01: solvent end 
uses and 0.75 years for sales for other end uses [Midgley, 
1989]. For 1970-1980 we take into account these time delays 
by assuming that the fraction IX of total annual sales held in 
user inventories for release in the following year equals 0.006 

± 0.013 whieh is the average value of IX for 1981-1 
Combining the uncertainties in sales of ±2.1% [Midi 
1989J with those given above for cf> and a, we dedue· 
uncertainty in each annual emission estimate for 1970-
of ±2.2% (I 0'). Additional emission scenarios with maxir 
and minimum trends over the relevant 12 years of A 
GAGE (1978-1990) are computed by constraining them t 
within the 20' limits for each annual emission estim 
Finally, for the years 1950-1969 the previous emis 
estimates by Prinn et ai. [1987) are used. These emiss 
are input into the four lower tropospheric boxes in our ml 
using estimates of emissions by latitude from Midgley [11 
P. Midgley. private communication. 1991) for 1980-11 

and Prinn et al. [1987] for 1950-1979. All of the emiss
related data used in this paper are summarized in Table 

Inih~-197~198.5'time-p-enod where the estimates over' 
the Table 4 estimates generally lie between 1 and 20' of 
Prinn et al. [1987] estimates, and the 16-year total emissi 
in the two studies differ by only 1.7%. However, the tre 
in the emissions in the two estimates are quite different .. 
the Prinn et al. [1987] estimates being consistently lal 
than the Table 4 estimates for 1970-1976 and consistel 
smaller for 1980-1985. As noted in Prinn et al. [19: 
estimates of the lifetime of CH3CCl3 based on fitting 
trends in its concentration are quite ~ensitive to uncertain 
in the trends in the emissions. so _hat we expect the Tab 
emission estimates to yield a significantly different Iifeti 
computed from fitting the CH3CCI3 trends than the ear 
Prinn et al. [1987] emission estimates. The other two m( 
ods we use for computing lifetimes which focus on fitting 
global CH3CCI3 content and latitudinal gradient are 
significantly altered by the differences between these t 
emission scenarios. 

As shown by Prinn et al. [1987], the chemical lifetime 
methyl chloroform in the upper atmospheric box is taken 
6 years based on the three-dimensional model of Goloml 
and Prinn [1986]. Because only about 11% of the tc 
CH3CCl3 destruction occurs in the upper atmospheric b< 
the assumed lifetime in this box is not critical. The lifetime 
in the ith tropospheric box is assumed to be given by 

1'/-1 =. kjA[OHlT 

where k/ is the temperature-dependent rate constant [L 
Moreet til.,1996]forihereactwn in(l) in the box i, [OF 
is a theoretical estimate of the OH concentration in the b 
[Logan et al., 1981; Prinn et al., 1983b), and A is 
unknown dimensionless coefficient by which the theoreti< 
estimates are to be mUltiplied to provide an optimal 
between the modd and CH3CCI3 observations. As noted I 
Prinn et al. [1983b, 1987] the estimates of the glob 
tropospheric lifetime l' (or equivalently the global weightl 
average tropospheric OH concentration) are quite ins em 
tive to the choice o([o:iIif;"the lifetfmesanif OH conce; 

. trations deduced for individual tropospheric boxes are . 
course proportionafto-loHj~.- this ratter insensitivity al~ 
enables a simple a posteriori adjustment of the derived 
value or OH concentrations to take account of a sm~ 
oceanic sink, as discussed later. 

As fully discussed by Cunnold et al. [1983, 1986], Prinn. 
al. [1983, 1987], and Cunnold and Prinn (1991), we dete 
mine lifetimes based on three features of the measurement 
Our first method focuses on optimally fitting the measure 
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TABLE 4. Global Emissions Derived From Midgley (1989) and P. Midgley (Private 
Communication, 1990) and Percentage Emissions in Each Semihemisphere Based on 

Above References for 1980-1989 and on Prinn ec al. [1987) for 1970-1979 

Percentage Emissions 
Global Error, Maximum Minimum 

Year Emission 2u Trend Trend 900_300N 30°..{l°N 00-300 S 300-900S 

1970 153 7 153 153 97.5 1.0 0.4 1.1 
1971 173 8 173 173 97.3 1.1 0.4 1.2 
1972 224 10 224 224 97.2 1.2 0.4 1.2 
1973 276 12 276 276 97.1 1.2 0.4 1.3 
1974 311 14 311 311 97.0 1.3 0.4 1.3 
1975 304 13 304 304 96.8 1.3 0.5 1.4 
1976 402 18 402 402 96.7 1.4 0.5 1.4 
1977 475 21 475 475 96.6 1.4 0.5 1.5 
1978 518 23 495 541 96.3 1.4 0.6 1.7 
1979 501 22 482 520 95.7 1.6 0.9 1.8 
1980 546 24 531 561 94.0 1.6 1.5 2.9 
1981 544 24 532 556 94.2 2.0 1.3 2.5 
1982 518 23 510 526 93.9 2.1 1.4 2.6 
1983 530 23 526 534 94.4 2.0 1.3 2.3 
1984 579 25 579 579 93.6 2.7 1.5 2.2 
1985 587 26 591 583 93.5 2.7 1.5 2.3 
1986 596 26 604 588 91.6 3.9 1.8 2.7 
1987 617 27 629 605 91.2 4.9 1.5 2.4 
1988 659 29 674 644 90.3 5.9 1.5 2.3 
1989 701 31 720 682 91.3 5.2 1.4 2.1 
1990 743 33 766 720 91.3 5.2 1.4 2.1 

Also shown are global emissions with maximum and minimum trends consistent with the 2u errors 
for 1978-1990 (see text). All 1990 values are extrapolations from available data. Emission units are 109 

gm yr- I. 

fractional trends in CH)CCI) ("trend" method). In Table 5 
we show the estimates of liT using this method that are 
obtained with each station data set alone (Adrigole, Ireland, 
and Cape Meares, Oregon, data are combined for this 
purpose) and all data sets simultaneously. The trend method 
also provides an estimate of the calibration factor { = 0.77 
consistent with the ALFJGAGE { = 0.8 ± 0.08. A calibra
tion factor { = 0.56 (Y. Makide, private communication, 
1991) yields a much poorer fit to the data (also see Cunnold 
and Prinn [1991]). Our two other methods focus on optimally 
fitting the measured global content of CH3CCI3 ("content" 

method) and the measured concentrations at individual 
stations relative to the global average ("gradient" method). 
Estimates of liT based on these two methods are also 
provided in Table 5. 

4.2. Trends in Hydroxyl Radical 

With 12 years of ALFJGAGE CH3CCl3 data in hand it is 
of considerable interest to address the' possibility of a 
temporal trend in OH. For this purpose we first compute the 
CH)CCIJ lifetime and weighted global average OH concen-

TABLE 5. Tropospheric Lifetime Estimates Cor MethylchloroCorm Derived From Trends in 
ALE/GAGE Data at Each Site and Cor All Sites Combined 

Case 

Ireland and Oregon 
Ragged Point, Barbados 
Point Matatula. Samoa 
Cape Grim, Tasmania 
All sites Crom trend 
All sites from trend, with emission trend 

uncertainty included 
Global atmospheric content, with emission and 

calibration uncertainty included 
Latitudinal gradient 
Annualized content 
Variable lifetime 
Best estimate 

Reciprocal 
LiCetime, year-I 

0.222 ~ 0.011 
0.219 ~ 0.013 
O. 191 ~ 0.014 
0.201 ~ 0.010 
0.210 ~ 0.006 
0.2Io~g.81I 

0.164 ~ 0.031 

0.166 ~ 0.030 
0.167 ~ 0.011 
0.169 ~ 0.025 
0.175 ~ 0.020 

Lifetime, 
years 

4.5 
4.6 
5.2 
5.0 
4.8 
4.8 

6.1 

6.0 
6.0 
5.9 
5.7 

Weight Given to 
Site in Optimal 
Estimation of 

Lifetime 

0.27 
0.22 
0.19 
0.32 

Uncertainties are 1 u and include allowance for potential biases of the time series inferred from the 
variance of the individual site lifetime estimates. Also given are lifetimes derived from the global 
atmospheric content and from the latitudinal gradient. All results assume a stratospheric lifetime of 6 
years. The annualized content and variable IiCetime cases allow the lifetime to vary over time. 
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TABLE 6. Estimates of CH3CCI 3 Tropospheric Lifetime (Years) and Global Average 
Tropospheric OH Concentrations (lOS radical cm -3) Deduced From ALE/GAGE 

Measurements and Emission Estimates (10 9 gm yr -I) of Table 4 in the Indicated Years 

Emissions, ALE/GAGE ~PA3E'1II 
!IF IIOOR QUAlm 

OH Emissions, 
Year Lifetime Concentration Table 4 'T = 5.6 Years 'T = 5.9 Years 

1979 6.7 :t 0.5 7.4 :t 0.5 501 :t 22 552 :t 13 536 :t 13 
1980 6.2 :t 0.4 8.0 :t 0.5 546 :t 24 577 :t 16 559 :t 16 
19BI 5.6 :t 0.2 8.8 ± 0.3 544 :t 24 544 :t 6 525 :t 6 
1982 6.2 :t 0.3 8.0 ± 0.4 518 :t 23 556 :t 17 536 :t 17 
1983 6.4 :t 0.3 7.7 :t 0.3 530 :t 23 583 :t 13 562 :t 13 
1984 6.0 ± 0.3 8.2 ± 0.4 579 :t 25 609:t II 587 :t 12 
1985 5.9 :t 0.2 8.4 :t 0.3 587 :t 26 608:t II 586:t II 
19]6 5.6 :t 0.2 8.8 :t 0.3 5%:t 26 595 :t 9 572 ± 9 
1987 6.4 :t 0.3 7.7 ± 0.4 617 :t 27 672 ± 14 648 ± 14 
1988 5.8 :t 0.2 8.5 :t 0.3 659 :t 29 671 ± 6 646 ± 6 
1989 5.4 :t 0.3 9.1 ±O.5 701 :t 31 676 :t 23 650 ± 23 

Also shown are emissions (109 gm yr-I) estimated from ALEJGAGE measurements assuming 
constant tropospheric lifetimes 'T of either 5.6 or 5.9 years. Uncertainties are Icr. 

tration using the content method but now considering each the best estimate tropospheric lifetime 'T = 5.7 (-1>.6, 
year individually and utilizing the 12-month running mean years corresponds to a best estimate total atmosI 
ALE/GAGE observations (since the network is too sparse to lifetime 'Ttot ... 'T. Multiplying the above A value by the [ 
define the global trend in any single year). We use the Table value in each tropospheric box in our model we obtai 
4 emission estimates for the best guess, maximum trend, and following regional values for the OH radical concentrat 
minimum trend scenarios. The results from this method units of lOS radical cm-3 : 5.5 ± 0.6 (300_900N), 11.7 
designated the "annualized content" method are summa- (00-30~), 11.0 ± 1.2 (0"-3OOS), and 6.0 ± 0.7 (30"-90 
rized in Tables 5 and 6. From these annual numbers we the four lower troposphere (500-1000 mbar) boxes; an 
deduce a statistically significant positive linear trend in the ± 0.6 (300_900N), 11.2 ± 1.3 (00_300N), 11.7 ± 1.3 (0"-: 
global OR concentration of 1.0 ± 0.6% per year (1cr). and 6.S ± 0.8 (300-900S) in the four upper troposl 

As an alternative approach we also repeated the analysis (200-500 mbar) boxes. 
in section 4.1 using the full 12 years of data but now The ocean, by simple dissolution followed by sinki 
expressing the unknown lIT (or equivalently A) as a linear depth andlor by aqueous phase chemical destruction, 
function oftime (i.e., I/'T = 1/7(0) + td(l/T)/dt) and deducing additional sink for CR)CCI). Golombek and Prinn [ 
the two unknowns 1/7(0) and d(l/-r)/dt. In this "variable estimated a loss time TO to the ocean for CR)CCl) of9~ 
lifetime" method tbe calibration factor ~ must be specified years which is very small relative to the atmosp 
instead of estimated. The percentage trend in OR (Le., 100 CH)CCI) sink. Later, Wine and Chameides [1989] pro(: 
din (lI'T)/dt) thus' determined is also 1.0 ± 0.6% per year that hydrolysis of CRl CCl3 in ocean water may be 
(lu) for E = O.SO. Inclusion of an uncertainty in ~ of ±0.08 significant yielding a much shorter loss time to the oce: 
yields a percentag~ trend in OR of 1.0 ± 0.8% per year (lu). 22-42 years. Recently. Butler et al. [1991] report 
The average (Le., mid-(984) 'T value for 1979-1989 using this showing sub saturation of CRl CCl3 in the mid-Pacific 0, 
variable lifetime method is 5.9 (+ 1.0, -0.8) year (lu) indud- and based on these data they estimate a loss time te 
ing the stated uncertainty in ~. A comparison of the pr~Aictc:d ocean of 62-134 years. To a sufficient approximatior 
and observed CH)CCI) concentrations for this case is given .. tropospherlcO:A: concentrations deduced above cal 
in Figure 5. Assuming E = 0.56 (Y. Makide, private commu- corrected for a small oceanic sink by multiplying then 
nication, 1991) yields. a significantly different average life- the coefficient A) by the factor f3 = 1 - -rlTo. Combinin! 
time (3.6 years) and OR trend (-0.7 ± 0.6% per year), but in estimate of 'T = 5.7 years from this paper with the estima 
this case, the root-mean-square residual between model and TO = S5~g years from Butler et al. [1991] yields f3 = O.~ 
observation is 4.2% compared to O.S% for E =0.80. 0.02, implying the above OR concentrations are too hig. 

Combining with ~equal weight the lifetime estimates based 7 ± 2%. Specifically, the weighted global average 
on the annualized ~ontent and variable lifetime methods and concentration is (S.I ± 0.9) x lOS radical cm -) (lu) inc 
the three methods discussed in section 4.1 (Table 5), we ing this ocean sink. 
obtain a best estimate of lIT = 0.175 ± 0.020 year-I 
corresponding to a tropospheric lifetime estimate for 
CR)CCl) of 5.7 (-0.6, +0.7) years, a value for A in (4) of 
0.743 ± 0.083, and a value for the global average OR radical 
concentration (weighted by the product 'of the CH3CCl3 
density and the temperature dePendence (exp -( -1800/n) of 
the reaction in (1» of (8.7 ± 1.0) x lOS radical cm -) (all 
stated uncertainties are 1 u). For a stratospheric lifetime of 6 
years [Golombek and Prinn, 1986] the tropospheric lifetimes 
'T quoted above can be converted to total atmospheric 
lifetimes 'Ttot usingthe formula I/TlOt = 0.8951T + 0.018.th-us 

4.3. Emissions 

By specifying the lifetime T of CH3CCI3 , an alterna 
inverse problem can be solved in which the annual gIc 
CH3CC13 emissions are the unknowns. The results assun 
'T is constant are shown in Table 6. The stated uncertain 
in these derived emissions do not include the uncertaint 
~. Results are shown for 'T = 5.6 years (the average T for 
three methods in section 4.1) and 'T = 5.9 years (the ave I 

. T (or· the two methods in section 4.2). In this case, i 
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Fig. 5. Model predictions ofCH)CCI) concentrations (parts per 
trillion (ppt» f~r T = 5.9 years and d In (11-r)ldt = 0.01 year-I 
compared to ALE/GAGE monthly mean measurements. Error bars 
shown are standard errors taking into,account individual measure
ment autocorrelations. 

apparent that the trend in emISSIons deduced from the 
ALE/GAGE data is signifi<;antly less than that in the emis
sions given in Table 4 which ,were deduced from industry 
data [Midgley, 1989]. This is simply another way of demon
strating that the industry-derived emissions imply that T is 
not constant but is slowly decreasing with time. 

404. Methane Lifetime and Emissions 

Methane is a chemicallY and radiatively important atmo
~pheric gas with diverse and geographically dispersed natu
ral and anthropogeiiic sources [Cicerone and Oremland, 
1988; Quay et al., 1991]. Because the mlijor recognized 
tropospheric sink for methane is reaction with OR with a 
rate constant whose temperature dependence is 'Very similar 
to that for methyl chloroform, the weighted average OH 
concentrations deduced by combining the five methods in 

,. sections 4.1 and 4.2 can legitimately be used together with 
observed temperatures and methane distributions [Steele el 
ai., 1987; Blake and Rowland, 1988] to calculate an average 
tropospheric lifetime for CH4 (Prinn et al., 1987]. Using the 
rate constant for the reaction 

(5) 

recently reported by Vaghjiani and Ravishankara (1991), we 
calculate an average tropospheric lifetime (tropospheric con
tent divided by destruction rate due to OH) for CH4 of 11.1 
(+ lA, -1.1) years .(l u), whereas using the earlier rate 
constant evaluation reported by DeMore et al. (1990], we 
compute a lifetime of9.3 (+ 1.2, -0.8) years (Iu). The stated 
CH .. lifetimes do include an oceanic sink of 1185 year -I for 
CH)CCI) in deducing OH concent~tions, but the stated 
uncertainties do not include the uncertainty in any of the 
relevant rate constants. 

The above CH4lif~time using the Vag/Viani and Ravis
hankara (1991] rate constarit can be combined with the 
observed 197&-:1990 average global atmospheric CH .. con
tent M =4.65 x lOIS gm and the observed 1978-1990 
average CH .. trend dMldt = 4.5 x 10 Il gm yr- I [Blake and 
Rowland, 1988; D. Blake and S. Rowland, private commu
nication, 1991 (hereinafter referred to as BR9I)] to determine 
the 1978-1990 average global annual CH .. emission E = (470 
± 50) x 10 12 gm year-I (Ju). The emissions by each 
individual source type deduced by Cicerone and Oremland 
[1988] and Quay et al. {l991] which utilized a CII .. lifetime of 
9.6 years [Prinn et aI., 1987] can be simply renormalized to 
give this new global emission estimate. 

The positive trend in OH (section 4.2) has important 
implications for methane and for all other relatively long
lived trace gases which like CH3CCI) are destroyed predom
inantly by OH. Specifically, in a one-box atmospheric model 
the rate of change of the temporal trend of such a trace gas 
is given by 

d
2
M = dE _ ~ (dM + Md In [OH]) 

dt 2 dt T dt dt 
(6) 

where E is the global emission rate and ~e inverse lifetime 
111" is proportional to the weighted global average OH 
concentration (OH]. From Blake and Rowland [l988;BR91] 
for the 1978-1990 time period d 2 Mldt2 ";' -2.3 ·x 10 12 gm 
yr-2. Using 1" = 11.1 year, din [OH]ldt = 0.01 year-I, and 
M and dMldt from above, we thus determine the 1978-1990 
average rate of change of the global methane emission rate 
dEldt = 6 x 10 12 gm yr-2. Ignoring the OR trend (i.e., din 
[OH]ldt = 0), we obtaindEldt = 1.8 x 10 12 gm yr-2 which 
is about one third of the (presumably correct) value including 
the trend. Thus we conclude that the OH trend derived from 
CH)CCI) is a major contributor to the presently observed 
(BR91) slowing of the rate of increase in atmospheric meth
ane (i.e., negative d 2Mldt 2). 

5. CONCLUSION 

We have presented a summary of high-frequency real-time 
atmospheric measurements made between 1978 and 1990 of 
the anthropogenic chemic8l compound 1,1; I-trichloroethane 
(methyl chloroform, CH3CCI3). Analysis of these dita indi
cates that CH3CCl3 is increasing at a global average rate 
over this time period of 4.4 ± 0.2% per year (1~, reaching a 
global average conceittrationof about 157 ppt in' mid-I990. 
Interpretation of these data has led to -important -new con
clusions relevant to atmospheric chemistry and atmospheric 
transport. 

The first set of conclusions refer to the hydroxyl radical 
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which is the major recognized oxidant in the global atmo
sphere and the major sink for CH3CCI3 • The measured 
CH3CCI3 concentrations and trends combined with indus
trial emission estimates have been used in an optimal esti
mation inversion scheme to deduce a globally averaged 
CH3CCI3 atmospheric lifetime of 5.7 (+0.7, -0.6) years (lO') 
which is significantly less than our previous estimate [Prinn 
et al., 1987]. We derived a weighted global average tropo
spheric hydroxyi radical (OR) concentration of 8.7 (± 1.0) x 
lOs radical cm-3 (lO') which reduces to an estimate of 8.1 
(±0.9) x 105 radical cm -3 (10') if we include an oceanic loss 
rate for CH3CCIl of 1185 year-I. The tate of change of the 
weighted global average OR concentration over this time 
period is detennined to be 1.0 ± 0.8% per year (lO') which 
has mlijor implications for allionget-lived species which iike 
CHlCCh are destroyed predominantly by OR radicals. This 
positive trend in OR is evident if we Use for CH)CCI3 the 
simple bne-box atmospheric model applied to CR" in section 
4.4. Specifically, rearranging (6) and using the 1978-1990 
mean dEldi from Table 4, the 1978-1990 mean M, dMldt, 
and d 2Mldt 2 deduced from ai' b/6 arid d/12 in Table 2, 
and the average of the T values obtained by the variable 
lifetime and annualized content methods in Table 5, we 
obtain 

(
d In [OR]) (T dE of d

2
M din M) 

100 dt = 100 M dt - M dt 2 -~ 

= 3.9 + 1.4 - 4.4 = 0.9% yr- t • (7) 

Note also that an average upward drift in calibration or an 
average overe,stimate in the industrial emissio~ trend would 
need to be as large as 1% per yeat for 12 years to negate this 
deduced positive trend. , 

While we caution that this deduced rate 01 change assumes 
that current industry estimates of anthropogenic emissions 
and our absolute calibration of CR3CCIl are very accUrate, 
there are theoretical reasons to expect a positive trend for 
OR in the tropical lower troposphere whieh is the region 
strongly weighted in the quoted giobal average. First, the 
sensitivity of OR to NO .. leveis above too ppt [Liu et al., 
1988] conibi~ed With the 2-3% per year growth in (largely 
urban) populationiit ~picalcountries {World Resources 
ItlStitute, 1990] should be resulting in increasing tropical 
urban OH levels. SeCond, Keller et al. [l99i] compute a 
significant increase (e.g., a factor of 6 for the dry seasbn) in 
predicted local OR concentrations when natural tropical 
forest is replaced by c~tivateq areas with much higher NO .. 
levels. Tropical deforestation is currently proceeding at a 
rate of about 0.6-1.3% per year [World Resources Instiiute. 
1990]. Third, these local effects could be exported since 
Fishman et al. (i99l] liave provided obServational evidence 
that tropical biomass burriiog (a mlijor land clearing mecha
nism) yields elevated ozone levels (and thus presumably OH 
~evels) over an area of the tropics and southern subtropics 
very much larger than the areaS bemg burned. Finally. as 
discussed in section 3.3. Ii general wamiing of the tropics as 
may 'be occurrii'lg [e.g., Angell, 1988] could (in the absence 
of negating cloud cOver changes) lead to a greater CR3CCl3 
destruction rate and a positive OR trend .. These factors 
combfued make a 1% per year increase in OR in ,the tropical 

. lower troposphere at least a theoreticai1y feasible result. . 
The second set of conclusions refer to the I1rocesses which 

determine interhemispheric transport and its interar 
variations., The CH3CCl3 measurements at our tro 
South Pacific station (Samoa) show remarkable sensitivi 
the EI Nino-Southern Oscillation (EN SO) which we attn 
to modulation of cross-equatorial transport during the n' 
ern hemisphere winter by the interannually variable u 
tropospheric zonal winds in the equatorial Pacific rei 
Specifically, during the mature phase of ENSO warm e 
years the December-May tropical Pacific upper tropospl 
westerlies across the central and eastern equatoriai Pa
are significantly reduced or reversed thereby inhib 
cross-equatorial propagation of Rossby waves, and thur 
propose cross-equatorial transport in general. It is signifi 
that high-frequency surface measurements of a chen 
compound have in this way yielded important new insi, 
into mechanisms for interhemispheric transport. 
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The Atmospheric Lifetime Experiment 
1. Introduction, Instrumentation, and Overview 

R. G. PRINN,1.2 P. G. SIMMONDS,3 R. A. RASMUSSEN,4 R. D. ROSEN,5.6 F. N. ALYEA,2.7 

C. A. CARDEUNO,2.7 A. J. CRAWFORD,4 D. M. CUNNOLD,2.7 

P. J. FRASER,8 AND J. E. LoVELOCK9 

The Atmospheric Lifetime Experiment is designed to determine accurately the atmospheric con
centrations of the four halocarbons CFa). CF lal• ca •• and CH 3CCI3• and also of NlO with emphasis 
on measurement of their long-term trends in the atmosphere. Comparison of these concentrations and 
trends for the four halocarbons with estimates of their industrial emission rates then enables calculations 
of their global circulation rates and globally averaged atmospheric lifetimes. The experiment utilizes 
automated dual-column e1ectron-capture gas chromatographs which sample the background air about 4 
times daily at the following globally distributed sites: Adrigole, Ireland (52'N. 10'W); Cape Meares. 
Oregon (45'N, 124'W); Ragged Point. Barbados (I3:N. 59'W); Point Matatula. American Samoa (14'S, 
171'W); and Cape Grim. Tasmania (41°S. 145'E). We review the climatology of these "clean air" sites 
and their ability to describe the global air mass. The instrumentation and methods for data acquisition 
and processing are then described. An overview of the data obtained and the trends derived during the 
3-year period from July 1978 through June 1981 for each of the five species being measured is presented. 
The comparative behavior of the species with latitude and time is emphasized. The global average surface 
concentrations of CFa3• CFlCll• CH 3Ca3• CCI •• and NlO are increasing at annually averaged rates of 
5.7. 6.0. 8.7. 1.8. and 0.2% per year. respectively. at the midpoint of the 3-year period of the measure
ments. 

1. INTRODUCTION 

Current concerns about the accumulation of the com
pounds CFCI 3• CF2CI2• CH)CCl 3, CCI., and N20 in the 
atmosphere are based on their possible deleterious effects on 
the stratospheric ozone layer [Molina and Rowland, J974a, b; 
McConnell and Schiff, 1978; Crutzen, 1974] and on surface 
climate [Ramanathan, J975; Wang et al., J976]. These possible 
effects stem from the fact that these compounds are sources of 
either chlorine or nitrogen oxides which can catalytically de
stroy ozone [Stolarski and Cicerone, 1974; Crutzen, 1970]. and 
they are also strong infrared absorbers in window regions o( 
the atmosphere. The only major sink for CFCI). CF2C12• 
CCJ4 • and N 20 that has so far been identified is photo
dissociation in the stratosphere. If photodissociation is the 
only sink, then CFCl l , (or example. presently has an atmo
spheric lifetime of approximately 78 years whereas CF 2C12 has 
a lifetime of approximately 220 years [Golombek, 1982]. These 
very long lifetimes, combined with current release rates of 
chlorofluorocarbons, lead to the prediction that these chlor
ofluorocarbons will reach sufficiently high atmospheric con
centrations in 20 or 30 years time to produce discernable ef
fects on ozone and climate. The determination of the actual 
atmospheric lifetimes of CFC1 3 and CF 2Cl2 is thus of con-

siderable importance. Similar comments apply to CCI. and 
NzO which also appear to have lifetimes of decades. The prin, 
cipal sink (or CH 3CCI 3 appears to be its reaction with the OH 
radical [Cox tt al., 1976], and a measurement of its atmo
spheric lifetime provides a potentially accurate indicator of 
tropospheric OH concentrations [Lot,e1ock, J977]. 

Before 1977, existing chlorofluorocarbon observations had 
been used to suggest that the lifetimes of CFC1 3 and CF2CI2 
were several decades or more [Rowland and Molina, 1976; 
Pack et al., J977). However, it was also pointed out that a 
lifetime as short as 10-15 years was not inconsistent with the 
observations when one takes into account the variability and 
accuracy of the data [Sze and Wu, J976; Jesson et al., J977; 
Cunnold et al., J978]. This is an important point. With chlor
ofluorocarbon lifetimes of only 15 years, for example, the pre
dicted depletion of the ozone layer would be reduced by a 
factor o( about 5 (or CFCI) and about 1 J for CF 2C12' 

In the absence o( sufficiently accurate observations. talk of 
short (i.e., JO-J5 years) or long (i.e., 78-200, years) chlor
ofluorocarbon lifetimes is largely conjectural. A detailed theo
retical study has shown that a network of (our ground stations 
appropriately spaced around the globe and making at least 
daily measurements with existing experimental.methods ~ould. 
with 3-4 years o( operation, prove or disprove tbeexistence of 
a, JO-15 year lifetime [Cll1Inold ~l al., J978]. This stu.dy also 

IOcpanment of Eanh. Atmospheric. and Planetary Sciences. concluded that the effect of systematic errors in instrllment 
Massachusetts Institute of Technology. 
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precision and calibration and in estimates pf .chlor
ofluorocarbon release rates to the atmosphere coul~ be mini
mized by determining the trend over several years, ratl!erthan 
attempting to assess the instantaneous global atmospheric 
chlorofluorocarbon content.. " "\:. ' .. ' " . ,: ';' ; , 

Based on this study we. began all experiment. ~fltitle4. the 
"Atmospheric Lifetime Experiment~JALE), which Iltilizes the 
(ollo~ing five globally distributed coastal me!lsuremerit'~t'a
tions: .(J) Adrigole, . Ireland. 52eN. JO-W;' (2) Cape 'M~ares. 
Oregon, 45'N. J24"W; (3) Ragged Point, Barbados. J3°N • 
59'W; (4) Point Matatula. American Samo,a, J4r S, 171 :W.; (5) 
Cape Grim. Tasmania. 41°S. 145"E. Ope~ations began;n F,eb
ruary 1978 at Adrigole; in April 1978 at Cape Grim; in May 
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Fig. 1. The location of the ALE stations in relation to the summer and winter zonally averaged circulations from Louis 
[1975). Units for the streamlines are 1012 grn/s. The symbols AD, CM, RP, PM, and CG represent Adrigole, Cape 
Meares, Ragged Point, Point Matatula, and Cape Grim, respectively. 

1978 at Samoa; in July 1978 at Ragged Point; and, finally. in 
December 1979 at Cape Meares. 

Each of the ALE stations is intended to be representative of 
one of the four equal mass subdivisions of the global atmos
phere. The placement of the stations in relation to the global 
mean meridional circulation [after Louis, 1975] is shown in 
Figure 1. It is apparent that our choice of stations provides a 
good degree of symmetry in the sampling of each hemisphere 
and that the two tropical stations are firmly placed in the 
tropical Hadley cell, while the three mid-latitude stations are 
centered below the weak indirect cells. The placement of the 
stations in relation to seasonally averaged global 850 mbar 
horizontal streamlines [after Newell et at., 1972] is shown in 
Figure 2. It is evident that the tropical stations should experi
ence steady, largely easterly winds. whereas the mid-latitude 
stations should experience generally westerly winds, though 
these are sometimes disrupted strongly by the passage of cyc-
lones and anticyclones. :] 

In general. the sites were chosen to ensure as much as possi
ble that clean oceanic air would be sampled. The station in 
Ireland is located on the west coast some SO m above sea level 
and 400 m from the coast of Bantry Bay; the Oregon station 
is 30 m above sea level and immediately overlooking the 
ocean; and the Barbados site is on the east coast about 18 rn 
above sea level and 15;m from the ocean. The Samoa ltation 
is located at the National Oceanic and Atmospheric Adminis
tration (NOAA)· site some 30 m above sea level and samples 
air through Ii 15th high hitake. tube ab6ve the station build
ing." Finally, the Tasmania station was located on the nortb~ 
west coast about 93 m above the ~ level and SO m rrom the 
shoreline prior to February 1980 and 80 m aboYc sea level 
and 35 m from the shoreline (and 165mnorth ohhe old site) 
~fter that date. The latter site change was neceSsitatCdbyOthe 
then ongoing construction of the new Cape ~rim· BaSeline Air 

Pollution Station (BAPS). The ALE instrument was finally 
moved into the BAPS station in 1982. 

Because most of the industrial emissions of CFCll , CF 2Cl2' 

CCI4, and CHJCCll occur in the northern hemisphere at mid
latitudes, it was considered highly desirable that two stations 
operate at these latitudes. Adrigole often receives polluted air 
from industrial England and Europe, while Cape Meares ap
pears to receive largely unpolluted Pacific air. Both polluted 
and unpolluted air comprise the total air inventory in the 
northern hemisphere mid-latitudes, and operation of both sta
tions avoids thc biases that could result from reliance on any 
onc station alone. 

At each station, a temperature-controlled, windowless 
building houses the instrumentation, and each site has a local 
caretaker who makes usually daily maintenance checks on the 
equipmenlTbe instrumentation is described in detail in sec
tion 2. The primary instrument is a microprocessor-controllcd 
Hewlett~Packard 5.480f\, dual-channel electron capture gas 
chromatograph, and -.neas\lrements, are ~aken usually four 
times daily of atmospheric CFal , CF zaz• CH3Cal , CCI4 , 

and N10. At all the ALE sites. except Barbados, measure
ments are also available for some of these latter species that 
have been made independently ofthe ALE program [Pack et 
al., 1977; Fraser and Pearman. J978a; Rasmussen et at .. 1981; 
De Luisi, 1981; RasmUsieii' iijUlKlu:ilil, 1981]. . . 

To interpret the .cbromato8r~ j~lemis ,of actual con
centrations, accurate daily onsite calibration of the instru
ments t6 ;keep bothsyst~lriatic' "drif'ts~and random errors to a 
minimum Is imperati~c~A met~~usirii referenCe cylinders of 
iir calibrated direCtly 'or "indirectty" by 'using dilutio~· ex
ponential dilution, and coulometric techniques has been de
vised and appears sufficient to meet our particular calibration 
demands. These referenceeylinders are'prepared by using pri
mary standards and then shipped to the ALE sites. There, they 

·'·.ll"~~.~ ~ -~-; ... 
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Fig. 2. The location of the ALE stations in relation to the mean summer and winter streamlines at the 850 mbar 
pressure level from Newell et al. [1972]. As in Figure I, the stations are represented by the symbols AD, eM, RP, PM, and 
eG. 

are usually used for approximately 3 months and then re
turned for remeasurement against the primary standards. A 
complete description of the calibration techniques used in the 
ALE program appears in a following paper [Rasmussen and 
Lovelock, this issue]. 

In this paper we provide an overview of 3 years of finalized, 
calibrated data from the Adrigole, Ragged Point, Point Mata
tula, and Cape Grim stations and 18 months of data from 
Cape Meares. Taking into account the four-times daily 
measurement runs with their accompanying calibration runs 
and the fact that CFCI3 is analyzed on two independent 
chromatographic columns, the raw data base comprises - 2 
x 105 chromatographic peaks. The manner in which these 

data are processed, with due consideration for possible instru
mental malfunction and local pollution, is outlined in s~ion 
3. In section 4 we present an overview of the measurement of 
all five species being analyzed at the five sites emphasizing the 
overall performance of the experiment and the comparative 
behavior of the species with latitude and time. Further details 
and interpretations of the observations of CFCI3:CF zClz, 
CHJCCIJ, CCI4 , and NzO in terms of their individual sources, 
sinks, and, where possible, their atmospheric lifetimes' are pro
vided by Cunnold et al. [this issue (a), (b)], Prinn et 'al. [this 
issue], Simmonds er al. [this issue], and R. A. Rasmussen et al. 
(unpublished manuscript, 1983), respectively. ~'-

Finally, we emphasize that the chlorofluorocar]:>QD£!lt'~ ex
cellent tracers for global scale atmospheric mixing and may be 
used in particular to test global circulation models (e.g., Gol
ombek, 1982]. Thei also provide a convenient tracer. for deter
mining oceanic mixing rates [Lovelock er al., 1973]:Fodhese 
and other potential applications a complete digital record of 
all of the' data from the first 3 years of ALE is available 
[Alyea, 1983]. 

2. INsTRuMENTAnoN 
All five ALE stations are equipped with the same 

microprocessor-controlled Hewlett Packard 5840A dual 

channel electron-capture gas chromatograph. Each channel is 
operated independently with separate chromatographic col
umns and detectors. Channel "P" contains a 1.8 m by 6.4 mm 
column packed with 80-100 mesh Porasil D which separates, 
in order of elution, NzO, CFzClz, and CFCIJ using a 2 or 3 
ml air sample. Channel "5" analyses a 5 or 7 ml air sample for 
CFCIJ, CH3CCIJ , and CCI4 on a 1.8 m by 6.4 mm column 
packed with 10% SP2100 silicone coated on 100-120 mesh 
Suplecoport. Both columns are maintained isothermally at an 
oven temperature of SOec. The carrier gas is a specially puri
fied grade of 95% argon + 5% methane, containing less than 
5 ppm of oxygen. Diffusion-resistant high purity regulators 
with stainless steel diaphragms are used on all carrier gas 
cylinders, and the respective flow rates for the "po. and "5" 
channels are 30 and 50 ml min - I. 

Several precautions are necessary to ensure that the carrier 
gases are both halocarbon-free and of a consistent quality at 
each station and from tank to tank. First, the carrier gas is 
passed through a 0.46 m x 2.5 mm stainless steel pipe filled 
with a mixture of 5 A and 13X molecular sieves. Further 5 A 
sieve traps (0.15 m by 6.4 mm) are in line on each channel 
after the flow controllers. In addition, as a final precaution, 
the injection ports (0.10 m by 6.4 mm) are maintained at 
270°C and filled with palladized asbestos to destroy cata
lytically any trace halocarbons that might escape the molecu
lar sieve filters. Each electron capture detector is heated separ
ately, 320'C for channel "P" and 250'C for channel "5" for the 
Atlantic stations and 350°C for both channels at the three 
Pacific stations. 

A block diagram of the experimental arrangement is illus
trated in Figure 3. Outside air is drawn into each of the instru
ments by means of a noncontaminating metal bellows pump 
(MB-4J, Metal Bellows Corp.) along a stainless steel line that 
is securely attached to a large pole so that the air intake is at 
least 2.0 m above the roof of the instrument building. A stain
less steel funnel with small mesh screen is'inverted at the 
beginning of the sampling line to prevent insects or water 
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Fig. 3. Air sampling and calibration flow system at the ALE stations. ECD refers to the electron capture detector. See 
text for further details. 

from entering the line. There is also a small 15 pm filter en 
route to the pump to prevent the intrusion of dust. The in
coming air is first reduced to a nominal tlow rate of 50 ml 
min - I by' means of a simple flow divider and vent valve. It 
then passes through a three-way switching valve (Valco In
struments, Inc.) followed by a special dryer [Foulger and Sim
monds. 1979], fabricated from type 815 Nafion® tubing, which 
reduces the water content of the sample to an approximately 
constant 700 ppmv. Dry ambient air then enters each of the 
gas sampling valve loops which are thermostatted at 50°C 
within the chromatographic oven. 

The air sampling calibration schematic is also shown in 
Figure 3. The high pressure in the calibration tank (nominally 
400-500 psig) is reduced to 10 psi. without contamination, via 
an ultraclean stainless steel regulator (Veriflo UHP 660-580-2-
SS-Ml). After each analysis of an ambient 'air sample, the 
pOsition of the three-way switching valve is changed by a 
pre-programed instruction from the microprocessor, thereby 
initiating a flow of calibration gas into the two gas sample 
loops. The gas flows are stopped just before injection, provid
ing a precise and reproducible sample. Flow meters are incor
porated on the exit lines from each gas sampling valve, thus 

TABLE I. ALE Program Sequence at Adrigole and Barbados 

Time Run ColumnfMeasurement 

1600-1'700 17 SA caretaker reset run 
1700-1800 I SA 
1800-1900 2 SC 
1900-2000 3 PC 
2000-2100 4 PA 
2100-2300 wait 2 hours 
2300-:-2400 5 SA 
2400-0100 6 SC 
0100-0200 7 PC 
0200-0300 8 PA 
0300-0500 wait 2 hours 
0500-0600 9 .SA 
0600-0700 10 SC 
0700-0800 11 PC 
0800-0900 12 PA 
0900-1100 wait 2 hours 
1100-1200 13 SA 
1200-1300 14 SC 
1300'::'1400 IS PC 
1400-\500 . 16 PA 
1500-1600 wait 1 hour 

P == Porasil column; S == silicone . column; A-ambient air 
measurement; C - calibration gas measurement. 

enabling the local caretaker to readily confirm that the flow 
rates are within certain specified limits. 

It is important to note that the electron capture detector 
(ECD) signal outputs from channel "P" are processed with 
constant current mode electronics. This form of signal pro
cessing has also been used for channel "s" at Oregon, Tasma
nia, and Samoa (with the exception of a 6-month period at 
Samoa from November 10, 1978, to May 8, 1979, when a 
constant frequency detector was used). The constant current 
or pulse frequency feedback mode of detection has been 
adopted by the majority of commercial gas chromatograph 
manufacturers because of its wide dynamic range. However, 
some caution is necessary with this method, since compounds 
to which electrons strongly attach can produce a response that 
varies nonlinearly with concentration, except at very high car
rier gas How rates [Lovelock, 1974). This problem can be 
largely overcome by the separate analysis of a calibration 

TABLE 2. ALE Program Sequence at Cape Meares, Samoa, and 
Tasmania 

Time Run ColumnfMeasurement 

900-1000 12 SA auto reset 
1000-1100 1 - SA 
1100-1200 2 SC· 
1200-1300 3 SA· 
1300-1400 4 SA· 
1400"':1500 S SC· 
1500-1600 6 SA 
1600-1700 7 PA 
1700-1800 8 PC-
1800-1900 9 PA· 
1900-2000 10 PA-
2000-2100 11 pc. 
2100-2200 12 SA auto reset 
2200-2300 1 SA 
2300-2400 2 SC· 
2400-0100 3 SA* 
0100-0200 4 SA-
0200-0)00 ... 5 SC·, 
0300-0400 6 SA 
0400-0500 7 PA 
0500-0600 8 pc. 
0600-0700 9 PA· 
0700-0800 10 PA· 
0800-0900 II pc. , . 

·Data used for data base. 
P = Porasil column; S c: silicone column; A - ambient air 

measurement; C == calibration gas measurement. 
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standard as close in concentration to ambient as possible and 
under the same conditions of analysis. This procedure is rou
tinely followed in the ALE program so that calibration and air 
analyses are usually only 1 hour apart. 

At the Adrigole and Barbados stations, constant frequency 
(4 kHz) electronics have been used to process the signal out
puts from the "s" channel detector. Although the signal is 
slightly noisier by this method, it is potentially an absolute 
method of analysis where the coulometric reaction of halo
carbons and electrons can be used to calculate halocarbon 
concentrations within the detector [Lovelock and Watson, 
1978; Grimsrud and Kim, 1979; Gobby et al., 1980]. Also, since 
halocarbon measurements had been made at the Adrigole sta
tion commencing in 1970 by using the constant frequency 
electronics [Pack eC al., 1977], it was desirable to continue 
with this method to maintain continuity in this long time 
series of measurements. 

Although the signal outputs from both "PH and "S" 
channels are recorded automatically onto a thermal printer
plotter, the analog output from the "s" channel is also pro
cesseg through additional electronics and displayed on a 
backup potentiometric recorder. In the design and construc
tion of these electronics we have included some additional 
relay circuits that operate under control of the HP5840A mi
croprocessor and permit the programed operation of ancillary 
equipment, such as the on-off cycles for the metal bellows 
pump and the potentiometric recorder. An extra signal cable 
from a small frequency meter has also been incorporated into 
the HP5840A detector housing to monitor the frequency of 
the constant current "PH channel. This frequency measurement 
is a valuable and sensitive indicator of the overall cleanliness 
and stability of the "P" channel detector. Recently, at Adrigo
Ie, Samoa. Tasmania, and Oregon, provision has been made 
for duplicate recording of the digital output onto cassette tape, 
using a Techtran 815-17 data logger. This option not only 

provides a backup in the event of a printer-plotter failure, but 
also allows rapid inspection of the data record for system 
malfunctions. 

Besides the chromatographic apparatus, each station except 
Tasmania is air conditioned (the refrigerant of choice is 
CHCIF2). The air within the instrument buildings is analyzed 
regularly to guard against any leaks that might develop in the 
air conditioner. Positioning of the air intake sample line 
upwind, and well above and away from the building, also 
minimizes the risk of any contamination. All stations also 
contain either a barohydrothermograph or a hydro
thermograph which provide a continuous record of station 
pressure, humidity, and temperature. 

The main stresses to all of the instrumentation are periods 
of low voltage (most common at Samoa) and power outages 
(frequent at Barbados and Samoa). Because these power prob
lems have been particularly severe at the Samoan station an 
Uninterruptible Power Supply (Elgar Corp.) was installed in 
the spring of 1981. 

Each of the stations follows the same basic analysis and 
calibration procedures. However, there are minor technical 
differences, including time differences in the sequences of am
bient air and calibration analyses to optimize individual in
struments to the local conditions. When the ALE stations 
were first established, 10 ambient air measurements were re
corded throughout a 24-hour cycle with two calibration 
measurements at 12-hourly intervals. However, in September 
1978 it was decided to introduce a different sequence, to in
crease the frequency of calibration measurements, and to 
allow for differences in the availability of caretaker support at 
individual stations. Tables 1 and 2 show sequences adopted 
for the Atlantic and Pacific stations since September 1978, 
respectively. 

At most sites a local caretaker or trained technician makes 
a daily visit to the station to verify routine performance of the 

SAMOA-August 21 1980 

Fig. 4. Analysis of 3 ml of ambient air at the Samoan station on the "P" channel. The 1.8 m by 6.4 mm column utilized 
. is isothermal (SO°C) and packed'with Porasil D (80-100 mesh). 
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BARBADOS-March 61980 

, 
CFC12cF2cr 

Fig. S. Analysis of 5 ml of ambient air at the Barbados station on the "5" channel. The 1.8 m by 6.4 mm column Is 
isothermal (SO°C) and packed with 10% SP2100 silicone on 100-120 mesh Supelcoport. 

instrumentation and when necessary to replace consumables 
(e.g., printer-plotter paper, carrier gas, etc.). Any unusual 
events, including power failures 'or abnormal weather con
ditions, are recorded, and any instrumental malfunctions are 
immediately reported to the station scientist. Because power 
failures and low voltages can often scramble the microproces
sor program, the caretakers also have the ability to reinstate 
the correct instructions by editing the program directly from 
the microprocessor keyboard. 

Each station is visited at least quarterly by the station scien
tist for detailed servicing of the instrument and for replace
ment of the calibration gas tank. Cross-calibration of both old 
and new calibration tanks is performed on-site, and the used 
tank that typically still contains between 200 and 300 psi of 
gas is returned for remeasurement against the primary stan
dard [see Rasmussen and Lovelock, this issue). If a new cali
bration tank is found to have an anomalously low pressure or 
if there are obvious discrepancies during the cross calibration, 

11(1,. ... 0 
O'fGON .. fA 

the suspect tank is not used but exchanged for a second cali
bration tank which is always heid in reserve. 

Each visit specifically includes replacement of all molecular 
sieve filters and Nafion® dryers, as well as diagnostic checks 
on electronic components, chromatographic performance, and 
electron capture detector standing currents and frequencies. 
Considerable care is taken to be certain that cleaning and/or 
replacement of components has not disturbed the internal 
consistency or accuracy of the measurements in which we aim 
to maintain 1 % precision of analysis at ambient levels. 

3. DATA ACQUIsmON AND PROCESSING 

Data are printed out automatically by the HPS840A and 
consist specifically of the retention times and integrated peak 
areas for each species. Usually, these integrated peak areas are 
sufficiently accurate to be used directly to compute species 
concentrations. However, the integratiOli" for species with 
smaller peaks, particularly CHlCCll and CCI4 , often lacks the 
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Fig. 6. Flow diagramoutlining'the data processing scheme used in the ALE program. 
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1980 at Point Matatula. Samoa. The mean raw data values (ATM or CAL) in arbitrary units that are used to nonnalize 
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instrumental precision required. and for this reason we make 
manual measurements of the relevant peak heights. Examples 
of the automatic print out for each channel are shown in 
Figures 4 and 5. The analysis of a 3-ml air sample at Samoa 
(Figure 4) shows the resolution .of N20, CF 2C12' and CFC13 
on the Porasil D column (channel "P"). Similarly, the..Barb
ados chromatogram (Figure 5) illustrates the separation of 
CFCI3, CH3CCIJ , and CCI4 in a 5-ml air sample on the 
SP2100 silicone column, (channel "S"). 

It should be mentioned that the columns used in the ALE 
program were selected from practical experience as the most 
suitable for the direct analysis of trace halocarbons in ambient 
air. Nevertheless, they are relatively low resolution packed 
columns! an.d tbe possibility exists for coelution of other minor 
atmospheric . components with the halocarbon species mea
sured by ALE .. fortunately, there is close agreement between 
atmpspheric concentrations of CFCI3, CF 2C12' CH)CCIJ , and 
CCI4 determined by electron-capture gas chromatography and 
gas chromatography-mass spectrometry methods [Grimsrud 
and.Rasmussen, 1975; Cronn and Harsch, 1979; Penkeu, 1981]. 
Fur.tbermore, the additional specificity obtained from the mass 
speCtr9metry methods confirms the absence of any major coe!
uting species. Inde~ndent measurements by Simmonds [1980] 
of clean maritilne air on chromatographic columns with com
pletely different retention characteristics from those used in 
the i\LE program further establishes that the major atmo
spheric ,hal~rbons determined. in ALE do in fact elute as 
single chromatographic peaks. 

Standard procedures have been developed for the pro
cessing of all ALE ciatjl: The important steps are Qutlined in 
Figure M.n _ the form .of a flow diagram. Raw ~hromatographic 
d~~a from th~ .. five.sites are. first transferred to daily data sheets 
which summarize, the atmospheric and calibration tank analy
~s :9~:ea~h'·.c9iunin in the form of chromatographic peak 
areas .«)~,~ionally ~ak h.eiilhts) together with comments 
o,nJinr !l~u~u~I.~pects of the. day's operations. Information 
on.thes~Ji!l.~Il,shect~..is later tran~ferred to computer cards. and 
daily, PI.eans, and .standard deviations are cOmputed. These 
lat.~~f.·~ta~i~ticS; .. tog~th~r .~it~ it simple visual inspection ,Qf tbe 
aat~l f'?t:m p~r,~~8f ~.r:outine ,check. Any,.obviously unusual 
dat~.!s-,j~v~ti~~tefl.to .ch~kiOranscription errors. automatic 
pe,~ar~~ i.megrat(,)r~a!fl-!Ilctions, and related problems. have 
occ~.r~~~.if s,<?, ~~~approp:';iate corrections are made. After 
this check. an· immutable "raw data file" is created that forms 
thibasis fo~.ali sub~eque~t processing.' .. 

A "'Y~rking data filc" is formed from the raw data file, and a 
separate .~header file'; is. created, ~hich among other items 
contains information on the calibration tank used at the site 

for each measurement and the concentrations of halocarbons 
and nitrous oxide in this tank. Also included is information on 
whether independent evidence for pollution exists; whether the 
data comprises peak areas or heights; and whether power 
failures. changes of calibration or carrier gas tanks, and relat
ed interruptions of the normal station routine have occurred. 
The "header file" also labels any statistically unusual data for 
later checking. 

A calibration program then uses the information in the 
working data and header files to calibrate the data by using 
the basic relationship 

A 
x=xoc 

where x is the calibrated mixing ratio for the appropriate 
species, Xo is the mixing ratio of the species in the on-site 
calibration tank, and A and C are the areas (or heights) of the 
chromatographic peaks for the atmospheric and calibration 
tank analyses respectively. In most cases, Xo is an average 
value determined from analysis of the calibration tanks before 
and after their use at the station; for two (out of a total of 51) 
tanks used, analyses were available only prior to their use. In 
general, C refers to the nearest calibration tank analysis in 
time to the atmospheric analysis for the two Atlantic stations 
and to the arithmetic mean of the calibration tank analyses 
immediately before and after the atmospheric analysis for the 
three Pacific stations. The choice of separate procedures for 
the Atlantic and Pacific stations arises from the different se
quences of calibration tank and atmospheric analyses at the 
two sets of stations. We have discerned no statistical differ
ences between the Atlantic and Pacific stations attributable to 
this slight difference in their calibration procedures. At all 
stations if the normal calibration tank analyses are missing or 
if there has been a break in instrument operation, then C is 
defined as the nearest value or arithmetic mean value depend
ing on the proximity of the atmospheric analysis to the sur
rounding calibration tank analyses. Also, in the first few 
months of operation of the Irish, Barbadan, Samoan, and Tas
manian stations, the frequency of calibration tank analyses 
was'less than that adopted later, and again an appropriate 
Choice of the nearest or arithmetic mean value was therefore 
used. 

":fter the calibration procedure, a "calibrated values file" is 
created which contains all the raw and calibrated data togeth
er with any subsidiary information on the data contained in 
the header file. Also, any data suspected on statistical grounds 
is at this point carefully investigated. Only if an independently 
verifiable malfunction in the measurement system (e.g., sam-
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Fig. 8. Residuals obtained at Cape Grim, Tasmania, after subtracting the mean linear trends over major time seg
ments from the daily mean raw chromatographic values for CFa) OD the "Sw channel Overall period shown is July
December 1979. Residuals are presented as percentages of the mean raw data value during each time segment. Residuals 
for atmospheric raw dala are shown in the top graph and those for the calibration tank in the bottom. 

piing valve problems, detector deterioration, automatic inte
grator malfunction) or a pollution episode (as defined in sec
tion 4) is identified, are such data corrected or deleted in the 
calibrated values file. A permanent record of all of these cor
rections or deletions is maintained in the header file. We em
phasize that the original raw and working data files are never 
altered as a result of such investigations. In addition, the orig
inal chromatograms generated at all the stations are per
manently stored for future reference. 

A "monthly summaries file" is also created which contains 
tabulations of the calibrated daily and monthly means and 
standard deviations for atmospheric CFCI 3 (silicone column), 
CFClJ (Porasil column), CFzClz, CH3CCl3, CCl., and NzO at 
each station. From this file, monthly summary sheets and 
plots of the daily mean data in 6-12 month segments are 
generated. These are used as aids in the extensive review of the 
data set by the experimenters which are made at 6 monthly 
intervals. In addition, to aid in the review of instrumental 
performance, linear trends and residuals are computed separ
ately for the calibration lank and atmospheric measurements, 
and the correlation between these two sets of residuals is also 
determined. 

We are particularly concerned With the evaluation of two 
temporal scales of instrument performance: potential long
term instrumental drift over many days or weeks and fairly 
rapid oscillations which may occur from day to day. Figure 7 
contains an example of an analysis of instrumental drift for a 
6-month period at Point Matatula. Specifically illustrated are 
the fractional linear trends of the raw chromatographic values 
recorded over time segments of dayS to weeks when theinstru
ment was operating continuously. The solid histograms repre
sent ambient air measurements, and the dashed histograms 
the calibration tank measurements. The mean raw data values 
for each time segment used to normalize the histograms 
(A 1M/CAL) are recorded along the top border of the figure. 
Note particularly thai the magDitudes of the linear trends are 
small (considerably less than t % per day), their signs fairly 
random, and that their values tend to be similar for both the 
ambient air and the calibration samples. These illustrated re-

suIts are generally typical of all of the data collected at the 
ALE sites and help substantiate the calibration technique used 
in the ALE program. 

The typical day to day behavior of the instruments is de
picted in Figure 8. Here we show for a 6-month period at 
Cape Grim the residuals obtained after subtracting the mean 
linear trends (over time segments of continuous instrument 
operation) from the daily mean raw chromatographic values. 
These residuals have been normalized by the raw mean values 
in each time segment and are thus displayed as percentages for 
the ambient air measurements (top) and the calibration tank 
measurements (bottom). We see that the residuals are reason
ably small Oess than -4%) and show similar patterns for both 
ambient air and calibration measurements. Again, these re
sults suggest that the high level of performance of the instru
ments, coupled with the ALE on-site calibration technique, 
provides a system capable of generating reliable atmospheric 
concentrations with very good precision. All of the ALE sta
tions and species demonstrate similar long- and short-term 
performances with few anomalies except when definite instru
ment problems have been identified, in which case the data is 
in any case not valid and therefore rejected. 

Finally, the calibrated mixing ratios for each species stored 
in the ALE files have absolute values dependent on values 
assigned to the primary standards adopted for the experiment. 
However, recent independent determinations of the absolute 
concentrations of ALE species in these primary standards in
dicate that small corrections to these assigned values are in 
general required [see Rtismussen and Lovelock, this issue]. For 
consistency in the ALE program. the forinal vaIues aSsigned to 
the primary standards are not altered as estimates of absolute 
concentrations improve. Rather; the appropriate factor ~,by 
which all the ALE mixing ratios 'for a given·species 'should be 
multiplied to provide theil- true'atmospheric values, is deter. 
mined basCdon the best· inforinauoD'currently available on 
abSolute calibration. -The ~ 'valueS for . CFCl3;'"'CF zdz, 
CH)CCh and CC4 are at preseot estimated to be 0.96 ± 0.02, 
0.95 ± 0.02, I ± 0.3, and 0.81 ± 0.04, respectively (95% 
confidence; see Rasmussen and Lovelock [this issue]). The ~ 
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Fig. 9. Monthly mixing ratios and monthly variances measured at Adrigole, Ireland (52·N, 10·W) for CFO) using the 
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value for N20 has not yet been precisely determined. For 
purposes of a preliminary presentation of the ALE N20 data in 
this paper we adopt an interim vaJue for {= 0.92; a more preCise 
evaluation will be given by R. Rasmussen et al. (unpublished 
manuscript. 1983). We emphasize that the absolute concentra
tions (but not the fractional trends in space and time) presented 
here for N20 are dependent on the above interim { value. 

point of the second year of the ALE program, the annually 
averaged mixing ratio X and trend aX/at for each species at 
each site can be determined from the In X functions by using 

4. SUMMARY OF REsULTS 

The quality of the data obtained in the first 3 years of the 
ALE program is well above our initial expectations. In partic
ular, the overall accuracy for CFCI3 and CF 1Clz has equalled 
or exceeded our original goals which were based on the re
quired accuracies for measurements to be used in atmospheric 
lifetime determinations. Although the ALE instruments have 
been optimized for the latter two chlorofluorocarbons, it is 
clear from the record that good quality data are also being 
obtained for CH3CCI 3 , CCI4; and NzO. 

The monthly mean mixing ratios X and monthly variances 
determined. in the ALE program for CFCI3 (using the silicone 
column), CF03 (using the Porasil column), CF ZOl' 

CH3CCI3 , CCI4, and NzO are illustrated for each ALE station 
in Figures 9-13. As was discussed in the papers devoted to 
each of the ALE species, the values of In X obtained at each 
site can be conveniently fit with an empirically determined 
function containing terms that are linear, quadratic, and 
simple harmonic (period = 12 months) in time. At the mid-

f
+ 1/2 

X ~ _ l/Z exp {In .rit )} dt 

ax f+ 1/2 a In .rit) - = -,,- exp {In .rit)} dt 
at -1/2 ut 

where t is time in years measured from January I, 1980. 
Global-average values (or the mixing ratio g and the trend 
a In X/at of each ALE compound can then be deduced by 

TABLE 3. Global-Average Mixing Ratios X and Trends ('j In x/bt 
for the Second Year of the ALE Program Determined by Averaging 
the Annual-Average Values X and oX/ot From Each of the ALE 

Compound 

CFCI J (silicone) 
CFOJ (Porasil) 
CFlOl 
CH)OO) 
C04 

NlO 

Sites, Respectively 

x 
168 pptv 
168 pplv 
285 pptv 
123 pptv 
118 pptv 
306 ppbv 

a In x/at, percent yr I 

5.6 
5.7. 
6.0 
8.7 
1.8 
0.2 

The Adrigole and Cape Meares stations are averaged as one station 
when their measurements overlap in time. The values of X tabulated 
here have been multiplied by the appropriate absolute calibration 
factor, (see text). 
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TABLE 4. Annual-Average Mixing Ratios X in the Northern 
Hemisphere (NH) and Southern Hemisphere (SH) for the Second 
Year of the ALE Program Obtained by Averaging the X Values 

From the NH and SH ALE Stations 

Compound X(NH) X(SH) X(NH)/X(SH) 

CFCI) (silicone) 175 pptv [60 pptv 1.09 
CFCI) (Porasil) [75 pptv 161 pptv 1.09 
CF1CI 2 296 pptv 274 pptv 1.08 
CH,CCI) 143 pptv 104 pptv 1.37 
CCI. 121 pptv liS pplV 1.05 
N 20 307 ppbv 306 ppbv 1.003 

The Adrigole and Cape Meares stations are averaged as one sta
tion where their measurements overlap in time. The values or X 
tabulated here have been multiplied by the appropriate absolute cali
bration factor ~ (see text). 

averaging the X and ax/at values obtained at each station 
and are given in Table 3. 

The latitudinal distributions of the ALE species are summa
rized in Table 4 where we give the annual-average mixing 
ratios X (at t = 0) for each ALE compound in the northern 
and southern hemispheres, respectively. These are obtained by 
averaging appropriately the X values at each station in the 
relevant hemisphere. Also tabulated are the ratios of the 
northern and southern hemisphere X values. 

An examination of Table 3 shows that of the five ALE 
species CHJCCl3 is accumulating the most rapidly and N 20 
the least rapidly. In particular, the e folding times for mixing 
ratios for current rates of accumulation are approximately II, 
17,18,53, and 500 years for CH3CCI3, CF2CI2, CFCI3, CCI., 
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and N 20, respectively. If the emission fluxes of these com
pounds remain constant and their rates of destruction remain 
proportional to their concentrations, then these latter e fold
ing times wiII steadily increase as each species approaches a 
steady state (zero trend). 

From Table 4 it is evident that CHJCCIJ has the largest 
interhemispheric gradient and NzO the smallest. These inter
hemispheric gradients are in general a function of the spatial 
and temporal variations of the sources and sinks for each 
species and of the strength of the global atmospheric circu
lation. For the four ALE halocarbons, CHlCClJ, CFCI3 , 

CF 2CIl' and CCI., which all have largely northern hemisphere 
sources, the global cumulative industrial emission at the end 
of 1980 is 26, 14, 13, and 6%, respectively, more than the 
cumulative emission at the end of 1978. These differences in 
the recent rates of growth of the emissions of these compounds 
are an important factor in determining the differences in their 
interhemispheric ratios. Indeed, their observed interhemis
pheric ratios are in the same order as their recent rates of 

. growth in emission. There are, of course, other factors in
volved, and these are discussed in the detailed papers devoted 
to each of the ALE compounds referenced earlier. 

We have found that the geography and meteorology of the 
ALE sites are very important for understanding the history of 
the air parcels being sampled and, in particular, for identifying 
those times when the stations are sampling highly polluted air 
from populated areas. At Adrigole, particularly in winter, the 
passage of secondary lows over Europe may enable polluted 
air from eastern Ireland, Wales, England, and continental 
Europe to reach Adrigole [Pack et aI., 1977]. Indeed, Adrigole 
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Fig. 11. Monthly mean mixing ratios and standard deviations measured at Ragged Point, Barbados (1)"N, S9'W). See 
Figure 9 for notation and discussion of calibration factors {. 

is the most polluted of the ALE sites, as evidenced by episodic 
rapid increases in the ALE halocarbon concentrations. For 
this reason, three independent approaches were taken to rec
ognize these pollution episodes at Adrigole. 

First, we found that pollution could be reliably forecast 
with the aid of weather maps. In particular, the presence of 
prolonged ENE to ESE winds at all levels associated with an 
occluding low to the south of Adrigole correlated very well 
with extended periods (> 1"':'2 days) of pollution, although the 
timing of pollution events forecasted in this way was oc
casionally a day or so off. Second, perchloroethylene is ob
served as a minor chromatographic Peak at Adrigole, and this 
short-lived species can be associated with air masses that have 
passed over industrial perchloroethylene sources at most 'a few 
days earlier. Third, high levels of perchloroeihylene are gener
ally well correlated with rapid rises in the ALE halocarbons 
CFCl3; CF 2d2' and CH3CCl3 and with tlie meteorological 
forecasts of pollution at this site. In practice, high per
chloroethylene levels and/or marked simultaneous increases in 
CFCl3 , CF 2Clz, arid CH3CCl3 are used as indicators of pol
luted air at Adrigole. Using these criteria, approximately one 
third of the measurements at Adrigole contain evidence of 
some pollution.';;" ". ,,', ,:' . '., ;" 

There is very Iittleevidenee from the' ALE datafoi~any 
significant pollution at CilpeMeares.This "is conversant',With 
themetecirology of this site. SPecifically, for pollution to reach 
Cape Meares fr()m . the large urban areas of California: the 
prolonged presence of a Pacific high located to the southeast 
of this station appears neCessary. A study of the daily synoptic 
situation during 1978 indicates that 35% of the time a'high 

existed in such a conducive location, but on only a few oc
casions did it persist longer than 3 days. Because it would take 
at least 3 days for polluted air to travel clockwise around the 
high pressure area and arrive at Cape Meares, we conclude 
that only about S% of the time during the year can pollutants 
from California potentially reach Cape Meares. Moreover, 
even when the Pacific high persists in the required postion SE 
of Cape Meares, a trough is often present over southern Cali
fornia and northern Mexico giving rise to a NE wind over the 
urban areas of California. This latter wind would move pollut
ants on a more southward' track toward Mexico rather than 
westward ultimately to reach Oregon. 

. Barbados is under the influence 'of easterly winds essentially 
all pf the year so that almost without exception the air that 
aiTiveS over Barbados is of OCeanic origin with the nearest 
potential source of Pollution' being west Africa. An an3lysis of 
8SO·itibar streamlines (see Fi8ure 2) indicates that the arrival 
at 'Barbados or air' parCels' of southern' hemispheric origin 
(characterized 'by lower than normal halocarbon con
centflltions) is most IilCelyd'unng summer "(June-August) and 
least likely during winter (DecCinber-February). This is 8Jso 
the conclusion expected frofuthe' annual movements of the 
Intertropical Convergence Zone (see FigUre 1). Barbados also 
~forially sh6ws'rapid increases in CFCI3, CF ;Cll ; and 
cfhtCJ~ during 'everung hou~wben the· island is dominated 
by 'cillmconditioils. In suchilituations,J,ollutants' apparently 
bWid ~up near the' ground in the 'popUlated inland areaS' of the 
isian(during the day and drain outward toward the coastal 
ALE'site in the early evening. The island is usually flushed of 
this' polluted air by about midnight, and halocarbon levels 
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Fig. 12. Monthly mean mixing ratios and standard deviations measured at Point Matatula, American Samoa (14·5. 
171°W). See Figure 9 for notation and discussion of calibration factors ~. 

appear to return to normal by early morning. To identify 
these short pollution episodes, a record of calm and hazy days 
at Ragged Point is maintained by the station caretaker. 

During the southern summer the Intertropical Convergence 
Zone influences the Samoan latitudes. In particular, the circu
lation is affected by a monsoon low that forms to the west of 
Samoa and which enables northern hemisphere air 
(characterized by higher than normal halocarbon con
centrations) occasionally to reach this station. Since air par
cels arriving at Samoa are almost exclusively of oceanic origin, 
significant pollution is extremely rare at this site. 

At Cape Grim, Tasmania, the majority (-56%) of winds 
blow from the southwest sector, and winds from other direc
tions may be contaminatCcl' by the Australian mainland or 
Tasmania. In summer, high pressure dominates over Tasma
nia, and local sea breezes generally minimize instances of pol
luted air. However, in the winter and during th~ transition 
seasons, highs to the northeast of Tasmania may cause air 
from the Australian mainland to reach Cape Grim. For exam
ple, Fraser and Pearnuzn [1978b] have identified Melbourne as 
an occasional source of high .levels of CFC13 at Cape. Grim. . 
Sllch identifiable pollutionoccurs about 10 days per year at 
this site as evidenced by the ALE data record. Otherwise, 
Tasmania Is an excellent clean air site.-. ... ' ... ' . 

_ .'O • I '.' ~ ~ ~.l • 

. The .existence of annual cycles in the general circulation of 
the. atmRspherean4 the po$Sible existence of annl,1a1 cycl~· in 
the emission ra~es. of some of the ALE species suggestS a 
search for such cycles in the ALE data. At Adrigole (Figure 9), 
a significant annual cycle is evident for CH3C03 with peak 
values occurring in late spring, but cycleS Jlre diffic!llt.to dis
cern for the other four species. At Cape Meares (Figure 10), 

there is insufficient data to reach any definite conclusions 
about annual variations. The data at Barbados (Figure 11) 
indicate small amplitude cycles in CH3Ca3, CCI4 , and 
CF zClz with peaks in late spring. late spring, and late 
summer, respectively. The cycles in CCl4 and CH3CCl3 are 
consistent with southern hemisphere air parcels having the 
greatest likelihood of reaching this station in summer and fall 
and least in winter and spring. but the cycle in CF zClz is 
apparently not. However, a detailed examination of the daily 
rather than monthly mean data does indicate short episodes of 
anomalously low CF zClz mixing ratios at Barbados in the 
summer and fall which is consistent with the occasional sam
pling of southern hemisphere air in these latter two seasons 
[Cunnold et al .. this issue (b)]. 

At Samoa (Figure 12) we see the most pronounced evidence 
of annual cycles. Maximum mixing ratios are clearly observed 
in late su~er and minima in late winter for CF 20Z and 
CCl4 and,Jor CFCI3 on both columns. A similar but less 
clearly discernable cycle is evident for CH3CCl3 but with a 
maximum ~ixing ratio in the late spring. Th~, observation .. of 
peak mixing ratios in late summer for the two chlor
ofluorocarbons is consistent . with northern hemisphere !lir 
having the greatest probability .of~eat:~i~g Samo!, in i!tls 

-season. Finally, the Tasmanian results (Figure 13) indicate an 
annual cycleCor CH3CCl3 with a peak in late winter, but 
cyclesinthc:othcrs~es.!lf~,notevid~nL ' .. : "::' : 1.;" .. 1' .• ,' 

. "Jhe observed variations in .trace species mC8$urements are a 
function of both the precision of th~ .actuainieaSuretnents and 
the true ",tmospberic variability. of the species. It is somet~es: 
possible to 5ep8r!lte these two influences. For example, the 
monthly .. variances in· the observed .. mixing ,ratios plotted. in 

I. 
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Figures 9-13 often show a marked decrease in magnitude 
after the first 6 months of operation of a particular measure
ment station. This decrease is very obvious in the data at 
Tasmania (Figure 13) and is due to the improvements in in
strumental precision in this early period. Conversely, for those 
species and stations discussed above with recognized annual 
cycles, there is generally a correlation between peak mixing 
ratios and maximum monthly variances (see Figures 11 and 12 
in particular). This Correlation is expected since peak mixing 
ratios indicate air masses originating closer to the sources of 
the respective species and therefore exhibiting maximum 
variability. Similarly, inspection of Figures 9-13 shows a gen
eral decrease in monthly variances as we move from the 
northern to southern hemisphere stations. The Cape Grim 
station shows the least variability for all the ALE species, and 
this behavior is certainly expected for the four halocarbons 
since this station is the furthest from the major northern hemi
sl'here anthropogenic sources of these compounds. 

The lack of a substantial latitudinal gradient in the NlO 
mixing ratio indicates that the NlO sources are much more 
evenly distributed over the globe than the halocarbon sources. 
Thus, a comparison of NlO monthly variances with those of 
the haIocarbons can sometimes be used to differentiate be
tween instrumental and atmospheric effects. In particular, 
when the N20 monthly variances are positively correlated 
with the halocarbon monthly variances, then important in
strumental rather than atmospheric effects on the variances 
are implicated. For example, the large variances in both N20 
and the halocarbons in the first several months of data at 
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Barbados (Figure II) lead us to suspect an instrumental rather 
than an atmospheric cause for the increased variability in the 
data in this early period. In this respect, the simultaneous 
measurement of several different species in the ALE program 
enables a number of cross checks on instrumental per
formance and true 8 tmospheric variability which would not 
otherwise be possible for a single species. 

At each station it is evident that CH3CCI3 has the largest 
monthly variances; typically, this variance is - 5% for 
CH3CCl 3, -2% for CFCI), CF2CCI2, and CCI., and -0.5% 
for NlO. The I LE data indicate that the lifetime of CH3CCI3 

[Prinn et al., this issue] is significantly shorter than that of 
CFCl3, CF 2CI2' and CCI. [Cunnold et al., this issue (a), (b); 
Simmonds et al., this issue]. Junge [1974] has argued that such 
an inverse relationship between lifetime and variance (1 is ex
pected for species with similar distributions of sources and 
sinks. In particular, he suggested log (1 oc: log l/r which ap
pears to be roughly consistent with ALE (1 and r values for the 
halocarbons. 

Although it is not evident in Figures 9-13, we have found 
that after significant adjustments have been made to the in
strument, a short period sometimes elapses before the in.stru
ment stabilizes. Occasionally, small stepwise changes in the 
individual mean species concentrations are produced by such 
instrumental adjustments or by changing a calibration tank. 
The data record is currently insufficient to determine whether 
these small step-wise changes will average to zero over a long 
term. The general quality of ALE data particularly for the 
chlorofluorocarbons is usually sufficiently high for these few 
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Fig. 13. Monthly mean mixing ratios and standard deviations measured at Cape Grim, Tasmania (41°S, 145°E). See 
Figure 9 for notation and discussion of calibration factors {. 
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small step-wise changes to make a nonnegligible contribution 
to the total error in the trend. Thus, although the trend errors 
are lower than anticipated, there is room for further improve
ment by minimizing the frequency of interruptions to instru
mental operation. Indeed, a general improvement in instru
ment precision in the ALE program is already evident from 
the temporal decrease in the monthly variances for each 
species over the first 3 years. Thus, while monthly variances in 
the first year indicated effects due to differing performance of 
the instruments as well as to station location, the monthly 
variances in the third year are a function largely of the latitude 
of the ALE site. 

5. CONCLUDING REMARKS 

The major goal of the ALE experiment was to measure the 
trends of long-lived atmospheric species with sufficient preci
sion to define accurately their atmospheric lifetimes, global 
circulation rates, and source-sink balances. Prior to the exper
iment we expected on theoretical grounds a systematic change 
in the observed chlorofluorocarbon trends with latitude based 
on source locations and interhemispheric transport rates. We 
also expected important seasonal and other temporal period
icities in the data. All these expected effects are clearly evident 
in the data which we have presented in this paper. 

The measurements of CFClJ, CF lCI2, CHJCCll , and CCl. 
in the ALE program indicate that reliance on only occasional 
measurements at varied locations for the determination of 
their lifetimes and circulation rates is in general hazardous. 
The atmospheric variability of these species on daily, weekly, 
seasonal, and annual time scales is significant and must be 
determined adequately before accurate conclusions can be 
drawn from the data. To define adequately the seasonal vari
ations in species, it is apparent that a minimum of 2 years of 
data is required'

r 
To recognize even interannual variations 

(e.g., biennial oscillations) it is also clear that a minimum of 3 
years of data is necessary. Thus, quite apart from the argu
ments by Cunnold et aT. [1978] quoted earlier, conclusions 
concerning long-lived afmospheric species which are based on 
only 1 or 2 years of data are subject to criticism. This is 
certainly evident by inspection of the CFCIJ lifetimes which 
would have been reported from the ALE experiment had we 
relied on only 1 or 2 years of data (namely, 45 and 105 years, 
respectively, using the observed trends). These values differ 
significantly from the value of 83 years deduced after 3 years 
of data became available [Cunnold et al., this issue (a)]. . 

In this and the following papers the data from the first 3 
years of the ALE program are presented and analyzed. The 
ALE program is now in its fifth year of operation, and we are 
optimistic that at least 6 years of data will eventually be ob
tained. 
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The Atmospheric Lifetime Experiment 
2. Calibration 

R. A. RASMUSSEN 

Department of Environmental Science, Oregon Graduate Center 

J.E.LoVELOCK 

Department oJ Engineering mid CyberneticS. UniverSity of Reading 

The calibration standards used in the Atmospheric Lifetinie Experimeni (ALE) for CFC" CFiC2' 
'?I,CCI,. and ca. are described. This includes the preparation of the primary itaJidards by static 
dilution and their propagation and stability for the period 1977-1982 Two independent issessments of 
the absolute concentrations of the primary standards used to initiate the ALE measurements in 1977-
1978 are reported. F?r consistency in the ALE program the values assigned to the primary I~andards 
and subsequent working standards used in the field were not altered during the experiment when results 
of better estimates of the original concell~ration values were obtained. Rather, the appropriate factors ~, 
by w~ch the ALE mixing ratios (or a given specieS should be multiplied to obtain our best estimate of 
the current concentration o( a given species, are proVided. 

INTRODUcnON 

A special and neCessary feature of the ALE program is the 
acCurate daily.oJ:l-site calibration of the iristruments. This is 
~ccomplished by .using specially prepared refe~ence tariks of 
air which are shipped to the ALE sites where they are Usually 
used for approximately 3 monthS. At anyone time there are 
usually two referenCe ~ maintained at each site, one being 
used and the other serving as Ii backup. . . 

These calibration tankS are prepared by using dean air 
from the· Cape MeareS station and the concentrations of 
ca3F, C02F 2, CH3ca~, CO., and N20 in the ~nks are 
determined relative topriIJ)ary standards. The determimitioil 
of these concentrations i,s carried out both before aDd arter the 
~ oC the tank at it partiCular site. Each deteriniriation con
sists of at I~t six separate. anatyses to ensure that errors in 
the concenlrationS in these tanks relative to the primary sian
dards are not important In subsequent anatyses of the ALE 
dat. for trends and lifetimeS. . . 
: TheahSolute ~ncentrations, of the p'ri~ary and secon~y 
~dards used in, the ALE measurements program were deter
~ by static dilution techniques. This work was done prior 
~o the ~tia~pn otA~E. The ·work in early1975 [Grimsrud 
tmd Rasmussen,. 1975a] uSing gas chromatographic/mass. spec
trometric (GC/M~ analysis establish~ the CoUowiiig ambien~ 
~ncentra~?ns.at 45°~. Cor Cf03; li5t 8; CF:zOa, 
23() ± 10~ CH~ca.J', .109:1: 15; and CC1.. 120 ± 15 (pptv~ 
~ b~kgro~d, CC?ii<;entra.ti.ODS, wCre significantly. higher 
tb,an valu,es o,l?w,n~ by ()~~~ ·using only el~ron capture SIS 
chromatography (EClGC). This was especially signifiCant for 
CF:zai'~~~~9h. w8s):~#iSte~tly ~bout t~ce the values ·of 
lluter~t_.i:il. [1974] and Lovelock [1974a]. "In view oC the 
t:Clatively·'. ~~gbtfohvlr~ 'pnnciples' of· ·~iiss· spe¢tr6inetric 
awyses:· as '.comPared . t'O' the less well understood Cleciron 
captUre aei~Qr "i,~· ijMe, "~e··ret8rded the hi!h~r viUues Cor 
<;F~ai ":hP.i;,goo.aea:t>iCC¢t'oc/oc anil

L 

• of the·'d-
t,,! .~ __ 'h .. ;-;DI..&._ .. ~":~ :!, ' ". '", ~ .. " ;.,> ~ "'._ p., 

',.'; 

.. COPyritht 1983 bylhe Amcrlcan Gcopliysi~ Union: 
p~ilerilli~~;~ci628".: ,.,;~>. '. .' . . 
0148.()227j83!OO3C--I028SOS.00 . 

mary and the secondary standards prepared were conSistent 
with the GC/MS results. .. . 

Further preparations of primary standards Cor various trace 
gases by using static dilution methods were con~ued. through 
1976 and 1977. The reSults for the halocarbons we~ consistent 
with the primary standards developed in 1915. The experi
mental details for: preparing the primary standardS for CFCI3, 
CF 2C12, CH3C03, and ca. from pure DiattriaIS have been 
previously described [ALE PrinCiple Investigators, 1981]. The 
efforts between 1975 lLnd 1977 established the expertise to 
prepare absolute concentrati~ns Cor CF03 and CF :zO:z to 
± 5 to 10% and CH3C03 and ca4 to ±15, to 20%. The 
work also developed cOntainers free Crom C!ontaritination aDd 
determin~ the storage stability of CFQ3' cF:zO~, CH:jCct3, 
CO.; ~nd N20 in standards used in the ,abOratory. These 
!1eveIopmentil . wer:e teSted in several ibterltibotatorY calibra
tion studies [Rasniuss~n et al.; 1976;· RtisrriUSsen, 1978; Ras
mussen and Pierott~ 1978; ~ussen and KlUiIil;198l]. Ac
cordingly, when the ALE program started in the fall of 1!n7, 
the accuracy oC the primary '*tandards in use in RasmUSsen's 
laboratory W8$ accepted as .the provisional referencestandafds 
ror tbe ALE·study. SubSequently, tWo additionalitudies were 
designed by Lovelock· to detCmiine itidepi:ndentfy the ~bsoiut~ 
~bration vaiues assigned,to .the ALE :piun~ stiiDd~; 
These· additional studies '~volved the \I$C' tl( alarse.' ex~ 
ponential dilution chamber and the calculation oC'the·absolui~ 
concentrations by coulometrji; . . ,.' ,:. >:"; •. ' ": 

Theprop.gation of the p~ standirdS in tht ~i.E Pro
gram is discussed in the foboWing's«tions. COnsiderabie care 
is taken to confirin cQnnnuouslythc aCcuracyc>f,thepro~Sa
tion of the ALE standards over time and betwCCb' tht' VarioUs 
ALE stations: This is beCatJSe, in order' to det~rniin~ the ftCiids· 
of trate gases Cor the ALE 'prograirl,. the ettors ··.iIi ~;fClaiive 
concentrationS are muCh· irioi'C hlipcil'tant . tIuin' 'theet1orS 'iii 
~~olute.~n~tta~?IlS;,,":::~'!r··:;;/..::l,~·,:F. '.:-,:'~~!;;':'~~~;:l: !::;"~;.:.'~ 

·PROPAGA1lON Of· ALE SsOONDARYSTANDAItDsi:~·:.:i."· 

, The coneetltfations ~r CFCt3; cF-:za;, h:i~Cd~~~d·Cd4 
aSsigned in 1977 to the ALE' staridafds. ,were 'detemuned \ by 
~rcict comParison with the standards used iii ihc'1976i'nterla-
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TYPE 3011 SS 
VOLIK 35 l 
I'II£SSUltE .... TED TO 

_SO ,i" 

l' 

2' 

Fig.!. Modified !lnd i1itcrnl!1ly SUMMAt) treatcd type G-l stain
less stcel tank of 35 I used for ALE calibration standards. 

boratory calibration e~change [Rasmussen and Pierotti,1978]. 
Throu.gh the fall. and wint,er of 1977 it, dozen high press ore 
(> 400 ,pSig) tanks of clean' ambient air were cOlleCted and 
calibrated, Ilgainst these standards. The values' assigned iothe 
ALE ,standards were the best estimates available at the tune 
the projeCt ~taited. These "are referred to ,as. our "workfug 
values." The new caiibration ~anks were designated secondary 
working' stanqards. The approach served to provide a sUf. 
ficient numberotrefer~ncC staDdard~ fo~ I~boratory ~nd field 
use while conserving the primary standards. The design w~ 
also intended .to, check the stability of the stored mixture by 
periOdic,compaiisoi}.o( the secondary standardS with ~ch 
oth~r ;llJld with the parent priinary stanciar~. Such Cross tests 
WQ~d _n.:veaI .4.rift,degradatiQIl,or variabie, stability' of the 
hlll~bQns~~lll#.;~eriOdic re:examinatiop. of the stan
dat:4$:,W~ ~i~~ to)eveaI ch~ges ,ils sI.M.llas :±2% for 
C~~~.and.NzO ,a.nd, ±4% for,the oth,er species {i.e., twice 
~I!-t pf~e p~ioti,?f~alYsis). Except i,n the eyent ~at an 'of 
the seCondary standards, as well as ,the primary standards, 
CllC~. y,i,th i~ 9w.n~n~tratiop iIi ~4e diffe~nt .b,mks, deterlo
""t¢,';atai~it,WI~,ate {a po~ibility ,considef~ below),the 
~a»cIjty ,otthCjlong-te~ J~tability . of the sWt~ds ,~uld" be 
a,¢ic\lr:~te.Iy.,!e~er.tPiJlC4.:,;. :,.,:':, c':" .... ',:' " : J,' ::: ".:' r' , 

;'b;rpe:~~da,tYJ,B.1l!Jld.~. arc prep~ in' ~~t ,.sU1J'l~ 
~r~~ng~. o~ygC1! ~~l (ijtpe ,.0-1,: 35 .L. ,s~tic,,,qlpme)~ "The 

'. m$,~$i m.l~d~.tp'is~~~li1~~~~rJtype.~) o(,a P"Q~~au~~pl~ 
... deslgn limited to 450 psig. Their light weigqt (9.1, kg) provides 
" ease:ofhandIiDg"ain:a shipment. The stainleSS' ~teei fabrication 

Was 'SeI~t~~ jt .. could.~passiyated ,by. t4e JiUMMA Cl 

·t.~crtJ:?reili'~~;~~!~!f,~~~y::prOving~e~~ty,.~t:~~:~ur:-
·~~t'~trk:,:fhee'tm~b J;t~~nis~lo !:h~W~ ..... ,, .... If,_ \.,.'t .... j.,:.j.~~.\~.~, ............ , '<;.' ,', .: 1 .• :( _> •• ",_"" t ... ~ .' .!',J 

the G-I tanks also greatly facilitated the immersion of the 
tanks in the SUMMA ® solution and subsequent washing, The 
tanks are sealed at the bottom end with a stainless steel plug 
and fitted on the top with two stainless steei bellow valves 
(Ntipi'o®,SS 4-H-4) welded to a purge tee 'assembly (Figure 1). 
After being assembled and leak tested, the tanks are internally 
steam cleaned and baked out (ISO°C) for 24 hours while b!:ing 
flushed with ~ro air. Measurements for .the desorption of re
sidual haloca~bon contaminants are made on the tanks (filled 
to 5 psig with a halocarbon-free air) after a week or two of 
storage. 

Since 1978 the, secondary standards have been prepared at 
the Cape Meares station by cryogenically liquefying clean am
bient air ~to the tanks, This is accomplished by floating the 
tanks in liquid nitrogen (LNzj. When the bottom of the tank 
has reachCdequilibrium with ,th~ LNz (-196°q, the side 
valve is opened and clean Ilir is drawn into the tank by the 
vacuuin created as liquid air forms on the bottom surface. The 
filling'is accelerated by pumping air into the tlPlk. using an 
Ultra-clean metal.bellow pump (Metal~Bellow Corp~ model 
158). Data from the in situte3.I-time analyses at the Cape 
Meares station compared with the analySes of the air collected 
in the tanks during the same perioo show no significant differ
en~. The' amolint of air. co~pressed is typically '" 1000 I, 
r~ulting in pressures of ",450 psig.The water condensed in 
the ianks by compression is' rj:moved by draining, and the 
concentrations of CP03, CF ~Oz' CH3cd3 , and CO" are 
deteimined againSt the primai-y standards of. O(3C. The dew 
point of the air withdrawn from the ta.1lkS is typically -26 to 
-:24°C over the pressure range of 450-100 psig. Experience 
with thi: standards prepared in'this milnner bas shown them 
to have excellent stability for the ambient Jevels of the halo~ 
carbons of interest. The stability for OO~ is es~aily impor~ 
·tant .since storage of this speciCs in the steel medical oxygen 
cylinderS used in 1975-1976, wl!S of varying reliability. Also, 
the stainless steel tanks have provided excellent stability for 
CHFzCJ. CH3CJ. and CH,,:lishaul4 be noted that before the 
air sample WithdrilWll from'the'tanksis injected iDt6 :the gll$ 
chromatographs, 'it is dried io"tu1H~omixlrig ratio of 100 
ppm or less by an 815 NafionCl drier [Fbulger and Simmonds, 
1979]. This proCediirehaS furtiier standardized the analysis to 
d" ' . 

ry atr. . ...... '. '.' 
To date sonie ,,90 tanks havc'tieeri prepared; :51 of tliem 

have bcCn Used at 'the' five ALE statioDs~Thc stability of the 
halocarbonS and .NzO·iri tli~b.igh p{Cissute 'tanks is ~hown 
crable 1) for three 'iypiCat'tUl'kitised in 'the' ALE 'roject The 
tanks were matyzed~bCrord'bCiDgS'Ctit lathe' fieid Italians and 
upon.' their' iCtUiU.:"FtirthCi-"@Odic . ifuaJ~ wercd6ne' to 
better' validateJoiig-t~nn' suibilitY, o(a ~ven'tankand to' reass~ 
ute the iiltenulfc6hsistene:y'in' the' D~ 'Calibration 'Values. 
All or .the C6ri~ritfati6nS iri'~t'ht bfn.h"Jiav~·'beei1 deterriiinCd 
b'" direCt ·tcliD';:'~;l:' ~';iith fi.-.\t "'k.'i!j;·~dard'033:'Thls stan~ 

y ','. '-"~i'-'- .. P~ ... ,." ......... ", , ,. 
dard IS 'one'of tJiree\O~j '034 '03>?} CstabliShCd hi the II . riti 'of 
t97iftliai is!ti~~bic. ~!/tile 'i97S~ 1916':i>diiiarY Siiullards g via· 
ih~ 1976'b1tCi-IabOrat6 ' Cahb~~tiori'jtud":'MSliown b' '~ti1e 
ditil'iD 'Tabi~ I:~th~ P~oritbfln;.fY~/ii~giinP:toV&i ~rice 
1978'JesseiitiaJfJ~~:~(th~ ai8.n~· 'vdftr6m" .. ,. 'uat ": I' 
,,,,I, , .. ,,,,\,,y, ""I]. ""'l • '-"',~ , ,.~,~. ' ... , •. ~, ~ 
hCi':'';t,mCaSUr~eiltsJoJ Cllctr.' amc'm.ic "'Hon 'of ~~" htigbtS 
~j88;( fijj6~g Iiitcgfllt&W'iD 'i~,"JaD~t'~ef·bPti~ 
miZation of the insttUiD.ei1~ (PEj9~B) dedicated to 'Calibra
non anatyses. The rontinuhy. fu ~ese calibl1ltion .standards 
has been Used' io rn~' ih~ hafocar~~ 'at the SOuth < Pole 

. in Antarctk:a' and in the U.S. Pacific N6tthwesi"( ';';;45°l-ij 
.:. .. : 1. • ... " ... ~. ~ • ".; r· ". , -';: - {',: ~ 
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TABLE I. Stability of Species in Three of the ALE Secondary Calibration Tanks 

F-II, ppt F-l2, ppt CH3CCI 3, ppt CCI., ppt N20, ppb 
Date 

Run (Month/Day/year) x (1 x (1 x (1 x (1 x (1 

Tank 02) 
Original 04/09(18 167.4 1.4 280.8 29 162.8 2.5 143.2 1.5 335.2 1.8 
Rechecked 12;06(18 164.8 1.7 280.0 1.6 166.0 4.5 1425 0.8 333.5 2.1 
Rechecked 04/10(19 167.5 0.8 281.3 20 164.7 2.2 145.7 1.2 335.5 0.5 
Rechecked 02/01/80 166.8 0.4 279.0 0.6 164.5 0.8 145.8 0.4 334.8 0.4 
Rechecked 09/03/81 166.4 0.8 281.8 26 1629 0.7 144.4 0.9 334.6 1.1 
Rechecked 02/22/82 166.8 0.4 280.0 28 163.5 0.8 144.3 1.0 336.8 1.0 

Tank 017 
Original 04/09(18 168.5 0.6 285.3 29 134.5 28 146.8 1.5 3328 1.6 
Rechecked 12/04(18 169.2 0.8 2828 1.1 128.3 1.2 146.2 0.8 3323 1.2 
Rechecked 04/11(19 168.0 0.0 283.2 1.0 129.2 0.8 144.2 1.0 333.3 0.5 
Rechecked 01/30/80 168.7 0.5 284.2 0.8 129.7 0.5 143.2 1.5 333.8 0.8 
Rechecked 08/29/80 168.8 0.4 284.3 0.8 129.7 0.5 1427 0.5 335.2 1.2 
Rechecked 09/04/81 169.2 0.8 282.2 1.2 130.5 1.0 141.3 . 1.0 333.3 1.0 
Rechecked 02/15/82 169.3 0.5 279.6 1.9 130.7 0.5 139.2 0.4 334.8 0.8 

Tank 028 
Original 04;09(18 168.5 1.0 281.5 
Rechecked' 01/24(19 167.5 0.6 2820 
Rechecked 04/24/79 167.8 0.4 283.0 
Rechecked 08/29(19 167.2 1.2 2820 
Rechecked 02/05/80 168.0 0.6 284.5 
Rechecked 05/18/8.1 168.7 0.5 283.5 
Rechecked 03/12/82 168.3 0.4 281.8 

during January of each year from 1975 to 1980 (Rasmussen 
and Khalil, 1981]. 

Propagating standards (especially for CFCl3) within the 
same ~argin of precision (± 1 %) as required of the precision 
of analysis « ± 1 %) has been a major part of the experiment. 
Verifying the stability of halocarbons and NzO in these ~ 
ondary standards required that the tanks be rechecked every 
few months to once a,year. The standards are usualIy cali
brated . twice before being sent to a field station, upon return 
and periodically thereafter. This system of periodic cross cali
tirations began in 1977. 

Figures 2a, 2b,2c, and 2d shows the stability of CF03, 

, CF zOz, CH3OO3, and CCl4 in the first tanks used in 1978 for 
several months at Adrigole, Barbados, Samoa, and Tasmania. 
Some of the tanks were redeployed in the field after being 
rechecked at the Oregon Graduate Center (OGC). This is pos
sible since.the initial tank pressures are >400 psig. and < 100 
psig are used during the field calibration period. Tests have 
shown ~hat. th~ halocarbOns and N20 are unchanged in the 
tanks down to pressures of < 100 psig. The data plotted are 
the percent changes from their originally assigned values de
termined'by aiiaIyses against one or more of the primary stan
~ds. For example, the CF03 concentration in the tanks is 
-170 ±J PPtv/v. The ±0.5% deviation shown in Figure 2a 

,for CF03 after nearly 4 years is equivalent to. 0.8 pptv/v, 
which is within' the overall accuracy required of the measure- . 
ment. Similar results are shown in Figures 2b, 2c, and 2d for 
CF20 Z' C~3003,and ,004 , 

The data ~ ~e graphs' have been analy7.ed mathematically 
and the co~~~on drawn that there is little change in the 
assigned values;.!>.f.~'y_<:,qb..e :s~es in ,the ~ 1J1e calcu
lated average drift<:for an of the tanks showed no statistical 
. change at the «= 0.05 level. Similarly, when each tank was 
considered individualIy, none was found to be drifting at sta-

1.2 148.9 28 146.8 1.9 335.4 1.4 
0.6 149.0 1.3 146.0 1.1 335.0 0.0 
1.3 lSO.7 0.8 146.3 0.5 333.3 1.2 
1.1 148.7 0.8 145.7 1.4 334.3 0.5 
0.5 148.3 1.4 145.5 0.5 334.5 0.5 
1.8 146.7 1.4 145.3 0.8 334.5 0.6 
Q.4 147.7 1.0 145.1 0.7 335.8 1.1 

tistically significant rates, « = 0.05. Inspection of Figures 2a, 
2b, 2c, and 2d indicates that the greatest changes between 
successive analyses occurred in the first 12-14 months after 
the calibration began. Changes in the experimental procedures 
and greater accuracy in the electronic measurement of the 
chromatographic peaks during this period are believed to be 
responsible for the improvement. 

Further analyses were performed to determine if the con
centrations of a given species (CFa3, etc.) stored in similar 
tanks under equivalent conditions could drift at the same rate. 
The principle source of any such steady state drift is presumed 
to be a heretogeneous surface reaction. The basis for this con
cern was that all of the ALE secondary standards are stored 
wider identical conditions of tank tyPe (0-1, type 304 SS), 
volume (35 I), pressure (>400 psig), and represent a limited 
concentration range of 100-200 pptv/v. In this respect, hetero
geneous reaction on the walls of the flasks could be important. 
Therefore, 26 air sampies cOn~ed cryogenically in May-June 
1978 in smaller 1.6 I stainless steel bottles were itudied over an 
equivalent period sInlUar to 'the' analysis sChedule for the 
larger ALE tanks. .The;Se . samples were equivalent in con
centration range (90-180.:pptv/v), pressure (>409 psig) and 
type (304 SS). 'The only ,in.a:jor difference Was· the smiller 
volume-to-surface ratio of 0.99 'for the 1.6 I bottles versus 246 
for the 35 I ALE tariks. Table 2 shows the statistic8J analysis 
comparing the concentrations of CF03, CF 202' CH3CCl3, 

and ~ determined after 26 months (A,) and 42 months (Az) 
against the original values referenced to the"8amc primaiy 
standards at the 95% confidence limit. The quoted errors do 
not include the uncertainty in the assigned vuues Qf the 35 1 

~ ) 

ALE tanks. , . .! . . . .. For the species cFd~;-cF~d;,·8n(rCH~oo.3 the 1.6 I 
tanks do not show any decrease relative to the ALE tanks and 
hence refute any hypothesis that the levels in the tanks are 

., 
i 
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Fig. 2.. Percent changes of CFO" CF1CL1, CH,<Xl" and CO. from original values as determined against primary 
standard m subsequent analyses over 4 years. Assigned concentrations in pptv at time 0: (a) CFO,: 022, 169; 012, 170; 
028,168; 020,169,032, 174; 036, 174; 023, 167; 004,169; 017,168. (b) CF101 : 022, 283; 012, 285; 028, 282; 020,284; 032, 
292; 036, 293; 023,281; 004,282; 017, 285. (c) CH,<Xl,: 022, 143; 012, ISO; 028, 149; 020, 143; 036, 137; 023, 163; 004, 
144;017,134.(d) CO.: 022, 144,012, 148;028,147;020,146;032, 151;036,151;023,143;004,145. 

declining due to heterogeneous surface reactions, which would 
result in a relatively greater Concentration decline in the 1.6 I 
tanks than in the 35 I ,tanks. 

The slight increase in the 1.6 I tanks (e.g., CF 2C12) com
pared with the 35 I tanks is of unknown origin. In these small 
tanks any volume dependent effect, such as outgassing from . 
the PTFE tape used to seal in the valve, would be magnified 
by a factor of 22. over the effect in the 35 1 tanks. If such a 
phenomenon is the origin of the slight increase in the 1.6 1 
tanks, the magnitude of the increase for the' 35 I tanks is 
negligible. . 
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For the species CCI. the concentration in the 1.6 I tanks 
relative to the 35 I tanks is shown in Figure 3. The behavior is 
clearly variable. Four of the tanles lose 45-80% of their CC1. 
in 26 months, four other 1.6 I tanks lose 10-20% in 42 
months, and the remaining 18 tanks form a group spread 
around 7% change. The least square fit line for this subset is 
-0.2% year- 1 ±O.3% year-I; clearly the eight rapidly de
creasing tanks are not typical of the ALE tanks, as the relative 
calibration of the ALE tanks does not show any such rapidly 
declining tanks. The ALE tanks (see insert in Figure 3) are 
more typical of the subset of the 18 1.6 I tanks. From this 
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subset we estimate the decline of the ALE tanks from hetero
geneoussurface reaction could be -0.2 + 0.3% year- Ij1.4 
or -0.15 ± 0.2% year-lor -0.2 ± 0.3 pptv year-I. 

This result is not statistically different from zero, but is 
indicative of a slight decline. 

ABsoLUTE CALIBRATION 

Exponential dilution 

This method involves dispersing uniformly an accurately 
measured amount of a pure' eompound( ,.., 1 mg level) into a 
known volume of sufficient size to give in a single almost 
error-free step an aerial concentration ala part per billion or 

. less. The known voiume'can conveniently be a sealed empty 
room or capacity 50-100 cubic metres. If the room were her
metically sealed and the walls were made of material which 
was wholly inert to" the "test vapor,' the' vapOr cOncentration 
would Persist indefinitely and 'the air of the tooni would con
stitute a primary standard. ,in practice, although possible, the 
construction of a room to these specifications is expensive. A 
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more realistic alternative is to take a room of more conven
tional construction and arrange to provide it with positive 
pressure clean air ventilation at a known rate and also to keep 
the air of the room vigorously stirred by using a powerful fan., 
In these circumstances, the vapor concentration in the room is 
uniform but is undergoing dilution at' a constant rate. By 
observing the rate of decay of the test vapor and also that of 
some reference gas, such as hydrogen, the concentration at the 
time zero can be found which corresponds to that which 
would persist in an idea1leak-free room. Furthermore, since 
the vapor concentration nearly always decays exponentially, 
the logarithm of its concentration is a linear function of the 
elapsed time from the start of the dilution. Accurate standard 
concentrations down to one tenth the initial concentration can 
be established from the rate of dilution and the elapsed time. 
The decay'of concentration C with time i is that of a first
order reaction 

dC U 
-=--C 
dt, V 

(1) 

+6.0 

+4.0 

02.0 
I-
Z 
W 
U 0 
a: 
w 
11. 

-2.0 

6~O~~:" ." o 004 S . ..: . 

. -<>---=- -~ 
~ ~~~~ 

+2.0 
I-
Z 
w 

0 u 
a: 
w 
11. 

-2.0 

-4.0 

-6.0 

1978 1979 11180 

. ',; .. ;.' 
YEARS 

" ·Fig. 2d 

-4.0 

. [ ", . ~ 

-6.0 

1981 1982 '983 



.... "j' ., ..... 

8374 RASMUSSEN AND loVELOCK: ALE CAUBRATION 

TABLE 2. Time Course Changes in Halocarbon Concentrations in 
1.6 I Bottles 

,1' I_ pptv/yr ,1' 1- pptv/yr 

CFCIJ 0.13 (±0.4) 1.2 (±O.4) 
CF1 CI1 1.4 (±0.6) 0.3 (± 1.0) 
CH3CC13 -0.4 (±0.4) 1.5 (±0.6) 
CC1. -1.4 (± 1.0) -1.4 (± 1.0) 

where V is the chamber volume and U the flow rate of venti
lating air, or equivalently 

U 
In C(t) = In C(O) - V t (2) 

From (2) it follows that the logarithm of the concentration is a 
linear function of time from the start of the dilution and that 
the intercept at time zero is the logarithm of the concentration 
expected for an idea1leak-tight chamber. 

In practice, there may be a constant concentration of the 
test substance in the ambient air C .. Equation (2) then be
comes 

U -
In [C(t) - CJ = In [C(O) - C.] - V t (3) 

It is usual to take meaSurements of the incoming air for 2 
hours before and after a dilution experiment so that the quan
tity C. can be found and seen to be constant. 

The dilution chamber was constructed from plaster board 
fastened to a rigid wooden framework. The lines of contact 
between the plasterboards were sealed with masking tape and 
the entire room was then covered with three coats of a water
based acrylic resin paint. The chamber was supported inside 
the upper part of an ancient barn, the lower part of which 
housed the ventilation blower, and analytical and other equip
ment. 

The chamber was stirred by a meter diameter axial flow fan 
mounted 30 em above the center of the flood of the chamber. 
The mixing time was measured by releasing hydrogen and 

observing the time to reach a steady constant level with a 
continuous hydrogen analyzer. It was 20 s for 95% mixing. 
The chamber was ventilated by blowing in air drawn from a 
point outside and upwind. For this, an industrial vacuum clea
ner was used which gave a flow of 100 m3 h -1 and hence a 
ventilation rate of 2 h - I. The ventilation rate was kept con
stant by controlling the motor speed electronically. No at
tempt was made to measure the air flow of the ventilating 
blower. The rate of chamber ventilation was instead taken 
from the observed decay rate of the reference gas hydrogen 
and sometimes from the decay rate of other gases such as 
N20, CF 202' and CF 20Br. 

The air inside the chamber was passed out for analysis or 
storage by two stainless steel bellow pumps (MS-I5S, Metal 
Bellows Corp.). One of these passed air from the chamber to 
the analytica1laboratory along 100 m of3 mm diameter alu
minum tubing; the other was used to fill stainless steel sample 
vessels of 1 I capacity to a pressure of 2 atm. When filling 
these vessels they were flushed for 5 min with air from the 
chamber before the valves on the vessel were closed at the 
time chosen to store the air sample. The air received in the 
laboratory from the chamber flowed at I I min -I and all but 
0.03 I min -I were passed to waste. The small remainder 
flowed continuously through a sample loop usually 0.5 mI in 
volume and mounted in the oven of the gas chromatograph. 
The pressurized vessels were analyzed by using the same 
sample loop and analytical system. 

The temperature and atmospheric pressure were recorded 
during each expe"riment. The chamber is sited about I kID 
from the nearest other inhabitation (a small farm house) and is 
about 20 kID from the Atlantic Ocean on the northwest coast 
of the southwest peninsula of England. Dilution experiments 
are made only on days when the air mass over the region is 
oceanic and when the wind is blowing from a w~terly quarter. 
As a further check for clean air the presence of trichloroethy
lene and tetrachloroethylene in the air are taken as indicators 
of poIlution. . . 

The gas chromatograph was a Hewlett Packard 5830A, and, 
wherever possible, the Same columns and conditions of analy-
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FIg. 3. Percent change in 1.6 J CCl. values versus ALE (35 J) CCl. values. 
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sis as those used in the ALE stations were used. For nitrous 
oxide and the lighter fluorocarbons. a column of glass 150 em 
long and ~ mm internal diameter filled with Porasil, B was 
used. usually at 50°C and with a flow rate of the carrier gas of 
30 ml min -I. For the other halocarbons. a 300-cm column 
also of 5 mm diameter glass filled with 12% OVI01 on 
Chromosorb W (100-:120 mesh) was used. The temperature or 
this column was also 50°C. but the tlow rate waS uSually 40 nil 
min -I. The detector was a Hewlett Packard electrqn capture 
detector with Ii radioactive source. This detector differed f~om 
the commercial version in that the ceraniic insulator had been 
replaced with a PTFE ve~ion. This was found necessary since 
the original InSulator had a resistance of approximately iooo 
meg~~ above 3000C {a potential source ofina:ccuracy~ 

The detector was . operated in both the constant Current 
variable frequencY mode (CC); where the freciuencyis the 
signal, an,d in the c6~tant pulse fiXed frequency mode (FF). 
where the d~tCcto( io~ current provides the signal. In either 
mode the operating conditions of the, detector (i.e.. temper
ature; flow rat~; etc.)' were identieal'rbe ctq"rier gases used 
were e;ther 90% argon 10% mediane. mi,xtures or nitrogen. 
With' both gaseS, traces 'of 'oxygen' and other electron
attaching contilmitlantswere removed by doping tbe.gas Witli 
about. 0.1 % of hjd~ogen and ~hen passing it through a reactor 
filled witb palladium catalyst at. 300°. Whel1 operated in the 
constant pulse' frequency mOde. the detector' for CFCl3 ' and 
CCl4 can also function. as an intemalstandard arid provide an 
independc:nt absolu~e analysis. the theory ana practiCe of this 
independent "coulometric" method are' deScribed later in this 
paper. . '. ", :. .' '. . .'. . . 

In most of the experim~nts the 'leXt' ~ture was prepared 
by a vaCUum volumetric procedure: PllJ:e samples of halOcarb-

· ons were degassed by (reezingandtbllWmg on it: vaCuum line 
llnd then used to fiiJ an Rceurateijknowri 'volume (S.023.n:ll) 

· with vapor at a known pressure in the. range 10-40 torr. The 
presslite . was measured by' 'aCaijbnltCd' . glass boLifdon gauge 
and by a silicone fluid uumometer. The volumetric iaiDple was 
then froZen into an evacuat~amiX?Uie ·lieldllt -180°C in 
liquid ~troge.n. The aritpoqie w~.~.ed,bY aSas·ft4ine whiie 
the sample was still fro~n in :the liquid·nitrogen.... . . 

In a few expe~e~_~ ~the 1~'v91~tiIe ,halOcarbOnS were pre,. 
p~ gravime,trlCalIy. ~y ~~d~,g :tlie~jro~ Ii .16 Microliter 
syrin~ to a7w~~v~~~(~IJ~#.e !"l.~·.~f.Dajrfl8sic: .. The 
quantity a~ded wllS..f9und by rewe~hing. The.reference gas 
hy~rQ~n~~":in¢i:~~~:,.(~~~i_":P~9firi3 pr~~:.y~~ In 

~~i~rv:;~~!~t~ ~~'.~i~:~~~:,th~·!yt::~in~:r 
inPutO(Jlic;~~ti1a#9~~e~ '9.As~to:tirC·a "aPtd. MiXing 
~th the :cl,iamh,er'ilii.- The' gr~ ;ampoulewasbrokeD .either 
manually .or bY. an tl~trlC8ity.drivCriVice. In a typic8I eXPeri
men( Sir samples' 6-oni'the 'cli~~i; ~ththe.·fan~<fpumps 
~D11in~wer~ : ~~J.-P.d., ~n~(h~U~,JJilii ;,!Dierj,a)s'.,(C?r 2 
, e<f9UfSfi: .... e ~p~~ ~~JtJJ~Jp~~~~~<l.~~.cd~tin.
U 01;', S. m9re. ho~.At .. ,~ho~ times8,ft~. ~~.s~,of the 
expe{inie,nf,' pn;:" 'e ~~i$ '~rk fill¢" :Wiih:air ~·/rom·. the 
di.a.pbCrand·' :t~de k'" tat~ anaf ',"" I 'e~:8rial" ''-': -r the &ir~ 
~.·;tQ.'~·gU'I~~~(~ 4p~~~e«~~~tiailly 

1 ',i:":"'( r.,'..J .... ~i.I···.'ttI't~ll' y',.' tRt,~, 'l~. ~~£, 'J)~._l .•• ,,·.,.~I .• .... 
unw;;x- ,t,he.oontr9. or Its own DllcroorOCCMOt' '." j' > ., • · '·.·F.d .• ': .... \; { 'J lJ,'I': J1)_~.1:1l1'l.v,'1· :'fUl\JVI :-I1J I 't.;. t' ii,t'l; ~·':l'~l'!rr_ !"t"f /.', 

&~i~ ~. ~ffM>?f.a1~~?~r,,~PJiP~lf~~n~!.o.~, 
dro···:/~l~~~I~~~ytiJ~;,~~rR~~~~~ t>'J' 
a 'v:;Y .. iuih l ~".ot ~'~m t, .. , "(ko pn.'';rastr~Ca_: 
'sured~iQg r:.~~rJI·;·~j"a~"JJ ·!~~]e!i~~ ~'aS)ih~' 

,f 'r~ ,'/;(";. " ••• ~.,.t~.'L, •. ·.J.,) JH~ L: ~~. ~.,~- {I.~ ";'.,' "''', .. ".; U J:I. t,:" •• 
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Fig. 4. Least square line of exponential dilution results for CF03 
. andC04 • 

earrier gas. The concentr~tIori covered was from between 0.1 
~d 1.1 down to 100 ppm. No ,independent check orIinearity 
of the respOnse of the detector over this range was made. Less 
satisfactory resultS were obtained for methyl chloroform and 
CCI4• where strong evidenCe of adsorption, probably.on the 
glass ampoule, is shown by the anomalously low values of the 
first observations evidentm.Figure 4 (bottom). The folloWing 
sources of errors have ~n uDcOve~: (i) a 'sample loop 
which adsOrbed some. otihe test Compounds; .(2)flQctuations 
iii the rate of fiow of· ~e~~atiiig air; (3) adsorpti9D of ~ple 
.on the surfaces of the.~ ampoule iri which the sample was 
~troduced to the ·cham.ber:(4) in~cies ~~. the.automatic 
mtegration ofpeak.~w. bythecbrom,atograph; and (5) slow 

- changes·.in . detector. se~itivity usuaiIy. attrlbutable to the 
emergence of Cc>ntaIDinani$ from. the c:Olurim. . - , . 
. Each of these flU bCeit':treated indiVidually. aDd there bas 
l>CCn ·a. mUked.improv$.e~tm.tiie.qWwty. of the ~~I,lfe
p:D~,~~~ 1:n~.1D~~~~e. pr~bl~,:are th~'A1Je_tq.~e 
~otpti~~ Qf ~P. t~t~,ll~~~, ~ ,.~aces, Pai:ti~ar~y tlJ.at 

. ~fJ1te ,~poul~~~)tg,.~~~: th~ ~ple ~~~.)')~~ ,~e 
.• ~, Jf~p1~,c.o~~~~ ~)"J?bl~fP(<?,~-Il!1,~ ~~11 ,t.e~~~ 

C#on:~~!~:\~'~~~;~ffi;:i~~~~·,;:dti~ti~~ , ..• ,1:Jl,,,,,,, ... ". '.n·, }P" ... J!. • .., .<. 9Pc!,pp. .. , ... ~ ... ,.~ .,~ •. , .. ~ ..... 
~~~~ ~ayc;~ ~ ~,l~q~~~:lM.-~~~.~3.~d 
P.ff;at.~~ ~li~M:9.~CF,J.b.e::~~1~~~~. 1}1" ~<:a.j~. m.I 
rtle17!~·:!r~§~~::::J2:~~i,~~~~:~ 
A~S.<P.m~,~~.~~~~~J<.Cgpsea~~!>~Ip.t;~~:~~I~~bS·~~.~to 
~~~, f<?oF: :~~~ti~~~~.~~~ ~~~ J~,~Q~.~J.i9.~ \,!9~n~ 
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Fig. 5. StatistiCal distribution ,of expOnential dilution results for 
CFCI, and CF ~az' 

and below jUnbient J~v~ls,tlie exPedient of UsIng a' smaller 
.sample 10QP was·'used.·)\ loop SizC.of 0.7 nil was chosen so 
that at a total conCentration of about-; times ambient the 
Same chromatographic pCak area '~-'o~Wn~ ~Witli ambi
ent i.ir ih a 5 in! 100p.11ie iicCUracy.bftheO.7 mi/5lnl sample 
loop'volume ratio waS 'veOJjed 'txi>CrinleritaUyas fonoWs.· The 
sample loops USCd' iIi 'ciillbiatrbn by nponentiii1: dih~.tion were 
atways cilIit>"tiiied 'by :fi1lliig. Witli· Wiler arid weighing. A trace 
or.sUrC~t ~·li.dded,tothe water 'to' avoid the ~apping .of 
small bubbl~ The upcertaintjr abOut "their' ~olUmes an.d the 
~tio'.Qf diem is likely to be one 'of the lesser so'iircesar error. 
Figtite 5 shows the statistiOai distnourlono( the results from 
the 59, iDa~denf;expOneiitiat 'dllution-<:alipration eXPeri-

;JJlcnt8 CoiiduCi~ to date for cFCl~"ana:CFiCl2!:ltdhis figure 
a' norma:r;dr. $iUSsiaii':aIstribiitloi{'o(:dJitll'woUld f~repie: 

. ie#t~. b a iffiligh't 'l4ie'~ib': \ts ~irit&cept . <iii ' ~~ , SO%litie 
beiii·;t1lriiean<vatii~lfh'th8:t:eaf~ta';·aslight1Y'i!C~CdBaus

. Liiili 'diStiibuiio61is'e~de1iffotbotJi 'CFCl.'andCF·O ··;.the I" . ._g' ,'I" I . , 2 _ 2, : di$~quuoJiS' ale nattowejliol(the1llgh'iiilXhigrado.'side thaD 
'. of(ihefldw~miXing ratio :iide. ':Thc'rtas6ns 'for this,slight' sicew~ 
'ii#S11re'iiOtyc£tVidenl?:;:"~""""" .'t'.; :.,: ,.'+:,';;'" '.', 

: _c. (; 'Table' 3 'S'uiMi&rizCs 'the 'tneW' 'and standard demti6hs in 
: tbe'vanous isen~"'of exPeriments ~cariiCd 'out Q:ver'tlie past 2 

years which collectively comprise the total of 59 experiments 
conducted to date. We note that the mean values for CFCl 3 
(177 pptv) and CF 2Clz (294 pptv) ate only 1 and 3% lower 
than the working values for ALE standards 043 and 044, re
spectively. 

The problems with the performance of methylcllioroform . 
and CCI4 in the dilution chamber noted earlier are at present 
sufficiently severe to prevent a precise determination of their 
eoncentrations in the ALE standards. 

Coulometry 

A few molecular sPecIes, particularly halocarbons, are ion
ized irreversibly by t~Cir reaction with free electrons in the 
electron capture detector. Moreover, experiments in4icate that 
for each moleq,de ionized one electron is lost. This intensely 
ionizing reacti~ri Can therefore serve as the basis of a gas
phase coulometer in which absolute measurements of trace 
quantities ofhalocarbons is possibie. 

The general principles and details of suitable couIometric 
detectorS have been described by LOvelock et aI. [1971J.,Love
lock [1974bJ. and Lovel~k [1978]., Briefly. it is possible to 
calculate for known analytical conditions the fraction lor a 
compound which' is ionized. Hence, with the .dete«tor in the 
conStant pulse frequency mode, the chromatographic # 
area in co,ulombs is obtained, and ruter dividing by / an esti
mate ot the number of molecules present can be f9imd by 
applying Faraday's Law. The quantities which need to be 
known for this calculation are th~ total rate of injection of 
electrons by ioniZation, the recombination rate 'of electronS 
and positive ionS. the gas flow rate, the rate conStant for the 
reaction between the compound and free electrons, and the 
loss rate of electrons by diffUsion to the walis and electrodes. 
All of these are either known or can be determined experi-
mentaily. . 
. Cotilometry' waS _ used to deten:pine the absolute con~ 
centrations of CFCI, imd 004 in the first reportC!i meaSure
ments of their atmospheric abundanCe [LoiJeiock et al.; 1973J. 
The choice of this novel calibration proCedUre W8.$ diCtat~ by 
the then extreme difficulty of accurately preparing sl4ndards 
at the parts per trillion level. particularly in view of the high 
background of ~alocarbons in Ii laboratory environment 
Since that time the method has DOt been extensively utilized, 
and its accuracy has been occasjonally questioned [e.g., N a
tional Academy of Sciences, 1975]. However, the expenments 
of ~lock·et. til, [1971J and Lovelock. [1978J have reCently 
been indepen9cotly Confirmed under more rigorous elperi
mental conditions by Grimsrud and Kim' [i979J and Gabby et 
al. [1980]. sUed on this, we must regard 'coUIomet& asa 
legitimate alternative method for determining' absolute cOn~ 
ecntrations, ilt least for the strongly electron~abSorbirigsPecies 
CFa3 and 004•. . '. , 

The results of 33 analyses ofCFa3 arid 16 of 00 .. i1i:,ALE 
standards 043 or 044 by cciulometry are sho'f.Vll in' TabJe 4: 
The abSolute Concentration (166 pptv) estimated for: CFa3-in 
the ALE tanks is 6%'lesS thali obtained from the eXpbnential 
dilution experiment Using the ECD In ·the ~iistai1t ;~ent 
mode: These 'reswtS lie wen WIthin :the standard ;deViations of 
the estiinates made.'~y· the' totalIiindependen(~xponeiitiai 
ditutioIitcChniqu~ (TaJ,;le 3). IIi"Tabte-4 ." value'iS atSo"8ivtn 
for CF%a;'cven tJiougb this cOinpotuidca:M9tbc: ~ately 
estimated by coulometri. The va1!le detemiiDed (282 'pptv) is' 
based on the aSswnption that' the '. same ratio "Of cFd,/ 
CF Z02 is measured by the ECD in the coulometry mOde as in 
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TABLE 3. Calibration of ALE Standards 043 and 044 by Exponential Dilution 

CFCIJ • pptv CF2C/2' pptv 
Number 

Standard Standard of 
Mean Deviation· Mean DeviaJio~· Experiments 

Experiment 
March-July 1979 173.8 ±22.S 275.2 ±28.0 21 
July-Sept. 1979 182 ± 5.4 314 ± 4.2 IS 
Nov. 1979 to Feb. 1980 172.2 ± 7.7 294 ±12.3 12 
April-Oct. 1980 179.9 ± 3.6 301.6 ± 7.9 11 

Totalt 177 ± 1S(±2)t 294 ±24(±3)t 59 

Working valuest 
043 178 ±5%§ 302 ±10%§ 
044 179 ±5% lOS ±10% 

·The probable error of a single dilution experiment involving lS-20 ~lyseS is usually 0.5%. The 
standard deviations given JU'C for the quoted number of independent dilution exPeriments carried out 
over the time periods indicat~. .. 

tValues quoted to nearest pptv. . 
tErr9r in the m!=&n (divide standard deviation by .jS9) 
§Absolut~ a~racyor.working values ~timat~ in ~978. 
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the constant current mode. Both modeS provide the very 'accu
rate rati~ measur~ment of CFCl3 /CFi:l2· as long ~ the 
operating conditions of th!l detector are the same. Accord
ingly, CFCl3 is iii effect an internal standard between the tWo 
modes, anq the con~ntratiop of CF 2Cl2 is locked in by its 
ratio to CFCl3• Therefore, the .:stUnate ·of CF 202 by cou]o
metry, al~it indirect, is' a valid indepCndent methOd for calcU
lating the absolutecOQ(;entfllti~n of CF 2a2 in the AL~ stan
dards. As far asCCt. measured W. th!l ALE standards 043 aDd 
044 is concerned, coulometry !las indicated vwues'in', the· range 
of 107-137 pptv with a·m~n value ofl2.f~ 7 pptv in· the l~O 

for a given specieS shouid ~.multiplied, will be based on the 
bestinformatiQn availabl« 'at that ~e on 'ab~o]ut~calibra
tion. At th~ moment our best estimate for this factor for 
CI"Cl3 and CF 2Ch' is .obtain'ed by averaging with Cquai 
weight the results of the· tW9independent calibration studies 
deScri~. TQe factprs (with estimat~ 20" error) are 

CFCl~ 

ALE stan<Jards. . 

~UBRAnON· FAcToR 

~.~ ~77(:j:4) + 166(±2) 
2 x 178.65 

= 0.96 ±0.02 

~ ~ 294(±6) + 2~2(±4) 
.. . ,'2 x 30J.S 

= 0.95 ± 0.02. 

The absoluie calib~ation of the ALE.working data set is 
~ on ~mparisons with the ",LE priJnaiy stand!U'ds whose 
absolute concentration~ we~· 4ete~ned by', sta~c .diMion 
techniques as discussed. For consisien¢y udlleALEprogram, 
the yalues assigned to these workin~ staJl9ar4$' arc ·11~~ ~terCd 
a,s a r~ult of the independent checks or·absolut«~bration 
and calibration ·prQPata~on· )JS~gthe '¢xPon.enti,al. dilution 
and cOulomeiry ~xperiJncnts .. R.ather,·a~ 'hliyPamcUlar :~e 
the appropri~te fac~or ~,by whic~ ail '!l,te(~LE ~g ratio~ 

The a~so]ute calibrati~t:J.·,Jactor ~ for CH3CCl3 is poorly 
known. B.ased on indePehdent exponential dilution and coulom
etryanaly~ we. dedu~~, J ";'1 ± 0.1,5 (I 0). Fqrili~r work is 
Cl~y needed before a more precis~ statement can be made. 

Absolute calibnition for . ca. ~ ·.at present,· rela~ve]y 

,,:,~,,~;: .~, .. ~-.It_~ :" . . . • _ _,,'..', ; 

tABLE';";·" Catibra6oh.of ALE Standards 94~ and Q44 by Co~onietry 
'~. i _:. . ',I .. • ,~. .• _ . - '. • .• '.-

.. 'crCl
J

• ppt~!'·';"'· .. ";" 
.. 

CF 202> PPtv· . . .• >.,," "OO40PPtv . 
N~bcr . 

Standard Standard "standard . of.. 
'~ean: DmIltion ~ean DCvJaOOD· . Mean:·· ! ~~n ~pcrluients .. -,' , 

.. . , 

Experiment . -"".- : !.,; ! J'. . .... : ., -. ~ I .", • I ... :,~.:. . .. ~ .!;-;.': 
, 

Feb. 1979 166.3 ±4.1 282.7 :t;7.0 117.8 H.l 6 
June 1919 i69.0 ±2.3 287.3 ±3.9 6 
Aug. 1979 167.3 ±2.2 284.4 ±3.7 125.4 ±5~ 10 
Oct: J980 164.4 . ±4.9 . 279.5 ±8.3 11 

Totait 166 . ±S(±1)t ~2 ±8(±2)t 122 ±7(~2)~ 33 

Working valuest 
±100A,§ ISO . ±2Q%§ 043 178 ±5%§ ·302 

044 179 ±5% 395 ±10%§ 14? ±20% 

. ·Derived assuming that the ratio of CF 20~ to CFO, is as 4et~mu!lc4 ·by the exponential dilutio~ technique. 
tYlIlues quoted to nearest pptv. . ., 
tError in Jhe mean (divide standard deViation by .jll ~d/or Ji6~ .. 
§Absolute accuracy of working values estimated ip 1978. . . 
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poorly defined. The calibration factor ~ based solely on the 
coulometry studies if ~ = 0.81 ± 0.03 (2u). The absolute 
calibration factor ~ for N20 is still being determined and will be 
reported separately. 

CoNCLUSIONS 

Maintaining high precision in the r~lative calibrations of 
CFCIJ • Cf 2C12' CI:I3CCI3• and CCI" during the source of the 
ALE program h~ been very ~uccessful. Over~lI, the con
centrations of the trace gases in the ALE cal tanks have been 
exceptionally stable. Periodic audits made over 4 years of the 
assigned cOncentrations against primary standards have 
shown no drift for'any of the five species. This is quite remark
able for CCI" since this speciCli has a reputation [or disappear
ing in stainless steel vessels over time. However, an exPeriment 
using similar type samples, containers. and conditions but of 
very different volume to surface ratiO!! demonstrated that even 
the trace levels of OO"at the -140 pptv level did not change 
in 4 y~. The ~xquisite stability of all of the species 'in the 
A~E calibration standards used during the course of the eX
pe$lent is Yen' iniPortan~ [or caiculating their lifetimes. Actu
ally. aseri~of internaJlyoonSistent 'and very accUrately deter
mined ~elative calibratioDS standards waS Ii. higher requisite of 
the study thail absolute accuracY. 

Two studieS, exponenual'.di1utionand ,cOulometry; suc
cessfully d!=termined i~dependent1y the absolute calibration 
values of CFCI~, Cf2C12,and Cc1"llSSi$lled to the ALE pri
mary standards. The results ofthc exponential'dilution experi
Illent gavemeail v~ues for CFql and CF2C12 only l'anq 3% 
lower, respectively, than th~v81uc:s assigned to the' ALE stan
dards. COrrespondingly, the eoUJometric' method suggested 
that CFCl3 villuCli in the ALI~ standards were'6% lower than 
those obtained with the expOnential dilution D,lethod. How
ever, the co~ometric value for co. wis - 20% iower than 
t~at assigried to the ALE tanks., Accord~gly, appropriate' fac
tors, {, by which all of th~ ALE 'niixing ratios fQr a given 

, ,! " ' 

species ~hould ~ multiplied to obtain the best estimate of 
absolute value were detemiined during th~ cO~ of the study. 
These adjustments are sub~tted 9nly fl?r the purpose pf pro
viding a reliable estimate at this timCand should not be con
strued to !>e the p.cmlluient,V8Iq~:~ 'regar~absolute CaJi~ 
6ration, more' \York is' nC:ed¢ before iIi or the'uncertainties in 
the CFCl3• GF 202, CH~CCh/i'lUtd 00" absolute ~n; 
eentratioris are minimiz.CQ. ".:';, r, "", ' 
. -. .'. -' .. ' . ,;. '. '.. '.~ '. 
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The Atmospheric Lifetime Experiment 
3. Lifetime Methodology and Application to Three Years of CFCh Data 

D. M. CUNNOLD!·2 R. G. PRINN,2.3 R. A. RASMUSSEN,4 P. G. SIMMONDS,S F. N. ALYEA,I,2 

C. A. CARDELINO,I,2 A. J. CRAWFORD,4 P. J. FRASER,6 AND R. D. ROSEN 7,8 

Observations of the chlorofluorocarbon CFO, obtained several times daily over the period July 1978 
to June 1981 at Adrigole, Ireland (SrN, 100W); Ragged Point, Barbados (13°N, S9°W); Point Mat~t~la, 
American Samoa (14°5, 171°W); and Cape Grim, Tasmania (41°5, 14S0E) are reported. In addition, 
observations at Cape Meares, Oregon (4S"N, 124°W) are given for the period Januar! 19s,<> to June 1981. 
On January I, 1980, the average mixing ratio of CFCI1 in the lower troposphere IS eS~lmated ~o h~ve 
been 168 pptv, and this is calculated to have been increasing 5.7% annually. An.opt"!lal estimation 
procedure for deriving the atmospheric lifetime of CFCI, by using a nine:box two-dimensIOnal .m.od.el. of 
the atmosphere is described. In this procedure, model parameters are estll?ated based. upon. mlmmlzlDg 
the differences between the temporal trends observed and those calculated ID the two-dImensIonal model. 
Assuming that the only destruction of CFCI, occurs in t~e ~tratos~here, the lifetime, on Jan~ary I, 1980, 
estimated by the trend technique is 83:~~ years; the hreume estimated from the global IDventory of 
CFO l is 70:~; years. The maximum likelihood current lifetime estimate obtained by combining the 
estimates from both analysis techniques is 78 years. 

1. INTRODUCTION 

The compound trichlorofluoromethane (CFCI3) is a re
markably inert atmospheric constituent that appears to have 
an exclusively anthropogenic origin. It is important both as a 
source of chlorine atoms in the stratosphere which can cata
lytically destroy ozone [Molina and Rowland, 1974a, b; Stol
arski and Cicerone, 1974] and as an absorber of infrared radi
ation which contributes to the energy balance of the earth 
[Ramanathan, 1975]. 

The possible impact of CFCl 3 (and other related halocar
bons) on the ozone layer has resulted in an extensive research 
program involving atmospheric and laboratory measurements 
together with a variety of models designed to study the com
plex chemical, dynamical, and radiative interactions which are 
involved in the maintenance of the ozone layer [see NASA, 
1979; World Meteorological Organization. 1981 for extensive 
reviews]. 

Current models predict that if CFCI3 (and CF 2Clz) were to 
continue to be released into the atmosphere at the rates preva
lent in 1977, the steady state reduction of stratospheric ozone 
that will be reached about 200 years in the future would be 
5-9% [National Academy of Sciences, 1982]. These predic
tions assume that the sole important sink for both CFCl 3 and 
CF ZCIl is stratospheric photodissociation and that current 
models are correctly calculating the photodissociation rate. 
Owing to the correlations that exist between ultraviolet fluxes 
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and CFCI3 or CF zCl2 concentrations in the stratosphere a 
two- or three-dimensional model is required to predict accu
rately the global photodissociation rates and thus the atmo
spheric lifetimes of these species. Using a two-dimensional 
model, Ko and Sze [1982] and Owens et al. [1982] predict a 
lifetime for CFCI3 at steady state of 65 years and 60 years, 
respectively, while Golombeck [1982], using a three-di
mensional model, predicts a present-day lifetime for CFCl3 of 
78 years. These lifetimes differ because the present ratio of 
tropospheric to stratospheric CFCl l concentrations is greater 
than that at steady state due to the 3-4 year transport time 
between the surface and the middle stratosphere. Both models 
assume Oz and 0 3 ultraviolet cross sections that are appar
ently too large to explain recent in situ measurements of 
stratospheric ultraviolet fluxes [Frederick and Mentall, 1982]. 
Thus, these predicted lifetimes may be significantly larger than 
the true lifetimes for CFCl 3 photodissociation. 

Measurements of CFCI3 available prior to 1978 were not 
sufficiently accurate to enable an experimental determination 
of the present -day CFCI3 lifetimes other than to rule out 
lifetimes less than -15 years [Sze and Wu, 1976; Jesson et al., 
1977; Cunnold et al., 1978]. The determination of the true 
lifetime of CFCI3 is of paramount importance in assessing the 
potential impact of CFCI3 on the ozone layer. For example. if 
the present lifetime of CFCI3 were 39 years in~tead of 78 years 
as quoted above, the predicted steady state reduction of ozone 
by CFCl3 would be only about 50% of that predicted in 
current models. 

Based on a theoretical study by Cunno/d el al. [1978], the 
Atmospheric Lifetime Experiment (ALE) was initiated in 1978 
and was designed to measure accurately the rates of increase 
of CFCl3, CFzClz, CH 3CCl3 , CCI". and NzO and to use this 
data to estimate lifetimes for the four .halocarbons. An over
view of the experiment is provided in Pri"" er al. [this issue 
(a)]. The ALE utilizes automated dual-column electron
capture gas chromatographs that sample the background air 
about four times daily at the following five globally distrib
uted sites: Adrigole, Ireland (52°N, 10°W); Cape Meares, 
Oregon (45'N, 124°W); Ragged Point, Barbados (13'N, 
59CW); Point Matatula, American Samoa (14°S. 171°W); and 
Cape Grim, Tasmania (41 oS, 145C E). Details of the instrumen
tation are also provided in p,iml et al. [this issue (a)], and the 
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Fig. I. Schematic of the nine-box two-dimensional model of the 
atmosphere. Values of the diffusion coefficients tl) and inverse advec
tion times v.J are given in Table I. Atmospheric release of halocarb
ons is assumed to occur directly into boxes 1. 3. 5. and 7. 

methods for on-site calibration of the data are given in Ras
mussen and Lot'elock [this issue]. 

In this paper we first present the details of an optimal esti
mation technique which is used in this and in subsequent 
papers [Cunnold et al., this issue; Prlnn et al., this issue (b); 
Simmonds et al., this issue; R. A. Rasmussen et al., unpub
lished manuscript, 1983] to analyze the ALE data for the five 
species measured in the program. We then present the global 
data set obtained specifically for CFCIJ during ALE and dis
cuss the estimates of CFCI3 from industrial sources during 
and prior to the ALE measurements. On the basis of these 
measurements and emission estimates we then analyze the 
CFCIJ trends and total atmospheric content to determine its 
atmospheric lifetime. The analysis includes a careful assess
ment of all possible sources of error so that the accuracy of 
our final lifetime estimates can be quantified. 

2. DATA ANALYSIS TECHNIQUE 

The lifetime of each ALE species determined from the ALE 
data is based on the equation [Cunnold et aI., 1978]: 

2- dXG = 1 
XG dt Jo'/(t')el" '>/T dt' f 

(1) 

where XG is the globally averaged mixing ratio of the ALE 
species, I(t) is the historical information on the worldwide 
release of the species (for CFCI] see Chemical Manufacturers 
Association (CMA) [1982] and f is its atmospheric lifetime. 
The lifetime determination is thus based on temporal trends 
observed in the ALE data. This approach minimizes the effects 
of uncertainties in absolute calibration and release [Cunnold et 
al., 1978]. However, the trend for In XG (where In denotes the 
natural log) is not constant in time, and it is thus inappro
priate to determine merely the trend in ALE data by using a 
linear regression analysis. A more sophisticated approach is 
needed to provide the best estimate of atmospheric lifetime 
from the ALE observations. 

The lifetime analysis uses optimal estimation theory [e.g., 
Gelb, 1974]. A simplified picture of how this mathematical 
procedure is applied to the ALE data is obtained by assuming 
that the ALE measures XG (which of course it does not). Equa
tion (1) then represents our numerical model in which the 
unknown parameter f is to be eitimated from the data. By 
using (1) and an a priori estimate of the lifetime (fO)' the trend 
D( = d[ln XG]/dt) is first calculated for each month of the ALE 
observations based upon the global release data for the appro
priate ALE species. By changing the lifetime slightly (i.e., 
I1r/r« I), the derivative llT/I1D is also calculated. Then the 
estimate of the lifetime provided by the ALE data would be 

i"'fO +.!. f (l1f\6_D) 
N i-I I1D! 

(2) 

where 6 is the monthly trend derived from the ALE data and 
N is the number of months of observation. 

The optimal estimation approach possesses several con
venient mathematical features that makes it particularly useful 
for supplying the best estimate of the lifetime. It can be ap
plied recursively so that each month of data can be analyzed 
sequentially as it is received; tIle lifetime estimate at the end of 
any month of data reflects all the data analyzed prior to that 
time. Because the contribution to the estimate from an indi
vidual month of data is weighted by (1. -2, where (1. is tlfe 

TABLE 1. Transport Parameters Used in the Two-Dimensional Model rl~ 

Pressure. Winter. Spring. Summer, Fall. 
mbar latitudes Parameters Dec.-Feb. March-May June-Aug. Sept.-Nov. 

750 lOON t13 (days) 116 116 261 139 
0 t35 495 712 363 712 

3O"S t" 167 167 116 116 
350 lOON t1• 29 35 85 52 

0 t46 124 178 124 178 
300 S t61 52 42 29 42 

SOO aU latitudes t11 = t.3 '" t" - t" 38 38 38 38 
200 all latitudes t. 1440 1440 1440 1440 
750 300 N VI) -I (days) -1506 581 1882 -442 

0 V, -I -69 -376 SO 126 35 
3O"S V, -I 1506 1075 753 1506 

" 350 lOON V. -1 1506 -581 -1882 442 
0 

J4 1 
69 376 -SO -126 V4 , -

3O"S V. -I -1506 -1075 -753 -1506 'I 
500 48.6°N V. -1 -1506 581 1882 -442 JI 

14.seN V. -1 -72 -228 52 98 43 
14SS V. -1 65 279 -54 -137 65 
48.6°S V. -I -1506 -1075 -753 -1506 11 
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TABLE 2. Sensitivity orCFCl l Partial Derivatives, 0 In x."O(I/T) and d/dl [0 In X,/O(I/T)], to Two-Dimensional 
Model Parameter Variations ror January I, 1980 

o In x, 
O(I/T) , years 

T, T .. T" T .. Box Box Box Box 
years years years years F I 3 5 7 

60 8 I~ 3 2 -4.56 -4.70 -5.01 -5.04 

81 12 W 3 1.8 -4.26 -4.44 -4.76 -4.79 

67 8 I~ 4 1.4 -4.04 -4.28 -4.54 -4.58 

61 10 240 4 1.4 -7.26 -7.47 -8.00 -8.06 

standard error of the measurement of the monthly mean, miss
ing data are straighforwardly accounted for. Optimal esti
mation theory also provides an estimate of the uncertainty in 
the lifetime based on the addition of these standard errors. 

The calculation of lifetimes from the ALE data is compli
cated by the fact that the ALE does not measure XG but, 
instead, provides a time series of species measurements at each 
of five surface sites. Equation (1) is therefore replaced by a 
limited resolution two-dimensional model of the atmosphere. 
Optimal estimation theory may then be applied to the time 
series at each site to provide five estimates of the lifetime or 
may be applied to all sites simultaneously to provide a single 
best estimate. It may be noted that using a two-dimensional 
model introduces "unknowns" (e.g., transport rates) in addi
tion to the lifetime into the analysis. Fortunately, not only is 
the lifetime estimate fairly insensitive to uncertainties in trans
port rates but the analysis may be modified to include an 
estimate of these transport rates. However, it is important to 
reduce the resolution of the model as much as possible so that 
the number of unknowns is minimized without compromising 
the ability of the model to provide a good simulation of the 
ALE data. 

2.1 The Two-Dimensional Model 

All the ALE species possess measurable latitudinal gradi
ents. Since the locations of the ALE sites had been chosen to 
be representative of the four equal mass subdivisions in the 
atmosphere [see Prinn et al., this issue (a)), the minimum 
number of latitudinal subdivisions in the two-dimensional 
model is four. To resolve adequately the gross characteristics 
of the zonally averaged circulation in the troposphere (in par
ticular the tropical Hadley cell), we divide the troposphere 
into two layers in the vertical. The stratospheric circulation is 
unimportant relative to the tropospheric circulation in the 
global dispersion of ALE species (and thus for simulating the 
ALE data) since the species all have surface sources. There
fore, the stratosphere (which is important as a known photo
chemical sink for all the ALE species) is represented by a 
single box. The "ad hoc" two-dimensional model thus contains 
eight tropospheric boxes and one stratospheric box. 

Transport in the model is parameterized by using zonally 
averaged velocities and eddy diffusion coefficients. To mini
mize the number of uncertain parameters in this model, pa
rameterized eddy transfer by diffusion coefficients of the K,. 
form (y = latitude, z ... altitude) is neglected in the compu
tations. Such a transfer must be accounted for in this model 

d [0 In x.,] 
dl O(I(T) Parameter 

Varied in Release 
Box Box Box Box Calculating Data 

I 3 5 7 Derivatives Used 

-0.42 -0.40 -0.40 -0.39 f • CMA [1981a) injected 
into box I 

-0.41 -0.41 -0.41 -0.41 T. CMA [1982] injected 
into box 1 

-0.36 -0.41 -0.36 -0.36 f. CMA [1982] latitudi-
nally distributed 

-0.44 -0.46 -0.39 -0.39 f, CMA [1982] latitudi-
nally distributed 

by the K .. and K,y terms; therefore, caution is necessary 
before applying the model to species other than those that are 
injected into the boundary layer at mid-latitudes at a very 
slow rate (i.e., which produce an increase in the global content 
~ 5-10%/year). Using estimates of velocities and diffusion co
efficients derived from Newell et al. [1969], we find that the 
latitudinal gradients observed in the ALE may be approxi
mately simulated merely by scaling each of the horizontal 
diffUSion coefficients by a single factor F of order unity. Thus, 
we assume that F is the only unknown aspect of the transport 
rates that needs to be determined in the optimal estimation 
procedure. 

Model boundaries are chosen specifically at the equator, 30° 
latitude, and the poles, and at the ground, SOO, 200, and at 0 
mbar (for a schematic representation including the numbering 
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Fig. 2. CFCI] daily means (pptv) and standard deviations at 
Adrigole, Ireland (S2'N, 10'W) on the silicone channel ror the period 
July 1978 to June 1981. Changes or the calibration gas tank are noted 
on the upper abscissae. 
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Fig. 3. CFCI] daily means (pptv) and standard deviations at Cape Meares, Oregon (4S0N, 124°W) on the silicone 
channel for the period December 1979 to June 1981. Changes of the calibration gas tank are noted on the upper abscissae. 

system for the boxes, see Figure 1). Mean meridional transport 
between boxes i and j is represented by an inverse time con
stant v.j • while eddy diffusion between these boxes is assumed 
to occur at a rate (tl)-I. Assuming input to box I occurs at a 
rate 11' (kgm/yr), mass continuity in box 1 requires that 

dXl = y: - _ v. - _ (~X)13 + (~xht + .!.J..-
de I3XI3 21X21 t t M 

13 21 1 
(3) 

where XI is the mass mixing ratio of the species in box I, 

_ 1 
Xi) = 2 (XI + Xj) 

(~X)ij = XI - x) 

and M I is the total mass of air in box 1. To this equation we 
may add a destruction process for halocarbons equal to XI/'" 

where 't is the lifetime for the species in the troposphere. For 
box 3, for example. the equation is 

The equations for boxes 2, 4. 6. and 8, which are in the 
upper troposphere, reflect the differing masses of air in upper 
and lower tropospheric and stratospheric boxes. For box 2, we 
have, for example, 

dX2 5 _ 5 _ (~Xh4 
di = 3 V24X14 + 3 V1IXli --;:-

_ ~ (~lhJ _ ! I. - I. _ Il 
(5) 

where x. = (xl + X. + X6 + Xs)/4, I. is the average (strato
spheric) mixing ratio above 200 mbar and t, is the transfer 
time between the troposphere and stratosphere. The equation 
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Fig. 4. CFO, daily means (pplv) and standard deviations at 
Ragged Point, Barbados (I3°N, S9°W) on the silicone channel for the 
period July 1978 to June 1981. Changes of the calibration gas tank 
are noted on the upper abscissae. 
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for X, is 

dX, Xw - X, x, 
dt = --'.- - ;: (6) 

where r. is the stratospheric lifetime of the species (resulting 
Crom photodissociation). We shall define r = x.lx •. 

By using equations (4)-(6), the overall lifetime of the species 
in the atmosphere is 

r,(1 + x,I4i,) 
r = .....:..:.--..:.::..-::.:.:... 

r,lr, + (X,l4i,) (7) 

where i, = the average tropospheric mixing ratio 

5 3 
= 3i (XI + X3 + X5 + X,) + 32 (Xl + X. + X6 + X8) 

Note that the lifetime r of the species is dependent on x.li, 
and is thus time dependent. In particular, for the ALE species 
x.li. is increasing with time so that r decreases with time if 
f. < f,. 

To prescribe the tij values Cor horizontal ditI"usion we utilize 
the results of Newell et al. [1969]. The horizontal ditI"usion 
rates are then multiplied by the factor F (which is determined 
from the optimal estimation analysis as providing the best fit 
to the species gradients observed in ALE). 

To provide a smooth temporal variation of horizontal ditI"u
sion throughout the year, we represent tlj by a four-term series 

ao (27tt) . (27tt) . (47tt) 
ti} = '2 + a l cos T + bl sm T + bl sm T (8) 

where T = 360 days and I = 0 corresponds to January 1. The 
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Fig. S. CFCI) daily means (pptv) and standard deviations at 
Point Matatula, American Samoa (l4°S, 171°W) on the silicone 
channel for the period July 1978 to June 1981. Changes of the calibra
tion gas tank are noted on the upper abscissae. 
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Fig. 6. CFC)) daily means (pptv) and standard deviations at 
Cape Grim, Tasmania (41°S, 14S'E) on the silicone channel for the 
period July 1978 to June 198 I. Changes or the calibration gas tank 
are noted on the upper abscissae. 

constants, Go, ai' b" and b2 are chosen so that II} averaged 
over a season equals the ti} determined by using the seasonal
average data from Newell et al. [1969]. 

The tropospheric vertical ditI"usion times tl} are assumed to 
be latitudinally and seasonally invariant and correspond to a 
vertical diffusion coefficient of 0.375 x 105 cml/s at 500 mbar. 
The exchange time I. between troposphere and stratosphere is 
taken as 4 years. The time constants y,} - I due to horizontal 
and vertical zonally averaged motion are determined from the 
stream functions given by Newell el al. [1969]. In a manner 
similar to that for horizontal ditI"usion, we represent the sea
sonally averaged horizontal velocities by a four-term Fourier 
series in time. In this model, vertical transfer is dominated by 
vertical ditI"usion and therefore we have not found it necessary 
to represent the seasonal variation of vertical velocity by a 
time series. A summary of the box model parameters is given 
in Table 1. 

For each ALE species, integration of the box model pro
ceeds from 1970, using the current best estimates for annual 
releases in boxes I, 3, S, and 7 for the species (see section 4 for 
CFCI 3 releases). The release prior to 1970 has been included 
assuming an exponential release prior to that time (which 
sums to the tabulated total release). This assumption results in 
an analytic integration of equation (1) so that the destruction 
prior to 1970 can be estimated. The etI"ect of this assumption 
has been tested by repeating a few calculations starting from 
1960. DitI"erences are insignificant after approximately 1974 
(since for any compound with lifetime f» 4 years the 1970 
release would have become uniformly distributed in the 
atmosphere by 1974). The integration uses a four-cycle time
stepping scheme [Lorenz. 1971] with six hour cycles. 
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Fig. 7. CFCI J daily means (pptv) and standard deviations al 
Adrigole, Ireland (S2"N, IOCW) on the Porasil channel for the period 
July 1978 to June 1981. Changes of the calibration gas tank are noted 
on the upper abscissae. 

2.2 The Optimal Estimation Procedure 

This procedure is used to provide estimates of the atmo
spheric lifetimes of the four ALE halocarbons and of the rate 
of horizontal mixing in the atmosphere. Since CFCIJ , CF 2Cl2' 

and CHJCClJ possess sufficiently accurately known release 
distributions, ALE measurements of these species all contrib
ute to providing an estimate of the rate of horizontal mixing. 
Therefore, the procedure is set up so as to provide simulta
neous estimates of the lifetimes of CFCIJ, CF 2C12' CHlCClJ , 

and the horizontal diffusion factor (F). Measurements of 
CFCIJ on the silicone and Po rasH columns are treated inde
pendently, separate lifetimes being estimated from each data 
set. For mathematical convenience, we work with the loga
rithm of measured and calculated mixing ratios rather than 
instanteous mixing ratio trends. Then, to ensure that the life
time estimate will be based on trend information, we multiply 
the absolute concentrations measured at each ALE site by an 
unknown factor A of order unity to be estimated from the 
measurements. This allows any disagreement between the 
time-averaged atmospheric inventory estimated from the ALE 
data and that derived from the two-dimensional model to 
appear in A. Adrigole, Ireland, and Cape Meares, Oregon, 
measurements both provide information on tbe concentrations 
of ALE species at mid-latitudes of the northern hemisphere. 
To avoid overweighting this atmospheric region in the esti
mate of lifetime, Adrigole and Cape Meares data have there
fore been optimally combined into a single time series with a 
weight factor inversely proportional to the variance of each 
individual month's estimate of the mixing ratio. 

The state vector, which describes the unknown parameters, 
would thus take the form 

However, in order that the system possess maximum linearity 
during the optimal estimation procedure, we replace A by In 
A, F by In F, and t by lit. The state vector thus becomes: 

y = (In A, tl -I, In A2, t2 -I, In A J , t;l, In A., t. -I, In F) 

(9) 

The update equation for the state according to optimal esti-
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Fig. 8. CFCIJ daily means (pptv) and standard deviations al Cape Meares, Oregon (4S0N, 124°W) on the Porasil 
channel for the period [)e(:ember 1979 to June 1981. Changes of the calibration gas tank are noted on the upper abscissae. 
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mati on theory is 

Y = Yo + G (x - x) (10) 

where Yo is the a priori estimate of the state vector; x is a 16 
component vector consisting of the natural logarithms of the 
measured monthly mean mixing ratios, XIII' of CFCIJ(S), 
CFCI)(P), CF lCI 1, and CH 3CCIJ at Adrigole, Cape Meares, 
Ragged Point, Point Matatula, and Cape Grim (monthly 
mean rather than instantaneous values were used to reduce 
computation time and because the time scales relevent to de
termining the lifetime were seasonal or longer); i is a similar 
vector of the species mixing ratios, Xc' calculated by the two
dimensional model; and G is a 9 x 16 matrix usually referred 
to as the gain matrix. Equation (10) provides a prescription for 
updating the state vector after each month of ALE observa
tions (using y from the previous month as the current a priori 
estimate). Smaller updates will automatically be performed on 
those state vector elements for which the a priori knowledge is 
greater. 

The gain matrix is given by 

(11) 

where Co is the (a priori) covariance matrix whose diagonal 
elements are the variances of the elements of the state vector 
and whose off-diagonal elements represent covariation be
tween those elements. The matrix P (with transpose P') is a 
matrix of the partial derivatives of the elements of x with 
respect to the elements of y (for example, O(ln Xc)fil(I/r»; these 
derivatives are computed by using the two-dimensional model. 
The matrix N is the noise matrix of the measurements which is 
a diagonal matrix whose nonzero elements are the variances 
associated with the standard errors (0') of the estimates of the 
monthly mean measured values at each site. It may be noted 
that if P is a square matrix and the measurements are non
noisy (N --+ 0), the gain matrix is equal to P - I. Noisy 
measurements, on the other hand (N » PCoP'), would provide 
a gain much less than P - I. 

The covariance matrix is also updated based on the 
measurements by using the equation 

C = Co-GPCo (12) 

On the basis of the preceding paragraph, we see that noisy 
measurements will leave C virtually unaltered while for almost 
noiseless measurements C tends to zero. The diagonal ele
ments of C are interpreted as the variance (i.e., uncertainty) of 
the elements of the state vector based on a combination of the 
a priori uncertainties and the uncertainties in the measure
ments. The off-diagonal elements of C are the covariances 
between the elements of the state vector based on the a priori 
and measurement information and reflect the degree of inter
dependence of the element estimates. 

Each additional period (e.g. 1 month) of ALE data is used 
to update the previous estimate of the state vector. The two
dimensional model results indicate that the response of the 
calculated concentrations to small variations of the state 
vector elements is approximately linear. This permits us to 
avoid substantial computation by performing a linear adjust
ment as an approximation for the model's two-dimensional 
prediction at time-step m + 1 

i",+1 =i.+1o+P.+I(y.-yo) (13) 

where x"'+ 1 0 is calculated with the two-dimensional model by 
using the estimated state vector at time-step zero. Calculations 
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Fig, 9, CFCI3 daily' means (pptv) and standard deviations at 
Ragged Point, Barbados (I3°N, 59'W) on the Porasil channel for the 
period July 1978 to June 1981. Changes of the calibration gas tank 
are noted on the upper abscissae. 

with the two-dimensional model, moreover, indicate that the 
partial-derivative matrix P is relatively insensitive to changes 
in the state vector elements; a constant "average" value of P is 
therefore utilized throughout. It should be noted, however, 
tbat a/or (P) is not assumed to be zero but must be precisely 
specified because this will control the lifetime estimate. This 
may be seen by noting that one element of a/or (P) is 

a {a In Xc} a (0 In Xc) 
or O(I/t) = O(I/r) -at (14) 

which expresses the sensitivity of the trend to the inverse life
time. In practice, a constant "average" value is assumed for 
%t (P). 

Equations (10)-(13) constitute the optimal estimation pro
cedure. During its application to the 36 month data set, 
month by month, no additional two-dimensional model calcu
lations are made. The' assumptions of constancy in O(ln 
k)/O(I/r) and its time derivative for CFCl3 are justified in 
Table 2 where it is shown, in particular, that these two deriva
tives are relatively insensitive to changes of t (as well as to 
several other parameters). It may be noted, however, that the 
derivative iJ(1n k)iO(l/r) is sensitive to whether the CFCl3 sink 
is in the stratosphere or the troposphere. We shan return to 
this point when the results are discussed. Since the assumption 
of constant partial derivatives is an approximation, after the 
lifetime has been estimated from the 3 year data set, the two
dimensional model is rerun by using this lifetime and the 
entire 3 year data set is reprocessed. As expected, the conver
gence of this 'procedure to produce a final estimate of the 
lifetime is rapid. The principal sensitivity of the results to the 
partial derivatives is therefore in estimating uncertainty limits. 
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Fig. 10. CFCI J daily means (pptv) and standard deviations at 
Point Matatula, American Samoa (l4'S, 171 'W) on the Porasil 
channel for the period July 1978 to June 1981. Changes of the calibra
tion gas tank are noted on the upper abscissae. 

Additional information about the optimal estimation ap
proach is provided in the appendix, in which some useful 
limiting cases are discussed. In particular, the second limiting 
case in the appendix (results (A5) and (A6» provides important 
insight into what happens when optimal estimation is used to 
analyze the four stations' time series to estimate a state vector 
consisting of a calibration error, a lifetime, and a horizontal 
transport factor. The lifetime estimate would be determined by 
a combination of the temporal trend and of the site to site 
differences (since O(ln Xc)/O(I/r) is not the same at all sites). If 
the horizontal transport factor is unconstrained, then most of 
the latitudinal gradient information would be used to update 
the transport factor and the lifetime would be primarily based 
on trend information. If, on the otherhand,three species were 
to be used simultaneously to deduce a "best" estimate of the 
transport factor, an anomalous latitudinal gradient of one 
species could make a significant contribution to the estimated 
lifetime of that species (because the transport factor. would be 
constrained by the other two species). For this reason, in the 
analysis that follows. lifetime estimates will be presented for 
each station's time series analyzed separately by using the 
two-dimensional model results that provide the best fit to all 
the ALE data. The individual station lifetime estimates thus 
obtained will be basedupori-the prescribed partial derivatives 
and the two-dimensional mod,c1 calculation that provides the 
best fit to the optimal combination of the data from all the 
sites. In addition, the optimal lifetime estimates based upon 
combining the data at all the sites are artificially forced to be 
based purely on the trend~ at each site by setting the partial 
derivatives, O(ln X,)/O(I/r), equal to the four box mean values. 
In effect, we are saying that small differences between the 

mean observed concentrations at each site and the two
dimensional model results are most likely due to uncertainties 
in the latitudinal distributions of releases as well as to minor 
inadequacies in the model's ability to simulate global trans
port. We assume, however. that these minor limitations of the 
model simulation have negligible impact on the trends at each 
site and reason that adjusting the transport factor to provide 
the best fit to the mean latitudinal gradient for the species 
should provide the best prediction of the temporal trends at 
each site. (Dr. Oehlert of the Department of Statistics, Prince
ton University, has pointed out that with these approxi
mations our procedure for estimating the CFCI) trend lifetime 
is equivalent to generalized least squares estimation of the 
parameters yl and ylin the equation 

x'(r) - i'(r) = (yl - Yo I) + (y2 - Yo 2)[ -4.40 - 0.031(r - 18)] 

where the superscripts denote elements of. the state vector, Y. 
and the In (chlorofluorocarbon mixing ratio) vector, x, and r is 
expressed in months with month 1 being J.~.ly 1978.) 

3. GLOBAL TRICHLOROFLUOROME11{ANE DATA 

Figures 2-11 show the daily eFCI) data for the period July 
1978 to June 1981 at the five ALE sites on the silicone (denot
ed CFCI 3 (S» and Porasil (denoted CFCI) (P») columns of the 
gas chromatograph. These data have all been adjusted by the 
ALE absolute calibration factor, ,= 0.96, for CFCI) deter
mined by Rasmussen and Lovelock [this issue]. The ALE in
strument at Cape Meares, Oregon, has only operated since 
December 1979. At each site the ambient air is usually sam
pled four times daily, and the calibration tank is sampled 
between each ambient air me~urement. The error bars at-
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Fig. II. CFCIJ daily means (pptv) and standard deviations at 
Cape Grim, Tasmania (41 'S, 145°E) on the Porasil channel for the 
period July 1978 to June 1981. Changes of the calibration gas tank 
are noted on the upper abscissae. 
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tached to each daily mean value reflect ± 1 standard deviation 
derived from the four calibrated air measurements. 

The ALE calibration tanks have been measured against a 
standard tank, as described in Rasmussen and Lovelock [this 
issue], to a precision better than 0.5% for CFCI 3 prior to 
shipment to the ALE sites and again following the return of 
the tanks to Oregon. Additional measurements have been 
made on some of the tanks from time to time over the 3-year 
period; for this 3-year period, the standard deviation of the 
mean CFCl3 values is typically 0.5%. Based on these results, 
discontinuities in the ALE data record for CFCI3 resulting 
from calibration tank changes (the calibration cylinders used 
and the changing dates are indicated on the upper abscissae of 
Figures 2-11) should generally not exceed 1 %. 

Considering the data records in order from the northern to 
the southern hemisphere, the Adrigole, Ireland, record con
tains the most data gaps. This is primarily related to elevated 
values of CFCI 3 that occur there simultaneously with in
creased concentrations of CF lCI1, CH3CCI 3 , and per
chloroethylene. These events, which generally last a few days, 
are attributed to regional polution and have been removed 
from the data set. Additional gaps in the data record occur 
because of problems with the electrical supply in the spring 
and summer of 1981 and because of a deteriorating detector 
on the silicone column in December 1978 and January 1979 
which was finally replaced on February 20, 1979. The CFCI3 

(P) data has also been removed from the first month because 
of inadequate Porasil channel operation during this initial 
time period. 

At Cape Meares, Oregon, pollution occurs only rarely, and 
the F-IlS and F-llP records are relatively continuous (rom 
December 1979 onward. Moving farther south to Ragged 
Point, Barbados, it is clear that the first 6 months of measure
ments of CFCI3 on the silicone column were less precise than 
those after May 1979. During April 1979, the Ragged Point, 
Barbados, instrument was out of operation, and, prior to its 
return to operation on May I, 1979, a new detector was in
stalled on the silicone column and the electronics was im
proved. There appears to be an increase in CFCI3 variability 
during every September and October. This is believed to result 
from the combined effects of intense storms, including hurri
canes, on the island's power supply resulting in disequilibra
tion of the instrument and ()f real decreases in CFCl3 pro
duced by the occurrence of air over Ragged Point, Barbados, 
with a southern hemisphere origin. 

At Point Matatula, American Samoa, power supply prob
lems have been even more severe than elsewhere and have 
resulted in the instrument being burned out in October 1980 
and again in January 1981. Following this, the instrument did 
not return to full operation until May 1981. On November 10, 
1978, the sample loop was changed on the Porasil column 
from 3 to 2 ml and from 5 to 7 ml on the silicone column. 
Prior to that time, the accuracy and precision of the Porasil 
column measurements are questionable because the three Po
rasil channel species CFCl3, CF lCll, and NlO all exhibit an 
upward drift and CFlCll and NlO show a disContinuity cO
inciding with the change in the sample loop size (and the 
calibration tank change from 004 to 019). 

The variability of CFCI3 at Cape Grim, Tasmania, is least. 
Here, also, the sample loop was changed in November 1978 
from 4 ml to 3 ml on the Porasil channel and from 5 ml to 7 
ml on the silicone channel. Pollution, identified by substantial 
simultaneous increases of CFCI3 and CF 2CI1' occasionally 

occur associated with a northwesterly wind; these events have 
been removed from the data set. In December 1978, the air 
intake valve became contaminated; it was replaced in January 
1979. 

The data shown in Figures 2-11 have been processed to 
yield monthly means and standard deviations. The results are 
given in Table 3. All the analysis of ALE CFCI3 data to yield 
lifetimes is based upon the data given in Table 3. 

The optimal estimation code described in the previous sec
tion has first been used to fit an empirical model to these 
monthly mean values. The form of the empirical model as
sumed is 

(
t - 18) (t - 18)2 

In Xi = ai + bl ---u- + d\ --u-

(
27[1) . (27[/) + CI cos 12 + Si sm 12 (15) 

where X, is expressed in pptv and t is given in months with 
month I being July 1978. The data is thus being fitted with a 
linear trend, a curvature term and an annual cycle. For the 
Cape Meares, Oregon, data, the curvature term has been 
omitted (d, = 0) since the data extends over only approxi
mately 18 months. The optimal estimation code provides max
imum likelihood estimates of the parameters ai' b

" 
di, C

" 

and Sj 

with each month's observations being weighted by 

(16) 

where (1". is the standard deviation of the measurements 
during month m, nlll is the number of measurements made in 
month m divided by 12 (to allow for the typical observed 
correlation between individual measurements over periods - 3 
days), and (10

2 is the variance of the residuals of the monthly 
mean observations relative to the fitted empirical model (cal
culated a posteriori). It may be noted that if (10

2 dominates 
this expression, each month's data receives equal weight in 
estimating the trend. For CFCI 3, (10

2 is typically roughly twice 
(1",2In".; moreover, the short term precision of the instrument 
(-(1 .. ) has tended to improve slightly with time at some sites 
so that more recent data will receive a little more weight than 
the 1978-1979 data. 

After the optimal fit has been obtained, the autocovariance 
of the monthly residuals (and its Fourier transform) are calcu
lated. Because the monthly residuals are found to be corre
lated, (10 1 underestimates the uncertainty. In calculating the 
variance of the estimate of ai' for example, (10 1 should be 
replaced by 

where y(m) is the expected value of the autocorrelation of the 
residuals at lag m months. To estimate this multiplicative 
factor from a time series of limited duration, it is customary to 
give less weight to the sample autocovariances at the longer 
lags. For example, in determining the Fourier transform of the 
autocovariancc series a Parzen window [Parzen, 1964] is often 
used as a weighting function. We have used a Parzen window 
with 8 degrees of freedom (M = 8) to obtain the power spec
trum of the residuals and to supply weighting factors on the 
sample autocorrelations used in estimating the multiplicative 
factors for the uncertainties in the coefficients in (15). The 
multiplicative factor to be estimated for b, for 36 months of 
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TABLE 3a. Monthly-Averaged CFCI J (Silicone Column) Mixing Ratios X (pptv). Their Standard Deviations ". (pptv), and the Number of 
Measurements During Each Month (N) Determined From Measurements at the Five ALE Sites Over the Period July 1978 through June 1981 

Honth 

7-78 

8-78 

9-78 

10-78 

11-78 

12-78 

1-79 

2-79 

3-79 

4-79 

5-79 

6-79 

7-79 

8-79 

9-79 

10-79 

11-79 

12-79 

1-80 

2-80 

3-80 

4-80 

5-80 

6-S0 

7-S0 

8-S0 

9-80 

10-80 

11-80 

12-S0 

1-S1 

2-S1 

3-81 

4-81 

5-S1 

6-81 

Adrigo1e, 
Ireland 

x 

166.9 

167.7 

167.4 

168.3 

168.7 

169.4 

169.4 

169.0 

171.1 

172.0 

174.0 

174.7 

175.1 

176.4 

178.3 

178.5 

179.7 

179.8 

lS0.3 

lS0.7 

182.0 

184.5 

lS3.4 

183.9 

184.0 

lS4.1 

lS5.2 

185.5 

lS6.6 

lS7.3 

lS7.3 

188.7 

190.1 

190.8 

192.0 

3.3 

2.6 

1.2 

1.7 

2.6 

3.8 

2.3 

1.6 

2.0 

2.2 

1.6 

2.0 

1.6 

1.9 

1.4 

2.3 

1.7 

1.9 

1.2 

1.8 

1.6 

1.6 

2.2 

1.5 

2.1 

1.2 

2.0 

1.9 

1.9 

2.2 

2.0 

2.2 

1.5 

1.6 

1.5 

223 

188 

233 

151 

92 

SO 

25 

68 

63 

83 

71 

137 

106 

96 

53 
76 

69 

SS 
108 

90 

103 

61 

114 

111 

110 

105 

83 

76 

66 

118 

66 

98 

SO 
62 

77 

Cape Hearel 
Oregon 

x 

178.7 

179.2 

176.2 

lS0.S 

lS2.6 

183.4 

182.7 

lS2.6 

lS4.2 

186.4 

188.1 

188.2 

187.0 

186.1 

187.4 

187.2 

188.5 

188.9 

190.1 

2.2 

1.3 

2.7 

1.8 

1.2 

1.3 

1.2 

1.4 

1.3 

1.9 

2.1 

1.9 

2.5 

1.7 

1.3 

1.2 
1.3 

1.2 

1.1 

59 
70 

25 

24 

84 

97 

114 

91 

82 

110 

111 

122 

107 

127 

106 

126 

113 

104 

112 

lagged Point 
Barbadol 

x 

158.9 2.3 144 

159.3 3.0 202 

158.2 3.6 169 

158.3 3.4 110 

158.3 3.1 125 

161.2 2.6 129 

163.5 

161.5 

162.9 

166.7 

165.9 

167.7 

170.0 

168.6 

168.6 

169.6 

171.5 
171.8 

172.7 

175.5 

175.0 

175.7 

176.6 

178.1 

179.4 

178.8 

178.2 

180.8 

181.8 

182.6 

182.8 

181.6 

183.7 

184.5 

184.1 

2.3 

2.1 

2.0 

1.4 

1.3 

2.4 

2.4 

3.2 

2.4 

2.3 

1.3 
1.5 

1.7 

2.0 

1.5 

1.3 

1.1 

1.6 

1.6 

2.5 

2.6 

1.5 

2.0 

1.2 

1.2 

1.2 

1.7 

1.6 

1.2 

114 

113 

96 

67 

40 

88 

113 

130 

126 

90 

128 

108 

92 

99 

77 

136 

129 

129 

56 

124 

122 

118 

125 

138 

115 

100 

97 

123 

109 

Pt. Katatu1a, 
Amer. SUIOa 

x 

148.1 

151.7 

151.2 

152.3 

153.0 

154.8 

157.1 

156.4 

154.6 

155.5 

154.4 

154.3 
154.8 

155.9 

155.4 

155.7 

158.5 

158.6 
162.4 

163.1 

164.4 

165.3 

165.4 

165.8 

167.1 

167.7 

168.9 

168.2 

171.4 

172.6 

173.9 

176.5 

175.2 

174.1 

175.5 

a • 
1.6 

1.5 

1.5 

1.5 

2.2 

2.2 

1.9 

2.1 

2.2 

1.8 

1.2 

.9 

1.2 

1.3 

1.2 
1.8 

1.4 

2.2 
1.2 

1.5 

1.3 

2.1 

1.2 

1.2 

1.1 

1.2 

1.6 

1.2 

1.2 

2.0 

2.1 

1.7 

1.5 

2.0 

1.2 

61 

124 

121 

98 

95 

59 

18 

93 

114 

119 

122 

116 

116 

112 

100 

115 

112 

102 
99 

124 

107 

112 

III 

94 

116 

113 

94 

15 

64 

97 

42 

27 

122 

119 

113 

Cape Crill, 
Tasmania 

x 

142.6 

143.7 

146.0 

146.0 

148.4 

14S.5 

a 
II 

1.5 

1.4 

1.8 

1.2 

1.1 

.6 

150.9 1.1 

151.1 1.3 

151.2 1.4 

151.S 1.2 

153.0 1.4 

154.4 1.3 

154.9 1.2 

155.4 1.0 

156.6 1.3 
15S.4 .8 

159.2 .7 

159.5 .8 
160.4 .6 

160.7 1.2 

161.6 .7 

162.0 1.2 

164.4 1.2 

165.3 1.4 

165.4 1.0 

166.1 1.0 

167.S 1.3 

168.1 .7 

169.0 .6 

169.4 .6 

170.2 .8 

168.S 1.0 

169.9 .8 

170.9 .7 

172.4 1.2 

173.9 1.0 

62 

128 

74 

42 

54 

40 

52 

91 
107 

104 

107 

104 

89 

112 

101 
94 

102 

79 
96 

70 

109 

60 

76 

S4 

92 

91 

7S 

79 

93 

83 

54 

44 

S2 

75 

83 

61 

The ALE measured values have all been converted to mixing ratios by multiplication by the absolute calibration factor ~ = 0.96. 

observation may be shown to be 

M = (1 + 1.7r(1) + l.4y(2) + 1.3r(3) + ... ) 
Having estimated this mUltiplicative factor, the empirical 
model calculation is repeated with 0'0 1 in the noise matrix 
replaced by 0"0 2 = MO'02 where M is not permitted to ~ less 
than unity. This step produced increases in the error bars 
ranging from zero at Barbados to approximately 50% at 
American Samoa. The multiplicative factors for ai' di• C/. and 5/ 

were also estimated from the power in the smoothed spectrum 
at zero frequency (a/), at a frequency of 1/6 years- 1 (d,), and 1 
year- 1 (cj and 5J. These fact9rs were not markedly different 
from M, and because the uncertainty in the estimates of these 
multiplicative factors is substantial (perhaps a factor of 2), no 
further adjustments of the error bars for a j , d" c" and 5 j were 
made. 

The resulting estimates of the coefficients in equation (15), 
together with the 10' uncertainty limits for the CFCI3 data, are 
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TABLE 3b. Monthly-Averaged CFQ) (porasil Column) Mixing Ratios X (pptv), Their Standard Deviations (f,. (pptv), and the Number of 
Measurements During Each Month (N) Determined From Measurements at the Five ALE Sites Over the Period July 1978 through June 1981 

Honth 
Adrigole, 

Ireland 

x 

7-78 

8-78 167.8 

9-78 168.0 

10-78 168.3 

11-78 170.4 

12-78 171.0 

1-79 169.0 

2-79 170.2 

3-79 169.2 

4-79 170.3 

5-79 - 173.1 

6-79 174.2 

7-79 174.8 

8-79 175.7 

9-79 177.3 

10-79 178.5 

11-79 176.8 

12-79 181.1 

1-80 180.8 

2-80 180.7 

3-80 180.7 

4-80 181.9 

5-80 184.6 

6-80 183.4 

7-80 183.8 

8-80 184.0 

9-80 184.3 

10-80 185.7 

11-80 

12-80 

1-81 

2-81 

3-81 

4-B1 

5-Bl 

6-81 

186.5 

IB7.2 

188.4 

189.3 

189.7 

192.2 

193.3 

192.1 

2.9 200 

2.3 213 

2.7 159 

2.7 107 

2.0 40 

2.7 76 

2.2 32 

2.4 69 

2.7 58 

2.7 86 

1.B 65 

2.7 108 

2.3 82 

2.2 65 

2.0 55 

3.2 68 

2.3 73 

2.2 46 

2.8 67 

3.3 75 

3.7 81 

3.1 46 

3.4 8B 

3.1 91 

3.8 87 

3.5 83 

1.9 85 

1.7 

2.0 

2.8 

2.8 

2.3 

2.9 

2.2 

2.1 

61 

54 

95 

50 

81 

45 

74 

61 

Cape Hearel, 
Oregon 

x 

178.8 

178.4 

177.4 

178.7 

179.9 

180.6 

181.2 

180.6 

182.3 

IB5.6 

IB6.8 

1B7.0 

IB5.8 

185.9 

186.6 

187.0 

1BB.1 

1BB.5 

188.6 

2.9 

2.6 

3.6 

2.8 

3.4 

1.9 

2.6 

2.5 

2.6 

2.9 

2.5 

2.2 

2.9 

2.2 

2.3 

2.4 

2.9 

3.4 

2.9 

Ragged Point, 
Barbadol 

Pt. Hatatula, 
Amer. Samoa 

Cape Crim. 
Tasmania 

159.8 2.6 

159.9 2.1 

159.4 3.1 

159.9 2.8 

159.1 2.7 

162.2 1.7 

164.6 2.0 

162.2 1.9 

163.2 2.0 

163.2 1.2 

166.8 1.0 

166.4 1.5 

168.6 3.2 

169.5 2.6 

168.3 3.4 

167.6 2.6 

169.4 2.9 

59 171.1 1. 7 

75 171.7 2.0 

57 172.4 2.1 

81 176.4 3.0 

81 175.1 1.9 

96 175.4 2.8 

114 176.3 1.5 

89 177.6 2.1 

84 178.1 1.5 

100 179.4 3.4 

95 177.5 3.5 

109 

98 

130 

96 

117 

107 

104 

111 

180.7 

181.4 

181.8 

182.0 

180.7 

182.5 

183.1 

182.9 

2.4 

2.3 

1.6 

1.4 

1.3 

2.3 

1.8 

1.8 

II X 

123 145.0 

102 147.1 

136 148.4 

85 151.6 

79 152.1 

104 153.6 

88 154.8 

86 154.8 

73 154.3 

4 155.6 

76 156.1 

42 156.1 

77 156.3 

91 157.7 

101 157.4 

81 159.0 

68 159.2 

101 159.6 

88 162.5 

74 163.7 

87 164.4 

80 165.3 

105 166.3 

96 165.9 

97 167.4 

54 167.8 

90 168.8 

52 169.0 

84 

BO 
92 

79 

76 

73 

71 

86 

172.3 

172.8 

174.0 

175.8 

176.4 

1.7 

2.0 

2.4 

2.9 

2.7 

2.1 

1.6 

2.0 

1.5 

1.4 

2.0 

2.2 

2.1 

2.2 

1.B 

2.2 

2.1 

2.9 

2.1 

2.3 

1.8 

1.8 

3.6 

3.3 

2.1 

1.B 

1.6 

.8 

1.5 

1.9 

1.7 

2.7 

2.6 

II X 

52 142.1 

B6 145.0 

102 145.9 

58 145.5 

87 147.8 

40 148.4 

23 151.1 

95 151. 3 

119 151.7 

114 152.6 

116 153.2 

113 154.5 

113 155.0 

109 156.4 

113 157.3 

115 157.B 

123 158.8 

102 158.9 

90 159.5 

111 161.6 

111 162.8 

90 163.8 

102 165.5 

84 166.3 

111 166.5 

99 167.3 

85 169.1 

14 167.6 

54 

94 

34 

84 

109 

169.3 

171.2 

171.5 

169.9 

171.3 

171.5 

173.2 

174.8 

1.7 

3.2 

3.1 

3.2 

3.0 

2.9 

1.7 

1.4 

2.0 

2.9 

2.5 

2.0 

1.4 

1.2 

1.2 

1.:1 

.9 

1.2 

.9 

1.2 

1.3 

1.1 

1.4 

1.4 

1.4 
1.2 

2.2 

1.2 

1.9 

1.2 

1.2 

1.3 

1.5 

1.2 

1.8 

1.6 

The ALE measured values have all been converted to mixing ratios by multiplication by the absolute calibration ractor ~ '"' 0.96 .. 

II 

56 

70 

66 

47 

59 

39 

52 

96 

106 

102 

102 

93 

90 

108 

91 

93 

103 

81 

94 

72 

116 

63 

70 

80 

94 

93 

75 

51 

106 

80 

52 

44 

92 

62 

86 

65 

given in Table 4. It should be noted that the mean con
centration of CFCI 3 (and. hence, its latitudinal gradient) and 
its temporal trend are extremely well defined while the curva
ture and the seasonal variation are relatively poorly defined. 
In particular, the annual cycle is fairly weak at all sites except 
Point Matatula, American Samoa. The consistency between 
the silicone and Porasil channels is generally good (i.e., the 
agreement between the data obtained from the two channels is 
consistent within the cited uncertainty limits). Exceptions to 
this statement occur at Point Matatula, American Samoa and 

. at Cape Meares, Oregon. At Point Matatula, the difference 
primarily results from the first 9 months of operation. As 
noted earlier, the sample loop sizes were changed at this site 
after approximately 4 months of operation and an anomalous 
increase of CFCI3 , N 10' and CF 1CI1 occurred on the Porasil 
column during these first 4 months. Also, a constant frequency 
detector was temporarily used on the silicone column for 6 
months after the changes of the sample loop sizes. The Point 
Matatula, American Samoa, CFCI3 data will, therefore, re
ceive a lower weight in the estimation of lifetime because of 
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TABLE 4. Empircal Model Fit (Equation (IS» to the 3 Years of CFa) Data Given in Tables 3D and 3b 

Site 

Variance of 
Residuals, 
O"Ol x 106 

CFCI) (5) 
Adrigole, Ireland 5.184 ± 0.002 0.050 ± 0.002 
Cape Meares. Oregon 5.190 ± 0.002 0.040 ± 0.004-
Ragged Point. Barbados 5.145 ± 0.002 0.057 ± 0.002 
Point Matatula. American Samoa 5.077 ± 0.004 0.056 ± 0.003 
Cape Grim, Tasmania 5.073 ± 0.001 0.065 ± 0.001 

- 0.002 ± 0.002 0.001 ± 0.002 
-0.001 ± 0.002 

- 0.005 ± 0.002 0.002 ± 0.002 
0.009 ± 0.004 -0.006 ± 0.003 

-0.008 ± 0.001 -0.001 ± 0.001 

0.002 ± 0.002 
0.005 ± 0.002 
0.001 ± 0.002 

-0.007 ± 0.003 
0.002 ± 0.001 

27 
30 
36 
73 
14 

CFCl l (P) 
Adrigole. Ireland 5.186 ± 0.003 0.051 ± 0.002 
Cape Meares. Oregon 5.179 ± 0.002 0.045 ± 0.004-
Ragged Point, Barbados 5.145 ± 0.002 0.053 ± 0.002 
Point Matatula, American Samoa 5.084 ± 0.003 0.062 ± 0.002 
Cape Grim, Tasmania 5.075 ± 0.002 0.067 ± 0.002 

-0.001 ± 0.003 0.001 ± 0.003 
-0.004 ± 0.002 

-0.004 ± 0.002 0.001 ± 0.002 
0.000 ± 0.003 -0.004 ± 0.003 

-0.008 ± 0.002 -0.001 ± 0.002 

0.002 ± 0.003 
0.005 ± 0.002 
0.001 ± 0.003 

-0.005 ± 0.003 
0.001 ± 0.002 

38 
18 
48 
35 
21 

-Calculated from 18-month data set (this implies the trend is characteristic of month 27 as opposed to month 18 at other sites). 

the large variance of the residuals produced by the first 9 
months of operation. At Cape Meares, Oregon, it is also the 
first few months of operation which lead to the different mean 
CFCI 3 concentrations on the two columns. 

In processing the data to produce lifetimes. the Adrigole, 
Ireland, and Cape Meares, Oregon, data have been combined 
into a single time series for each column. These time series 
have also been processed through the empirical model algo
rithm. They give, for CFCI3 (S): a j = 5.185, bi = 0.049, with a 
residual variance of 2 x 10- 5

; and for CFCI 3 (P): aj = 5.183, 
bj = 0.048 with a residual variance of 2.2 x 10- 5. The annu
ally averaged mixingrauosand trends for January I, 1980. 
obtained by using (15) and averaging in each semi-hemisphere 
are, respectively. 179 pptv and 8.6 pptv/year (Adrigole/Cape 
Meares); 172 pptv and 9.4 pptv/year (Ragged Point); 161 pptv 
and 9.6 pptv/year (Point Matatula); and 160 pptv and 10.5 
pptv/year (Cape Grim). Averaging these semi-hemispheric re
sults indicates that the average mixing ratio in the lower 
troposphere is 168 pptv. and it is increasing at a rate of 9.5 
pptv/year (5.7%/year). All these quoted mixing ratios and 
trends refer to the middle of the 3-year data set (i.e .• January 1. 
1980). 

4. TRICHLOROFLUOROMETIfANE EMISSIONS 

Estimates of global annual emission rates for CFClJ 
through 1975 have been published by McCarthy et al. [1977]. 
These emission rates have been updated for each year since 
1975 by using the same model and assumptions as McCarthy 

et al. [1977], and these updates are available in a series of 
reports from the Chemical Manufacturers Association (CMA). 
The most recent of these reports [CMA. 1982] contains emis
sion estimates for the period 1921-1981. 

Since the original analysis of McCarthy et al. [1977]. more 
information has become available on the production of CFCIJ 
in Eastern Europe and the U.S.S.R.. on the losses of CFCI J 

during production. and on the end uses of CFClJ and their 
emission characteristics. This information implies that certain 
of the assumptions used by McCarthy et al. [1977] and CM A 
[198Ia] are invalid. In particular. production in Eastern 
Europe and the U.S.S.R. after 1975 is underestimated. emis
sion in CFCIJ during manufacture amounting to 1.5% of pro
auction is ignored. the delay in release of CFC13 from open
cell foams after manufacture is overestimated, and the use of 
CFCIJ in hermetically sealed refrigeration is overestimated. 
An update or the report CMA [198Ia] has recently been com
pleted which incorporates the above corrections [CMA. 
1982]. We will use these updated emission rates in the analysis 
of ALE data (Table 5) but calculations. using the old emission 
rates. are also presented. 

The calculation of global circulation rates from ALE data 
(and to a lesser extent the deduction of atmospheric Iiretimes) 
requires at least an approximate knowledge of the latitude 
distribution of the above CFCI3 emission~ While exact infor
mation about this latter distribution is' lacking. there is 
enough information available to provide" estimates with an 
accuracy sufficient for our purposes. In particular. we compute 

TABLE 5. World Production and Release ofcra) in Million Kilograms/year 

Annual Annual Accumulated Accumulated 
Year Production Release Production Release 

1970 241.0 209.0 1707.5 1470.2 
1971 266.6 229.7 1974.2 1699.9 
1972 311.1 259.1 2285.3 1959.0 
1973 354.3 296.5 2639.5 :ruS.s 
1974 377.5 327.0 3017.1 2582.5 
1975 323.4 31B.3 3340.5 2900.7 
1976 350.7 325.3 3691.2 3226.0 
1977 332.B 313.7 4024.0 3539.B 
1978 323.3 294.6 4347.3 3834.4 
1979 306.5 276.1 4653.9 4110.5 
1980 309.3 264.8 4963.2 4375.2 
1981 310.1 264.3 5273.3 4639.5 

From Chemical Manufacturers Association [1982]. 
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TABLE 6. CFO l Lifetime Estimates Derived From the Trend at Each ALE Site 

Reciprocal Approximate Weight 
Lifetime, Lifetime, Given to Station 

Site (years) - 1 ± 10- (years) ± lo- in Optimal Code 

Silicone Column 
Adrigole, Ireland/ 

Cape Meares, Oregon 0.0208 ± 0.0040 48~1l 

149: ':6 0.2 
Ragged Point, Barbados 0.0067 ± 0.0038 

45+ i3 
0.2 

Point Matatula, American Samoa 0.0221 ± 0.0075 
130:;U 

0.1 
Cape Grim, Tasmania 0.0077 ± 0.0026 -33 O.S 

Porasil Column 
Adrigole, Ireland/ 

Cape Meares, Oregon 0.0230 ± 0.0042 43+ 10 

57:;t9 
OJ 

Ragged Point, Barbados 0.Ql76 ± 0.0045 
115:;1&8 

0.2 
Point Matatuia, American Samoa 0.0087 ± 0.0056 -.. ~ 0.2 
Cape Grim, Tasmania 0.0018 ± 0.0038 556~l77 OJ 

the fractions of the annual emission of CFCI3 released in each 
semi-hemisphere by using the formulae 

f(900N-300N) = G B - ~ £ + D - IX)/(B + C + D) 

f(300N-OO) = G IX + ~ B + ~ £)/(B + C + D) 

f(00-300S) = 172 Cf(B + C + D) (17) 

f(300S-900S) = (1
5
2 C + ~ IX) / (B + C + D) 

where IX is the annual production of India plus Argentina 
[CMA, 1981b]; Band C are the annual total sales by CMA 
reporting companies in the northern and southern hemi
spheres, respectively [CMA, 1976, 1977, 1978, 1979, 1980, 
1981b]; D is the annual total production by Eastern Europe, 
U.S.S.R., India, and Argentina [CMA, 1982]; and £ is the total 
of annual exports from the European Economic Community 
(EEC) to countries outside the EEC [Department of Environ
ment, 1979; Committee of European Communities, 1980, 1981; 
Bevington and Wallace, 1981]. We assume EEC exports are 
released equally in the 900N-300N and 30oN-0° regions, and 
the India plus Argentina production is released equally in the 
30oN-0° and 300 S-900S regions. The distributions' !;If emis
sions within each hemisphere resulting from sales by CMA 
reporting companies are determined from the locations of the 
reporting companies and their subsidiaries. Sa1es by the re
porting companies were increased by 1.5% to account for 
CF03 emission during manufacture. 

Using equation (17), we CliJculate average f va1ues for the 
5-year period 1976-1980 of 0.785,0.160,0.031, and 0.024 in 
the 900N-30oN, 30oN-0°, 0'-300S, and 30'S-900S semi
hemispheres, respectively. For the CF03 lifetime calculations 
in the following section, we have used these average f values 
forthe 100year period July I, 1971, to June 30, 1981. Thesef 
values are consistent with independent estimaces of the global 
distribution of CF03 and CF 2Cl2 consumption in 1914 [De
partment of Envtronment, 1919]. 

Prior to July I, 1971, we assume that CFC13 emissions are 
confined to the 9:Q'N-30oN region. We note that interhemi
spheric mixing of CFCl3 is sufficiently fast so that the behav
ior of CFC13 during the ALE program is insensitive to as-

sumptions about f values for periods several years or more 
prior to the program. 

5. TREND Es11MA,", OF LIFETIME 

The algorithm used to derive lifetimes of the chlor
ofluorocarbons must be appropriately constrained by a priori 
and measurement uncertainties. In the results to be presented 
here for CFCI3 (as well as in the results for the other ALE 
species presented in the following papers) a priori error bars 
have been specified at artificially large values so that the esti
mates obtained are based solely on the ALE data. As was 
explained in section 2, the a1gorithm is constrained to produce 
a trend estimate of the lifetime by allowing it to estimate 
simultaneously an absolute ca1ibration factor A for each 
species. We argue that the best estimate of the horizontal 
transport factor, F, is derived from the latitudinal distri
butions of the mean concentration'S of the ALE species. As will 
be discussed in section 6, seasonal variations assumed in the 
model transport rates tend to produce an overprediction of 
the observed. seasonal variations of the ALE species. There
fore, in the calculation of lifetimes, based upon trends over a 3 
year period, the two-dimensiona1 model results have been pre
filtered by replacing each month's calculated value by a 12 
month average. As shown in Table 2, the partial derivatives, 
c(ln '1.c)/O{I/t), differ from site to site; there is therefore a tend
ency for the algorithm to adjust the lifetime (as well as F) so as 
to minimize differences between the calculated and the ob
served latitudinal gradients. Therefore, as indicated in section 
3,to force the algorithm to base its lifetime estimates only on 
the temporal trends at the ALE sites, the latitudinal mean 
value of O(ln Xc}/O{l/t) is used to process the CFCI 3 data from 
each site. 

In presenting the lifetime estimates it is useful to first give 
the results obtained by processing each ALE station's time 
series individually with the optimal code. This is achieved by 
fixing all the state vector elements except for the absolute 
Calibration factor A and the lifetime t for the species being 
examined. The transport factor F is fixed at the value (1.6) 
which gives the best fit to all the ALE data. In these calcula
tions, the partial derivatives used are those calculated on the 
basis of a tropospheric lifetime t, = IO~ years and a varying 
stratospheric lifetime t. (see line 3 in Table 2). The lifetime 
estimates obtained for each site and their error bars are given 
ill Ta~le 6. Approximate weights which are used (internally) in 
the algorithm to produce a maximum likelihood optimally . 
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TABLE 7. Reciprocal CFCI) Lifetime Estimates (Years-I) and Their Standard Errors as Function of 
Time Obtained by A veraging and by Optimally Combining the Lifetime Estimates at the ALE Sites 

CFCI) (S) CFO) (P) 

Time Period, Optimal Average Optimal Average 
month/year Combination (Equal Weight) Combination (Equal Weight) 

7/18-6/79 0.0238 ± 0.0103 0.0415 ± 0.0221 0.0205 ± 0.0120 0.0205 ± 0.0199 
7/80-6/81 0.0379 ± 0.0089 0.0303 ± 0.0103 0.0317 ± 0.0104 0.0264 ± 0.0138 
7/78-6/80 0.0069 ± 0.0035 0.0177 ± 0.0127 0.0121 ± 0.0041 0.0138 ± 0.0072 
7/19-6/81 0.01 S5 ± 0.0032 0.0075 ± O.Ol1S 0.0121 ± 0.0037 0.0098 ± 0.0086 
7/78-6/81 O.oI 14 ± 0.0018 0.0144 ± 0.0041 0.0127 ± 0.0021 0.0128 ± 0.0046 

combined estimate are also given in Table 6. These weights 
and the uncertainties in reciprocal lifetimes are based upon the 
estimated variances in the measurements which are derived by 
the same procedure as was used in the empirical model fit. In 
fact, we have used the 11'0 1 (see equation (16» determined from 
the residuals with respect to the best fit empirical models (in
stead of with respect to the best fit two-dimensional model 
calculation). These 11'0

2 reflect short (~1-2 years) time scale 
variations in the clata and by using these values in the noise 
matrix we avoid biasing the all-site lifetime estimate by vari
ations on a time scale of 3 years or more which might be 
produced at an individual site by year to year climatological 
variations which are not described by the two-dimensional 
model. 

Table 6 shows that there exist significant (i.e., > 10') differ
ences both between the lifetimes estimate of the ALE sites and 
between the lifetime estimates on the two columns at the same 
site. These differences indicate that the uncertainties (Le., 0'2 in 
equation (16» inserted into the optimal estimation procedure 
may be low by a factor of approximately 2 (this factor was 
estimated by using a variation of the student t test). That is to 
say, it appears that CFCIJ trends at individual sites are being 
biased by variations of instrumental or atmospheric origin on 
time scales longer than approximately I year. The fact that the 
CFCIJ (S) and CFCI3 (P) lifetime estimates are significantly 
different at most sites suggests that these biases probably are 
of instrumental origin. If the site to site differences, as reflected 
in the standard errors in the average estimate of lifetimes 
given in Table 7, are examined as a function of time, a tend
ency for the standard errors to vary as N - 3/2, where N is the 
number of years of observations, is noted. This suggests that 
variations of time scale 1 or 2 years may exist in the ALE 
record (which may be unaccounted for in the procedure used 
to determine 0'2) but that longer term variations are small. 

In Table 7 we present the results for lifetime estimates ob
tained by using the optimal code which processes data (rom 
all four ALE stations simultaneo\lsly. We note that the indi
vidual station lifetimes given in Table 6 may be optimally 
combined by using the weights given in that table to Yield a 
result which is almost the same as that obtained with the 
optimal code (in which the weights are slightly time
dependent). From Table 7 the optimally estimated reciprocal 
lifetime of CFOJ is .0121 years - 1 giving a lifetime of 83 years. 
It may be noted from Table 6 that for the silicone column 
data, Point Matatula, American Samoa, is receiving very little 
weight while Cape Grim, Tasmania, is contributing substan
tially to this lifetime estimate. Some justification for this distri
bution of weighting is given in Figures 12 and 13 in which the 
residuals formed by differencing the monthly observjlJkms and 
the two-dimensional model calculation (for a lifetime of 83 

years) are given. In Figure 12 it may be noted that the re
siduals on the silicone column are exceptionally large during 
the first 18 months of operation at Point Matatula, American 
Samoa, while those at Cape Grim, Tasmania, are exception
ally small. Clearly, the trend at Point Matatula is much less 
precisely determined than that at Cape Grim. It is en
couraging to note that while the individual site data on the 
Porasil column is more evenly weighted in obtaining the opti
mal estimate of lifetime, the combined estimate for this 
column is similar to that for the silicone column. Additional 
confidence in the optimally estimated result is obtained by 
noting that it seems to be converging faster than the average 
result (cf. the 2 and 3 year results in Table 7). It dOCI seem 
appropriate, however, to use the average site to site differences 
in lifetime to provide an estimate of the reciprocal lifetime 
uncertainty since we have already recognized that the effect of 
temporal autocorrelations on the error bars is quite uncertain 
and that the optimally estimated uncertainty appears to be 
unrealistically small. An upper limit to the uncertainty is then 
obtained by assuming that the Porasil and silicone columns 
do not provide independent estimates of the lifetime. The un
certainty limit on the reciprocal lifetime, therefore, is 

(0.0041 % + 0.00461)1/2 
2 ... 0.0044 years-I 

It was noted in the description of the CF03 data that a 
question existed about the validity of the data on the Porasil 
channel at Point Matatula, American Samoa, during July
October 1978. Figure 13 indicates that the residuals during 
this period appear to be no worse than acother times during 
the first 1~ months, and it is interesting to'note that the opti
mal estimate of lifetime for that site does not change during 
the period July 1978 to January 1979 when the data is pro
cessed backward in time. 

The estimated lifetime of 83 years applies to the middle of 
the ALE data record (January I, 1980) and corresponds in our 
calculations to t. - II years (and T, - 10,000 years). These 
instantaneous or present-day lifetimes in the two portions of 
the atmosphere lead to a steady state lifetime (when the strato· 
spheric content is no longer delayed relative to the tropo
spheric content) of 70 years. 

6. LIFETIME DElCRMlNAllON BY THE AnlOSPHERIC INVEN· 

TORY TECHNIQUE 

To estimate the atmospheric inventory of CF03 from the 
surface observations obtained in ALE, concentrations must be 
estimated at other locations in the atmosphere and, in particu
lar,-in the stratosphere. We argue that the two-dimensional 
model provides a good fit to the available data and that the 
model results, therefore, may be directly used to estimate the 
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Fig. 12. crcl) (S) residuals with respect to a two-dimensional model calculation with lifetime 83 years on January 1, 

1980 (the trend best fit model). Residuals are given as the natural log of the ratio of the observed to the calculated mixing 
ratio. 

atmospheric inventory. The following paragraphs provide not 
only observational support for the model results but also an 
assessment of the uncertainty limits on the atmospheric con
tents in each region of the atmosphere. The inventory lifetime 
and its uncertainty is then derived. 

In the lower troposphere (the region below SOO mbar in the 
model), the atmospheric inventory is estimated to be the 
average of the mixing ratios in the four boxes in which the 
ALE supplies measurements multiplied by the mass of this 
region of the atmosphere. In support of this estimate and for 
ease of comparison with the ALE and other CF03 measure
ments in the lower troposphere, the model results in each of 
the four lower tropospheric boxes have been fitted with an 
empirical model similar to that used to fit the ALE data, 
namely, 

(t - lS) (t - IS)l (27[t) In Xc = a + b U- + d U- + c1 cos 12 

(47[1) . (27[t) . (47[t) + c2 cos 12 + SI Sin 12 + S2 Sin 12 (18) 

This empirical model is used to represent output from the 

two-dimensional model for the period July 1978 to June 1981. 
Since the model output is relatively smooth, containing vari
ations on approximately the seasonal scale or longer, it is 
meaningful to derive both annual and semiannual terms in 
(IS). The resulting empirical model coefficients are given in 
Table 8. 

A comparison of the coefficients in Table S against those 
given in Table 4 reveals that the two-dimensional model 
slightly underpredicts the observed latitudinal variation of a/. 
For comparison, this same model provides an excellent fit to 
the latitudinal variation observed for CF 1Cl l [Cunnold el al., 
this issue], but it substantially underpredicts the observed lati
tudinal variation of methyl chloroform [Prinn et al., this issue 
(b)]. The optimal code gives a horizontal transport factor F of 
approximately 1.6 which is based primarily on fitting the 
CFCI3 and CF1CIl distributions which are more precisely de
termined than is the methyl chloroform distribution. Table 8, 
when compared with Table 4, indicates that the two
dimensional model does not simulate the observed CFCl l sea
sonal cycle very well (except at American Samoa), in general 
overpredicting its magnitude. We are currently attempting to 
use this result to derive additional information about large
scale transport in the atmosphere. 
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Fig, 13. CFCI) (P) residuals with respect to a two-dimensional model calculation with lifetime 83 years on January I, 
1980 (the trend best fit model). Residuals are given as the natural log of the ratio of the observed to the calculated mixing 
ratio. 

Additional information about the use of our model together 
with ALE results for describing the atmospheric inventory of 
the lower troposphere may be obtained by comparing the 
model predictions against other measurements at different 
times and places. This comparison is given'in Table 9 and is 
based on filtering seasonal variations out of the two
dimensional model results and adding the small seasonal cycle 
observed in the ALE to correct the model's seasonal predic· 
tions. Table 8 clearly exhibits some disagreement with respect 
to absolute calibration. It should be noted not only that the 
ALE absolute calibration experiments [Rasmussen and Love· 
lock, this issue] give ~ = 0.96 based on exponential dilution 
and coulQmetric techniques but alsQ that absolute calibration 
by coulometry alone provides an even smaller ~ factor. Since 

some of the earliest measurements utilized coulometry, we su
spect this to be a significant contributor to the absolute cali
bration differences. Of more importance, however, to this 
paper is the degree of agreement in the latitudinal distribution. 
The agreement appears to be within the precision of the 
various measurements except for Lovelock's [1973] observa
tions. It is to be noted (Table 4) that after identifiable pol
lution events have been removed that Adrigole, Ireland, and 
Cape Meares, Oregon, data give essentially the same con
centration of CF03. It is, therefore, concluded that Lovelock's 
[1973] observations in the North Atlantic may have been 
influenced by regional, tempOrary pollution. It is also note
worthy that Point Barrow, Alaska (700 N latitude) exhibits a 
mixing ratio 2-3% higher than that at Niwot Ridge, Col-

TABLE 8. Empirical Model Fit (equation (18» to the Two-Dimensional Model Calculations Which 
Provide the Best Fit to ALE·Determined Trends for CF01 (Current Lifetime - 83 Years) 

Box In-Ia, 
Number a b d c l c2 '. '2 pptv 

I 5.190 0.051 -0.002 0.001 0.000 0.006 0.002 179.5 
3 5.156 0.055 -0.004 -0.007 0.004 -0.012 -0.003 173.5 
5 5.091 0,061 -0.005 -0.004 -0.003 -0.008 0.001 162.6 
7 5.082 0.062 -0.004 0.001 -0.001 0.002 0.000 161.1 
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TABLE 9. Comparison Between Best (Trend) Fit Two-Dimensional Model and Non-ALE Observations of CFO) 

Box I 80x 3 

Mean Mean 
Date Reported Calculated Jleported Calculated 

of Measurem~nt, Mixing Measurement, Mixing 
Measurement pptv Ratio pptv Ratio 

Nov. 1971 70 81 SO 78 
Nov.-Dec. 1972 67 90 
March-April 1974 95 112 86 105 
March 1976 128 131 
Sept. 1978 169 170 164 162 
Jan. 1.1980 179 180 172 174 

Box 2 Box 4 

Mean Mean 
Date Reported Calculated Reported Calculated 

of Measurement, Mixing Measurement. Mixing 
Measurement pptv Ratio pptv Ratio 

Fall 1976 135 138 

orado (400 N latitude) [DeLuisi, 1981]. The implicit assump
tion of a linear gradient within a two-dimensional model box 
is therefore reasonable for box 1 which, because most of the 
atmospheric injection occurs in this box, might be considered 
to be where the assumption Is particularly questionable. We 
conclude, therefore, that the two-dimensional model is provid
ing an accurate simulation of CFCl3 in the lower troposphere. 
Moreover, since the observed difference. between the mid
latitude northern hemisphere and mid-latitude southern hemi
sphere mixing ratios is only 11 %, the precision of the estimate 
of the atmospheric inventory in the lower troposphere by the 
two-dimensional model is probably ± 1 %(10'). 

The only available latitude survey of CFCI 3 in the upper 
troposphere of which we are aware is by Rasmussen and Kras
nec [1977]. From Table 8 it is noted that the model over
predicts the observed gradient. The predicted gradient can be 
reduced by increasing transport rates in the model and, in 
particular, the vertical transport rate. However, the two
dimensional model predicts that the average mixing ratio in 
the upper troposphere is, in any case, approximately 99% of 
that in the lower troposphere. Any increase in vertical trans
port rates can only increase this ratio to 100%; it therefore 
seems reasonable to use the calculated mixing ratio to esti
mate the atmospheric inventory and to assume that there 
exists an uncertainty of ± 1 % (10') in this estimate. 

Stratospheric observations of CF03 have been reported by 
several authors with the most extensive set of measurements 
being given by Goldan et al. [1980] (see also the recent WMO 
report [World Meteorological Organization. 1981]). If the 
measurements are referenced to height above the tropopause 
[see Goldan et al., 1980, Figure IS] the altitude profile in the 
stratosphere is relatively independent of latitude. If a mean 
profile and the envelope of the measurements are constructed 
from the available measurements, the average mixing ratio 
above the tropopause (adjusted to January I, 1980) is calcu
lated to be 0.58 ± 0.10 (10') of that below the tropopause. In 
this calculation the uncertainty limits have been extended 
beyond the envelope derived from Figure 15 of Goldan et al. 
[1980] to include profiles measured by other investigators 
[e.g., Heidt et al., 1975; Fabian et al., 1979]. The principal 
cause of uncertainty in this calculation is the profile in the 
region from a few kilometers below the tropopause to a few 

Box 5 Box 7 

Mean Mean 
Reported Calculated Reported Calculated 

Measurement, Mixing Measurement, Mixing 
pptv Ratio pptv Ratio Reporter 

43 67 39 66 Lo~I()Ck tl III. [1974] 
64 77 60 76 Wilkniss el 111. [1975] 
76 96 Wilkniss tllli. [1975] 

118 121 Rasmussen tl al. [1977] 
ISS 149 Deluisi [1981] 
162 165 160 162 ALE 

Box 6 Box 8 

Mean Mean 
Reported Calculated Reported Calculated 

Measurement, Mixing Measurement, Mixin8 
pplv Ratio pptv Ratio Reporter 

131 127 128 126 Rllsmusse" 11M K r/lS"er 
[1977] 

kilometers above the tropopause. Using a troposphere to 
stratosphere transport time (tl ) of 4 years, a similar upper 
troposphere-to-stratosphere mixing ratio ratio (r) is obtained 
in the two-dimensional model. A somewhat different strato
sphere to troposphere mixing ratio ratio has recently been 
obtained in a three-dimensional model by Golombeck [1982]. 
Using the temperatures, stream functions, and velocity poten
tials from Cunnold et al. [1975] and the presently accepted 
photodissociation cross section of CFCI 3, Golombeck ob
tained a globally averaged ratio of approximately 0.70 on Jan
uary I, 1981 (i.e., 10' greater than our calculated value of 0.6). 
A similar ratio can be obtained in our two-dimensional model 
by using t. approximately equal to 3 instead of 4 years. For 
the present, however, we shall be guided by our interpretation 
of the northern hemisphere measurements of CF03 in the 
stratosphere (corresponding to 'I = 4 years) but recognize that 
this may result in an underestimate of the stratospheric con
tent by approximately 14%. (Note that a change of t. to 3 
years from 4 years shortens the atmospheric lifetime deter
mined by the trend technique by just 1 year.) 

According to the optimal estimation algorithm discussed in 
section 5, the (trend) estimated lifetime of 83 years results in 
anoverprediction of the atmospheric inventory of CFCI3 on 
January I, 1980, by 1.0%. This result corresponds to pressure 
weighting and summing the mixing ratio scaling factors dis
cussed above to give an atmospheric inventory derived from 
the ALE network equal to 

(0.5 x 1 + 0.3 x 0.99 + 0.2 x 0.99 x 0.58)iALE 

- (0.91 ± 0.03)iALE 

where iALE is the global mean mixing ratio in the lower tropo
sphere determined by averaging tbe four ALE determined 
mixing ratios and multiplying by ~. This gives a global chlor
ofluorocarbon content of approximately 3730 x 106 kg on 
January I, 1980 (using 5.137 x 1011 kg for the mass of the 
atmosphere) which may be compared against the accumulated 
release prior to that time equal to 4110 x 106 kg and to a 
content of 3780 x 106 kg for a lifetime of 83 years. The life
time estimated by the atmospheric inventory technique may 
be obtained by applying the partial derivatives given in Table 
2 to the 1.0% underprediction cited above. Using the average 
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value of the partial derivative O(ln Xc)/O(I/r) equal to -4.4 in 
the lower troposphere, we obtain an atmospheric inventory 
lifetime of 70 years for January I, 1980. Since this lifetime is 
shorter than that calculated for stratospheric photo
dissociation alone (78 years, Gofombeck [1982]), this result 
may also be interpreted as being produced by stratospheric 
photodissociation combined with a small tropospheric sink. In 
that case, the partial derivative from line 4 of Table 2 
(= -7.7) would be used to yield an atmospheric lifetime equal 
to 

( 
44 )-1 

0.0128 + 7:7 x 0.0014 "" 74 years 

7. DISCUSSION 

To specify completely the uncertainty limits on the trend 
and inventory lifetimes, uncertainties in release must be as
sessed and combined with the measurement uncertainties. In 
this section, upper and lower limits on the release uncer
tainties will first be discussed based on calculations with a 
release code similar to that used by McCarthyet af. [1971]. 
To convert such uncertainties to uncertainties in lifetime, ad
ditional calculations were performed with the two-dimensional 
model. In such calculations, all the transport parameters were 
usually fixed and r. was varied so as to obtain a match be
tween the observed and the calculated mixing ratios in the 
lower troposphere. It should be noted that this procedure re
sulted in some change in r, a parameter that was poorly de
fined by observation. Generally, it was found that the partial 
derivative 0 Inx/O(I/r) = -4.4 (see line 3 of Table 2) provided 
a good estimate of the change in the inventory lifetime. 
Changes in release may be interpreted in this way by noting 
that a change in the accumulated release (R). 6 In R, will 
produce a similar change in In X which must then be com
pensated for by a change in rr The trend lifetime uncertainty 
may be derived from the change in fIR, where f is the average 
annual release for 1979 and 1980, and using a(JlR)/a(lI-r) = 0.36. 

The principal CFCIJ production uncertainties involve how 
much CFCIJ is produced in the Peoples Republic of China, 
which might be 1 % of world production, which is neglected in 
the CMA production estimates, and how much is produced in 
the U.S.S.R. During the period 1970-1975, U.S.S.R. pro
duction data [Borisenkov and Kazakov, 1971] exhibited an 
average increase of 24% annually. The new CMA [1982] re
lease estimates have assumed an increase of 18% since that 
time. If the difference between these two trends is assumed to 
be the (20') uncertainty in the U.S.S.R. production in the 
period 1975-1980, this translates into an uncertainty of ap
proximately 0.5% (10') in world production in the ALE period 
of observation. Finally, while the CMA reporting company 
production numbers are believed to be accurate, there exists 
some loss (and release) during production. The revised CMA 
release estimates assume the loss is 1.5%; however, an uncer
tainty of 0.5% seems reasonable for this estimate. Combining 
the three sources of uncertainty discussed above as random 
errors, we obtain an uncertainty of ± 1.2% (ta). To translate 
this into an uncertainty in lifetime it will be assumed that this 
error in production translates into an error in release by aero
sol cans, open-cell foams, and other prompt release uses for 
CFCI3• 

Two major uses of CFCI3 have historically been its use as a 
propellant in aerosol cans and its use in the inflation of open-

cell foams. In both cases, the delay in release relative to pro
duction is somewhat uncertain. For aerosol cans, a release 
delay of 6 months is assumed and the uncertainty in this is 
probably ± I month (10'). For open-cell foams, there are in
dications that the CFCl J is lost almost immediately after in
jection, and the delay is therefore likely to be considerably 
shorter than 6 months. However, since aerosol cans dominate 
this release category, it seems reasonable to use ± 1 month 
release delay uncertainty for the entire category. 

The third major use of CFCI 3 is in closed-cell foams. 
CMA's release scenarios for this category assumes 10% im
mediate release followed by steady loss over a 20 year period. 
Based on the work of Brandreth and Ingersoll [1980], CMA 
[1980b] estimate that the CFCI J in a typical c1osed-ce1l foam 
possesses a half-life of approximately 80 years. We believe, 
however, that even if this emission estimate is correct that the 
products containing these foams (e.g., houses and refrigerators) 
have a shorter half-life than this and that, therefore, 80 years is 
likely to be a (20') upper limit on the lifetime. In our calcula
tions we use 10 years and 80 years to provide ± 20" limits on 
the uncertainty in release delay for this use category. 

The effect of these three release uncertainties is summarized 
in Table 10. Production, prompt release, and closed-cell foam 
lifetime uncertainties contribute almost equally to the uncer
tainty in the (reciprocal) inventory lifetime combining to give 
a 10' error of 0.0051 years-I. For the trend technique, the 
prompt release and c1osed-ce1l foam uncertainties contribute 
approximately equally to the reciprocal lifetime uncertainty 
and combine to give a 10' of 0.0036 years - I. The uncertainty 
due to release (0.0036 years - I) can be combined with 
measurement uncertainties (0.0044 years -I) to give an uncer
tainty in the trend reciprocal lifetime of 0.0057 years - I. Based 
on the trend lifetime estimate of 83 years, this translates into 
upper and lower (10') limits on the lifetime of 156 and 56 years. 
The lower limit on the lifetime in the presence of stratospheric 
photodissociation (giving a lifetime of 78 years), combined 
with a tropospheric sink, may be found by using a partial 
derivative of 0.42 instead of 0.37 (from Table 2) and is 

[ 
0.37]-1 

0.0128 + (0.0057 - 0.0007) x 0.42 = 58 years 

To estimate the inventory lifetime uncer;tainty, the effect of 
the release uncertainty (0.0051 years - I) n~ds to be combined 
with the effect of the 2% uncertainty in ~solute calibration 
(0.0045 years -1) and with the effect of the 3.3% uncertainty in 
translating ALE measurements to an atmospheric overburden. 
This last uncertainty consisted of a 1 % uniform uncertainty in 
the mixing ratio throughout the atmosphere (giving 0.0023 
years - I) together with an uncertainty primarily in r (resulting 
from uncertainties in t.). The effect of the uncertainty in r has 
been derived by determining the changes in t, and t, which 
would produce the prescribed change in r( = 0.1) together with 
no change in the mixing ratio in the lower troposphere (giving 
an inverse lifetime uncertainty of 0.0036 years - I). Combining 
these errors gives an uncertainty in the reciprocailifetime esti
mated by the atmospheric inventory technique of 0.0080 
years - 1 and gives upper and lower (la) limits on the 70-year 
inventory lifetime of 159 and 45 years. This lifetime estimate 
and uncertainty range is based on the assumption that the 
stratosphere is the only sink for CFCI3 ; allowing for a tropo
spheric sink (using a partial derivative of -7.7 in place of 
-4.4) would give a lifetime of 74~:: years where the upper 
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TABLE 10. Effect of Release Uncertainties on the CFCI] Reciprocal Lifetime Estimated Using O(ln R)/O(I/t) = 4.4 years and 
O(I/R)/O(I/t) = 0.36 Where I and R are Expressed in Million kg 

Release Scenario 

1.2% additional 
production released 
as in the prompt 
release category 

S month delay in 
prompt release cate-
gory (versus 6 months used 
in McCarthyel al. 
[1977J) 

Loss of CFCI] from 
c1osed-ce1l foams 
occurs over 10 years 
(this provides 2u 
error so results have 
been divided by 2 to 
get 10' error) 

Loss of CFCI] from 
closed-cell foams 
occurs over 80 years 
(results have been 
divided by 2 to get 
lu error) 

, 
Increase in 

Accumulated 
Release (R) to 

the End of 1979, 
106 kg 

S8 

19 

67 

-67 

limit has no physical meaning since it exceeds the 78 year 
lifetime assumed to be due to stratospheric photodissociation. 

Finally, to facilitate comparison of our results with previous 
estimates of the lifetime of CFCI), the optimal estimation pro
cedure has been used to provide estimates of the lifetime based 
upon the pre-1982 CMA release figures [CMA, 1981a). The 
trend estimate of the lifetime is 79 years in this case and the 
atmospheric inventory estimate is 115 years assuming the 
presence of stratospheric destruction only. 

8. CONCLUSIONS 

Observations of chlorofluorocarbon CFCI) obtained severai 
times daily over the period July 1978 to June 1981 at Adri
gole, Ireland (52°N, 10°W); Ragged Point, Barbados (l3°N, 
S9°W); Point Matatula, American Samoa (14°5, 171°W); and 
Cape Grim, Tasmania (41°5, 145°E) have been described as 
well as observations for the period January 1980 to June 1981 
at Cape Meares, Oregon (45°, 124°W). A procedure for esti
mating two-dimensional model parameters that provide the 
best fit to these observations in a weighted least squares sense 
bas also been described. By using weighting factors based on 
the uncertainties in the monthly mean measurements, the data 
was first fit with an empirical model consisting of a linear 
trend, a curvature term, and an annual cycle. This model indi
cated that latitudinal differences were well defined by the ob
servations with an average difference between northern and 
southern hemisphere mid-latitudes of 11 %. A latitudinal pro
gression in the temporal trend consistent with the northern 
hemisphere injection of chlorofluorocarbons was also noted. 
Only at American Samoa was there clear evidence of an 
annual cycle in the· observations. Averaging the observations 
from the four semi-hemispheres of the globe, the average 
mixing ratio of CFCI3 in the lower troposphere on January I, 

A(I/t) 
Inventory 

Technique, 
years -I 

0.003 

0.001 

0.004 

-0.004 

A verage Change in 
Annual Release for 

the Period/Accumulated 
Release 1979-1980 

0.0001 

-0.0006 

0.0011 

-0.0011 

&(I/t) 
Trend 

Technique, 
years - 1 

-0.002 

0.003 

-0.003 

1980, was 168 pptv, and it was increasing at 5.7% per annum 
at that time. 

Substitution of the empirical model by a nine-box, two
dimensional model of the atmosphere allowed atmospheric 
lifetimes to be estimated from the data. Based on the temporal 
trends in the ALE data in each of the four latitudinal regions, 
a lifetime of 83 years on January 1, 1980, was obtained. These 
calculations were based on assuming that stratospheric photo
dissociation was the only sink for CFCI). The estimated life
time may be compared against recently reported estimates 
from model calculations of 78 years [Golombeck, 1982] and 74 
years [Owens et al., 1982). The steady state lifetime was pro
jected to be 70 years. 

The lifetime of CFCl) was independently estimated based 
upon the average atmospheric inventory of CFCI) over the 
period July 1978 to June 1981. The average inventory is esti
mated to be 3730 X ]06 kg; this corresponds to a lifetime of 
70 years if there were no tropospheric destruction of CFCIJ 

and to a lifetime of 74 years if stratospheric destruction were 
fixed to correspond to an atmospheric lifetime of 78 years. 

Uncertainties in these estimates of lifetime were assessed. 
For the trend technique, the uncertainty resulted from differ
ences between the measured and the predicted trends at each 
site and from uncertainty in the rate of release of CFCI) into 
the atmosphere. It was argued that the trend differences prin
cipally resulted from measurement errors rather than from 
inadequacies in the two-dimensional model and that the re
lease uncertainty was dominated by the uncertain lifetime of 
CFCI) used in c1osed-ce1l foams and by the uncertain delay in 
release relative to production for the prompt release uses of 
CFCI J [CMA, 1982]. These uncertainties produced a (ta) un
certainty range of 56-156 years for the trend lifetime estimate 
under the conditions of stratospheric destruction only (and a 
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lower limit of 58 years if stratospheric destruction were filled 
at a value corresponding to a lifetime of 78 years). 

Uncertainties in the lifetime estimated by the atmospheric 
inventory technique were also assessed. These consisted of a 
2% uncertainty in the absolute calibration. a 3.3% uncer
tainty in translating measurements of CFCl J at the surface 
into a global inventory-primarily due to uncertainty in the 
stratospheric content-and uncertainties in the release of 
CFCIJ into the atmosphere of approximately 2%. The last of 
these uncertainties consisted of production uncertainties. prin
cipally related to whether or not the Peoples Republic of 
China is producing chlorofluorocarbons and uncertainties in 
the releases from closed-cell foams. These uncertainties were 
combined to give a range for the lifetime estimate by the 
atmospheric inventory technique 70 ~ ~~ years for stratospheric 
destruction only and a range of 74~~; years for the case of 
fixed stratospheric destruction. A note of caution on these 
uncertainty limits is that the absolute calibration uncertainty 
was derived from studies by just two investigators [Rasmussen 
and LOl'elock. this issue]. 

Finally. the two independent techniques for obtaining a life
time may be combined to yield a maximum likelihood esti
mate of the lifetime of 78 years. In deriving this estimate. the 
trend technique is favored because of the slightly smaller un
certainty limits associated with its estimate (this was one of 
the anticipated results of the ALE experiment suggested in 
Cunnold et al. [1978]). 

ApPENDIX 

Analysis using the optimal estimation procedure may most 
easily be understood by considering the following example of 
its application to the estimation of two elements of a state 
vector from two measurements of a single specie. Let the a 
priori covariance matrill be 

the partial derivative matrix be 

where x< isa calculated mixing ratio of CFCIJ and it is as
sumed that PI = PI' corresponding to the first state vector 
element being a calibration "error" (in which case PI = PI' = 
I). and the noise matrix of the measurements be 

and 

S2 = S2 ° 
C2{a l [(12 2P2 -CIPI 2(P2' - P2)] + O2[(1 t 2p2 ' +CtPt 2(P2' - P2)]} 

+ (2 2\_ 2 ( 2 ,2\_ 2 2(p , )2' CIPI +C2P2 1"2 + C1PI +C2P2 1"1 +C1C2PI 2 -P2 

(A2) 

These solutions provide two interesting limiting cases. First, 
if P2 = P2'. 

(AJ) 

and 

S s o ( C2P2 ).(12101 + (1l
lal) 

2- 2 + 2 1 1 2 
CIPI + C1Pl 0'1 + 0'1 

(A4) 

Thus, the measured deviations (a) are weighted inversely as 
their uncertainty and contribute to updates of both SI and Sz 
in the proportion CIPI: C1Pl' This situation may arise when we 
attempt to deduce the calibration error and the lifetime from 
just a few months of data at a single site since dpl/dl is small. 

The more interesting limiting case is when 0'1 2 = 0'2 2 ~ O. 
Then 

SI = SI O + p/a l - Plal 
PI(Pz' - Pl) 

s o 01 + 01 Pl' + Pl (0 1 - O2 ) 
= I +---+:...:.--=-= 

2PI 2PI (Pl' - Pl) 

S - S 0 _°.:.1 _-_°..:,1 
l- 1 + , 

PI - P2 

(AS) 

(A6) 

Thus, for two measurements at a single site at different times. 
the lifetime, Sl' will be determined by the trend method. For 
measurements at the same time at different locations the life
time (or the diffusion coefficient factor if it is the unknown) 
will be determined by the horizontal gradient. In either case, 
the absolute calibration error, S I> receives an update from the 
mean underprediction, (° 1 + 01)/2, together with a contri
bution from the update of SZ' (°1 -Ol)/(Pli - Pl)' This effect 
produces nonzero off-diagonal elements in the covariance 
matrix. 

A second useful example of the application of the optimal 
estimation analysis to ALE data is obtained for a series of 
measurements (all having equal uncertainty) of a single specie 
at a single station. Then it can be shown analytically that, for 
0'1 -+ 0 the update of the lifetime is given by 

Ru, 
E-

O'" 
(A 7) 

If OJ and °2 are the deviations of the measurements from the where 
model predictions made by using the state factor, (SI 0, S2 0

) == 
(In A, 1/1'), then it can be shown that the new estimates of the 
state vector are 

SI = SIO 

CIPI{OI[U/ +C2PZ'(Pl' - P2)] +Ol[U I
2 -CIP1(Pl' - PI)]} 

+ (2 21- 1 (I ,21- 2 l(p , )1 CIPI +CIP2 1"2 + CIPI +C1Pz 1"1 +C1C1PI 1 -P2 

(AI) 

R = ;..1-...;;1'---:7" __ _ 

Nu"u, 

and overbar denotes the mean of the N observations. The 
variance of this estimate can be shown to equal 
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which is identical to the result given in equation (4) of Cunnold 
et al. [1978]. 

Acknowledgments. This research was supported by the Flurocar
bon Program Panel of the Chemical Manufacturers Association. 
Nominal support has also been provided by the Upper Atmosphere 
Research Program of NASA (to R.A.R.). We are particularly grateful 
to Bruce Lane of the Fluorocarbon Panel for his unceasing efforts to 
determine the accuracy and precision of the CFCI) release estimates. 

REFERENCES 

Bevington, c., and A. Wallace, Aspects of effecting further reductions 
in chlorofluorocarbon usage in the EEC, Final Rep. (and Adden
dum) to the Commission of European Communities, Metra Con
sulting Group Limited, London, 1981. 

Borisenkov, Yeo P., and Yy. Yeo Kazekov, Effect of freons and halo
carbons on the ozone layer of the atmosphere and climate, report, 
United Nations Environ. Programme, New York, 1977. 

Brandreth, D., and H. Ingersoll, Accelerated aging of rigid poly
urethane foam, paper presented at Proceedings of the International 
Conference on Cellular and Non-Cellular Urethanes, Plastics In
dustry, Strasbourg. France, June 1980. 

Chemical Manufacturers Association, Environmental analysis of fluo
rocarbons FC-II, FC-12, and FC-22, Rep. of the Fluorocarbon 
Program Panel, Washington, D.C. 1976. 

Chemical Manufacturers Association, Environmental analysis of fluo
rocarbons FC-II, FC-I2, and FC-22, of the Fluorocarbon Program 
Panel, Washington, D. c., 1977. 

Chemical Manufacturers Association, World production and sales of 
fluorocarbons FC-ll and FC-12: 1977, Rep. of the Fluorocarbon 
Program Panel, Washington, D. c., 1978. 

Chemical Manufacturers Association, World production and salesof 
fluorocarbons FC-lI and FC-12: 1978, Rep. of the Fluorocarbon 
Program Panel, Washington, D. c., 1979. 

Chemical Manufacturers Association, World production and sales of 
fluorocarbons FC-II and FC-12: 1979, Rep. of the Fluorocarbon 
Program Panel, Washington, D. c., 1980a. 

Chemical Manufacturers Association, U.S. emissions of CFC-II from 
rigid plastic foams, final report, contract FC-79-275, Arthur D. 
Little, Washington, D. C, 1980b. 

Chemical Manufacturers Association, World production and release 
of chlorofluorocarbons II and 12 through 1980, Rep. of the Fluo
rocarbon Program Panel, Washington, D. c., 1981a. 

Chemical Manufacturers Association, World production and sales of 
fluorocarbons FC-II and FC-12: 1980, Rep. of the Fluorocarbon 
Program Panel, Washington, D. c., 1981b. 

Chemical Manufacturers Association, World production and release 
of chlorofluorocarbons 11 and 12 through 1981, Rep. of the Fluo
rocarbon Program Panel, Washington, D. c., 1982. 

Commission of European Communities, Chlorofluorocarbons in the 
environment, Communication to the Council, COM(80}339, 1980. 

Commission of European Communities, Information and basis for 
evaluation for the pursuit of chlorofluorocarbons in the environ
ment, Communication to the Council, COM(81)26I, 1981. 

Cunnold, D., F. Alyea, N. Phillips, and R. Prinn, A three-dimensional 
dynamical-chemical model of atmospheric ozone, J. Armos. Sci., 32, 
170-194,1975. 

Cunnold, D., F. Alyea, and R. Prinn, A methodology for determining 
the atmospheric lifetime of fluorocarbons, J. Geophys. Res .. 83, 
5493-5500,1978. 

Cunnold, D., M., R. G. Prinn, R. A. Rasmussen, P. G. Simmonds, F. 
N. Alyea, C. A. Cardelino, and A. J. Crawford, The Atmospheric 
Lifetime Experiment, 4,: Results for CFzOz based on 3 years data, 
J. Geoph}'s. Res., this issue. 

DeLuisi, 1. J .. Geophysical monitoring for climatic change, Summary 
report 1980, Air Resources Lab., Boulder, Colo., December 1981. 

Department of Environment, Chlorofluorocarbons and their effect on 
stratospheric ozone, Second report, Pollur. Pap. 15, Central Direc
torate on Environ. Poilu!., Her Majesty's Stationery Office, 
London, 1979. 

Fabian, P., R. Borchers, K. W. Weiler. U. Schmidt, A. Volz, D. H. 
Ehhalt, W. Seiler, and F. Muller, Simultaneously measured vertical 
profiles of Hz, CH., CO, NzO, CFCI J , and CFzOz in the mid
latitude stratosphere and troposphere, J. Geophys. Res., 84, 3149-
3154,1979. 

Frederick, J., and J. Mentall, Solar irradiance in the stratosphere: 
Implications for the Herzberg continuum absorption of Oz, Geo
ph)'s. Res. Lerr., 9,461-464,1982. 

Gelb, A., Applied Optimal Esrimarion, M.I.T. Press, Cambridge, Mass., 
1974. 

Goldan, P. D., W. C. Kuster, D. L. Albritton, and A. L. Schmeltekopf, 
Stratospheric CFCI), CFzOz, and NzD height profile measure
ments at several latitudes, J. Geoph}'s. Res., 85, 412-423, 1980. 

Golombeck, A., A global three-dimensional model of the circulation 
and chemistry of long-lived atmospheric species, Ph.D. Thesis, 
Mass. Ins!. orTech., Cambridge, 1982. 

Heidt, L. E., R. Lueb, W. Pollack, and D. H. Ehhalt, Stratospheric 
profiles of CCI)F and CClzFz, Geophys. Res. Leu., 2, 445-447, 
1975. 

Jesson, J., P. Meakin, and L. Glasgow, The fluorocarbon-ozone 
theory, 2, Tropospheric lifetimes: An estimate of the tropospheric 
lifetime of CFCI), Armos. Environ .. 11,449-508, 1977. 

Ko, M. K. W., and N. D. Sze, A 2-D model calculation of atmospher
ic lifetimes for NzO, CFC-ll, and CFC-12. Narure, 297,317-319, 
1982. 

Lovelock, J. E., R. J. Maggs, and R. J. Wade, Halogenated hydro
carbons in and over the Atlantic, Narure, 241,194-196,1973. 

Lorenz, E., An N-cycle time-differencing scheme for stepwise numeri
cal integration, Mon. Wear her Ret'., 99, 644-648, 1971. 

McCarthy, R. L., F. A. Bower, and J. P. Jesson, The fluorocarbon
ozone theory, I, Production and release: World production and 
release of CCI)F and CClzF z (fluorocarbons II and 12) through 
1975, Armos. Em·iron., 2, 491-497,1977. 

Molina, M. J., and F. S. Rowland, Stratospheric sink for chlor
ofluoromethanes: Chlorine catalysed destruction of ozone, Narure, 
249,810-812,1974a. 

Molina, M. J., and F. S. Rowland, Predicted present stratospheric 
abundances of chlorine species from photodissociation of carbon 
tetrachloride, Geophys. Res. Lerr., I, 309-312, 1974b. 

National Academy of Sciences, Causes and effects of stratospheric 
ozone reduction: An update, Washington. D. c., 1982. 

NASA, The stratosphere: Present and Future, NASA Ref Publ. 1049, 
1979. 

Newell, R. E., D. G. Vincent, and 1. W. Kidson, Interhemispheric 
mass exchange from meteorological and trace substance observa
tions, Tellus 21, 641-647,1969. 

Owens, A. I., 1. M. Steed, C. Miller, D. L. Filkin, and 1. P. Jesson, The 
atmospheric lifetimes of CFC II and CFC 12, Geoph.\"s. Res. Lerr., 
9, 700-703, 1982. 

Parzen, E., An approach to empirical time series analysis, Radio Sci. 
J. Res., 68D, 551-565,1964. 

Prinn, R. G., P. G. Simmonds, R. A. Rasmussen, R. D. Rosen, F. N. 
Alyea, C. A. Cardelino, A. J. Crawford, D. M. Cunnold, P. 1. 
Fraser, and J. E. Lovelock, The Atmospheric Lifetime Experiment, 
I, Introduction, instrumentation and overview, J. Geophys. Res., 
this issue (a). 

Prinn, R. G., R. A. Rasmussen, P. G. Simmonds, F. N. Alyea, D. M. 
Cunnold, B. Lane. A. J. Crawford, and C. Cardelino, The Atmo
spheric Lifetime Experiment, 5, Results for CH)CCl) based on 3 
years of data, J. Geoph}'s. Res., this issue (b). 

Ramanathan, v., Greenhouse effect due to chlorofluorocarbons: Cli
matic implicaiions, Science, 190, SO-52, 1975. 

Rasmussen, R. A., and J. Krasnec, Interhemispheric survey of minor 
upper atmospheric constituents during October-November 1976, 
NASA TMX-73630, 1977. 

Rasmussen, R. A., and J. E. Lovelock, The Atmospheric Lifetime 
Experiment, 2, Calibration, J. Geophys. Res., this issue. 

Rasmussen, R. A., D. Pierotti, and J. Krasnec, Cruise report of the 
Alpha Helix, Washington State Univ., Pullman, 1977. 

Simmonds, P. G., F. N. Alyea, D. M. Cunnold, J. E. Lovelock, R. G. 
Prinn, R. A. Rasmussen, B. C. Lane, C. A. Cardelino, and A. J. 
Crawford, The Atmospheric Lifetime Experiment, 6, Results for 
CCl. based on 3 years of data, J. Geophys. Res., this issue. 

Stolarski, R. S., and R. J. Cicerone, Stratospheric chlorine: A possible 
sink for ozone, Can. J. Chern .. 52, 1610-1615, 1974. 

Sze, N. D., and M. F. Wu, Measurements of fluorocarbons II and 12 
and model validation: An assessment, Armos. Em'lron., 10. 1117-
1125,1976. 

Wilkniss, P. E~ 1. W. Swinnerton. R. A. Lamontagne, and D. J. Bress
on, Trichlorofluoromethane in the troposphere, distnbution and 
increase, 1971 to 1974, Science, 187,832-834,1975. 

World Meteorological Organization, The stratosphere 1981, Theory 



8400 CUNNOLD ET AL.: ALE METHODOLOGY AND ApPLICATION TO CFCIJ 

and measurements, WMO Global Ozone Res. and Monit. Proj. Rep. 
11. Geneva. Switzerland. 1982. 

F. N. Alyea. C. A. Cardelino, and D. M. Cunnold, School of Geo
physical Sciences, Georgia Institute of Technology, Atlanta, GA 
30332. 

A. J. Crawford and R. A. Rasmussen, Department of Environmen
tal Science, Oregon Graduate Center. Beaverton. OR 97005. 

P. J. Fraser. Division of Atmospheric Physics, CSIRO. Aspendale, 
Victoria, Australia. 

R. G. Prinn, Department of Meteorology and Physical Oceanogra
phy, Massachusetts Institute of Technology, Cambridge, MA 02139. 

R. D. Rosen. Atmospheric and Environmental Research, Inc., Cam
bridge. MA 02139. 

P. G. Simmonds. Department of Geochemistry. University of Bri
stol, Bristol. England. 

(Received July 12, 1982; 
revised March 29. 1983; 
accepted April 25. 1983.) 



• 
• 

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 88, NO. C13, PAGES 8401-8414, OCTOBER 20, 1983 

The Atmospheric Lifetime Experiment 
4. Results for CF2Ch Based on Three Years Data 

D. M. CUNNOLD,',2 R. G. PRINN.2
.
J R. A. RASMUSSEN,4 P. G. SIMMONDS.S F. N. ALYEA,'·1 

C. A. CARDELINO,'·2 AND A. J. CRAWFORD4 

Observations or dichlorodifluor~methaone obtained several times daily over the period July 1978 to 
June !981 at Adngole, Ireland (52 N, 10 W), Ragged Point. Barbados (l3°N. 59'WI. Point Matatula. 
Amencan Samoa (I4°S, 171°W>. and Cape Grim. Tasmania (41°S, 145°E). are reported. Observations 
at Cape Meares. Oregon (45°N. 124°W). are also given forthe period November 1980 to June 1981. On 
Ja~uary I, 1980, the average mixing ratio of di~hlorod!fluoromethane in the lower troposphere is 
eS~lmated to ha~e be~n 285 pptv and to have been mcreasmg at 6.()lk/year. The atmospheric lifetime of 
thiS compound IS estimated from this data by adjusting its destruction rate in a two-dimensional model 
of the atmosphere so as to provide the best fit to the observations. Assuming destruction of CF,CI. in 
the stratosphere only, !he Iife~im~ estimate .ror January I: 1?80. by the inventory technique is- 69-:t~ 
years. The trend techmque pnnclpally provides a lower hmlt to the lifetime of 81 years. The results 
suggest a need for further assessment of dichlorodifluoromethane release estimates. particularly those 
from the USSR and eastern EUrope. 

I. INTRODUCTION 

Measurements during the 19705 indicate that dichlorodi
fluoromethane (CF2Ch) is steadily accumulating in the atmo
sphere. This accumulation is not surprising since the atmo
spheric lifetime of dichlorodifluoromethane, owing to its 
only recognized sink (stratospheric photodissociation), is 
calculated by Golombeck [1982] to be about 222 years 
(currently) and by Owens et al. [1982] to be 120 years (at 
steady state). For reference in this paper we shall assume an 
intermediate value of 180 years to represent the lifetime on 
January I, 1980, resulting from stratospheric photodissocia
tion only. The major uncertainty in this figure is the result of 
uncertainties in the relevant absorption cross sections and in 
the transport of CF2Ch into and through the lower strato
sphere. Despite the observed accumulation, model calcula
tions indicate that current CF2Ch (and CFCI~) levels are not 
high enough to produce detectable effects on ozone [Penner. 
1982]. However, the very long lifetime, combined with 
current industrial release rates of CF2CI2, leads to the 
prediction that it could have marked effects on ozone by the 
end of this century [World Meteorological Organization, 
1982]. The magnitude of the ultimate effect depends upon 
many factors, including the future release rates of chloroflu
orocarbons into the atmosphere, the rate of chemical inter
actions involving certain radical species in the stratosphere 
and with other source gases whose concentrations are in
creasing (A. J. Owens et al.. unpublished manuscripts, 
1983), and the true (rather than theoretical) atmospheric 
lifetime of CF2CI2• 

Atmospheric observations of dichlorodifluoromethane 
during the 1970s have been fewer than for trichlorofluoro-
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methane. and while it has been obvious that dichlorodifluo
romethane has been accumulating in the atmosphere. precise 
experimental estimates of its lifetime have not been made. If 
dichlorodifluoromethane were to possess an additional sink 
comparable with its stratospheric photodissociation. its ulti
mate effect on atmospheric ozone would be reduced approxi
mately 50%. 

Cunnold et al. [1978] calculated that a network of four 
surface measurement sites around the world COUld. with 
three to four years of measurements. substantially reduce 
the uncertainties in then existing estimates of the CFCI) and. 
by implication, the CF2Ch lifetime. This study, moreover, 
emphasized that because the rate of increase of these two 
chlorofluorocarbons with time was changing during the late 
seventies, their temporal trends in the atmosphere could be 
used to deduce a lifetime. Furthermore. such a lifetime 
estimate substantially eliminated instrumental absolute cali
bration uncertainties and absolute errors in production and 
release that would alias results obtained by a direct analysis 
of the instantaneous atmospheric inventory of these chloro
fluorocarbons. 

On the basis of the above theoretical work. experimental 
measurements of CFCI), CF2Ch. CH)CCI). CCI., and N20 
were instigated and have been made almost continuously. at 
approximately 6-hour intervals. by using HP5840A gas chro
matographs at Adrigole, Ireland, Ragged Point. Barbados. 
Point Matatula, American Samoa, and Cape Grim. Tasma
nia. since July 1978 and at Cape Meares, Oregon, since 
January 1980. An overview of the experiment, which is 
known as the atmospheric lifetime experiment (ALE) is 
provided in Prinn et al. [this issue (a». The calibration 
techniques are discussed by Rasmussen and LOI'elock [this 
issue]. The technique for the simultaneous analysis of all the 
ALE data to determine species lifetimes and global circula
tion rates is described by Cunnold et al. [this issue) and 
applied specifically to CFCI). It is therefore recommended 
that this latter paper be consulted before the present paper. 
In this paper we first present the ALE results for the three 
year period July 1978 through June 1981 forthe chlorofluoro-
carbon CFl CI2 . The analysis of these results in terms of the 
industrial emission rates, global circulation, and atmospheric 
lifetime of CF2CI2 are then discussed in detail. 
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Fig. 1. CF2CI2 daily means (pptv) and standard deviations at Adrigole, Ireland (52°N, 100W) for the period July, 1978 
to June, 1981. Changes of the calibration gas tank are noted on the upper abscissae. 

Figures 1-5 show the daily CF2Ch data for the period July 
1978 to June 1981. The range of the (-4) measurements on 
each day is indicated by the error bars that correspond to 
one standard deviation. Each measurement has been cali
brated by direct comparison with the known concentration 
of CF2CI2 in the on site calibration tank and an absolute 

calibration factor of 0.95 [Rasmussen and Lovelock, this 
issue] has been applied to all the data. The chromatographic 
analysis of CF2Ci2 uses a Porasil column and an electron 
capture detector. 

The Adrigole, Ireland, CF2CI2 data (Figure I) contains the 
most gaps, primarily because of the elimination of pollution 
events that have been identified by correlated increases of 
CFCI), CF2Ch, and CH)CCI) and with elevated levels of 
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Fig. 2. CF2CI2 daily means (pptv) and standard deviations at Cape Meares, Oregon (45°N, 124°Wj for the period 
December. 1979 to June, 1981. Changes of the calibration gas tank are noted on the upper abscissae. 
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Fig. 3. CF2Ch daily means (pplv) and standard deviations at Ragged Point. Barbados (l3°N. 59"WI for the period 
July. 1978 to June. 1981. Changes of the calibration gas tank are noted on the upper abscissae. 

perchloroethylene. These events generally last for a few 
days. In the spring and summer of 1981. electrical supply 
problems occurred at Adrigole. which produced some gaps 
in the CF2CI2 record at that time. 

At all sites the precision' of the measurements appears to 
vary from time to time. A deterioration of instrumental 
precision is usually associated with the aging of components; 
sudden increases in precision. on the other hand. may be 
produced by a m~or overhaul of the instrument. Changes in 
precision are also associated with oCcasional decisions by 
the field investigators to report chromatogram peak heights 
instead of the usual machine-derived areas. The latter deci
sions are usually associated with a substantial degradation in 
the instrument's normal sensitivity and have usually been 
made to apply to extended periods of time rather than to 
isolated events. The. manual measurement of peak heights 
often results in Ii more precise. but not necessarily more 
accurate. estimate of the CF2CI2 concentration. 

The CF2CI2 record at Cape Meares covers only nine 
months because of contamination during the first nine 
months of operation at this site by a leaky air conditioner in 

the ALE building. As may be seen from the continuity of the 
data after October 1980 pollution events at Cape Meares. 
Oregon. are rare (only at Adrigole. Ireland. is the perchlor
oethylene level sufficiently high to provide an independent 
assessment of regional pollution). 

The CF2Ch record at Ragged Point. Barbados. is notewor
thy for the substantial day to day variability occurring in July 
through November of each year. This may. in part. be due to 
effects on the island's power supply resulting from the 
intense storms. including hurricanes. that occur at this time 
of year. There is. however. strong evidence. based on 
simultaneous decreases of CFClJ • CF2CI~. and CH~CCh, 
that southern hemisphere air is occasionally intruding into 
the northern hemisphere at this time of year. The instrument 
was out of operation in April 1979 because of difficulties in 
obtaining necessary supplies. 

The most severe problems associated with the electrical 
supply and with the remoteness. and therefore inaccessibil
ity. of the ALE sites have been experienced at Point 
Matatula. American Samoa. The instrument was burned out 
by surges in the electrical supply in October 1980 and 
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Fig. 4. CFzCl z daily means (pptv) and standard deviations at Point Matatula. American Samoa (I4°S. 171°W) for the 
period July. 1978 to June. 1981. Changes of the calibration gas tank are noted on the upper abscissae. 

January 1981; it did not return to full operation until May 
1981. A visual inspection of the CF2Ci2 record at Point 
Matatula suggests that there is a discontinuity in the record 
occurring on November 10, 1978. At that time the sample 
loop size was changed from 3 to 2 ml; we are, however, 
unaware of any reason why this should have produced such 
a discontinuity. However, the N20 record, which has been 
very stable since November 1978 and which is also obtained 
on the Porasil column, exhibited an anomalous trend during 
the first four months of operation. This suggests that the 
trend of CF2Ch from July to November 1978 may be 
anomalous. It is interesting to note that there often exists at 
Point Matatula as well as at all the other sites a characteristic 
"down then up" signature that is produced over the course 
of the week following a change of calibration tanks. 

Before discussing the data at Cape Grim, Tasmania, a note 
on the calibration tanks is necessary. The CF2Cl2 in the ALE 
calibration tanks was measured to a precision of 0.5% prior 
to shipment to the sites and (except for a few tanks that were 
inadvertently emptied during return shipment) again on 
return to Oregon. Some of these tanks have been rechecked 
for calibration and returned to the ALE sites, while others 

have been monitored occasionally in Oregon over the three
year period. In most cases, the calibrated value of the tanks 
has been found to be maintained to a precIsion of better than 
0.5% [Rasmussen and Lovelock, this issue]. Any discontin
uities in the ALE data record due to replacement of the 
calibration tank (indicated on the upper abscissae of the 
figures) should not generally, therefore, exceed approxi
mately 1%. Tank 084, which was used at Cape Grim, 
Tasmania between February and September 1980, however, 
showed a drift in CF2Ch of approximately 0.8 pptv/month 
over the period January 1980 to November 1981. a change 
far larger than that forariy other ALE tank. Because no 
reasonable assumption about the ca:Iibrated value of CF2Cb 
in this tank removed discontinuities in the ALE record, this 
period has been removed from the Cape Grim, Tasmania 
CF2Ch data. At Cape Grim, the- sample loop size on the 
Por-asH column was changed from 4' to03 ml on November 4, 
1978, and as at Point Matatula, a visual inspection of the 
record suggests the possible presence of a discontinuity 
associated with this change. During the period December 
1978 to January 1979, the air sample inlet valve became 
obviously contaminated, and this period has been removed 
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Fig. S. CF2CI1 daily means (pptv) and standard deviations at Cape Grim. Tasmania (41°5. 14soE) for the period July. 
1978 to June. 1981. Changes of the calibration gas tank are noted on the upper abscissae. 

from the record. Overall, however, we note that there 
appears to be. not unexpectedly, less variability of CF2Ch at 
Cape Grim, Tasmania, than at the other sites, which should 
result in a more precise estimate of the trend there. 

The data shown in Figures 1-5 has been processed to yield 
monthly means and standard deviations. The results are 
given in Table I. The analysis of the data to yield lifetimes is 
based on the data in Table 1. 

The optimal estimation code described in Cunnold el al. 
[this issue] has been used to determine the best fit empirical 
model to the monthly mean values derived from the data 
shown in Figures 1-5. The form of the empirical model used 
is 

In X' = a· + b· -- + d· --(1-18) (1-18)2 
I I I 12 I 12 

+ CI cos CI;) + SI sin CI~I) (I) 

where Xj is expressed in pptv and I is given in months with 
month I being July 1978. The data is thus being fitted with a 

linear trend, a curvature, and an annual cycle. Since the 
Cape Meares, Oregon, record contained only nine months of 
data, no attempt was made to model it. The analysis proce
dure provides maximum likelihood estimates of the above 
parameters, weighting each months' data by 

(2) 

where CTm is the standard deviation of the measurements 
during the month m, nm is the number of observations made 
during the month divided by 12 (to allow for a typical 
observed three-day correlation between the measurements). 
and CTO'2 is the variance of the residuals of the monthly mean 
observations relative to the empirical model (CTo2) (deter
mined a posteriori and given in Table 2) multiplied by a 
factor M. For CF2Ch, CTo2 is typically about twice CTm

2
/lIn .. 

The factor M was obtained. as described in Cunllold el al. 
[this issue], from an examination of the temporal autocovar
iance of the residuals and is intended to account for the effect 
of month to month autocorrelations on the uncertainty of 
~stimating a trend h j in the data. This factor produced 
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TABLE I. Monthly Averaged CF~CI~ Mixing Ratios)( (pptv). Their Standard Deviations am (pptv). and the Number of Measurements 
During Each Month (N) Determined From Measurements at the Five ALE Sites Over the Period July 1978 Through June 1981 

Cape Meares. Ragged Point. Point Matatula. Cape Grim. 

Month 

July 1978 
Aug. 1978 
Sept. 1978 
Oct. 1978 
Nov. 1978 
Dec. 1978 
Jan. 1979 
Feb. 1979 
March 1979 
April 1979 
Mav 1979 
Jun~ 1979 
July 1979 
Aug. 1979 
Sept. 1979 
Oct. 1979 
Nov. 1979 
Dec. 1979 
Jan. 1980 
Feb. 1980 
March 1980 
April 1980 
May 1980 
June 1980 
July 1980 
Aug. 1980 
Sept. 1980 
Oct. 1980 
Nov. 1980 
Dec. 1980 
Jan. 1981 
Feb. 1981 
March 1981 
April 1981 
May 1981 
June 1981 

Adrigole. Ireland 

)( 

273.7 
275.0 
274.9 
277.7 
277.5 
281.9 
285.1 
184.4 
283.7 
285.4 
289.7 
289.6 
292.7 
295.5 
295.4 
298.7 
305.1 
303.7 
300.7 
300.8 
304.8 
307.0 
309.8 
311.0 
3\3.3 
314.4 
315.1 
316.4 
318.1 
318.3 
319.8 
320.9 
321.0 
324.0 
324.1 
323.0 

7.1 
6.2 
5.7 
4.5 
5.4 
4.6 
4.7 
4.8 
4.9 
4.6 
5.3 
4.9 
2.8 
3.4 
4.3 
4.4 
5.5 
3.7 
2.9 
3.2 
3.1 
2.6 
2.9 
4.6 
3.3 
4.1 
3.2 
2.6 
2.4 
2.7 
3.7 
3.9 
2.8 
3.4 
3.5 
3.0 

N )( 
235 
200 
214 
159 
107 
45 
76 
32 
69 
58 
86 
65 

107 
79 
74 
54 
68 
73 
46 
64 
75 
81 
45 
88 
91 
88 
83 
84 
61 314.0 
54 3\3.2 
95 314.6 
50 315.8 
80 316.4 
45 317.1 
75 318.4 
61 319.9 

Oregon 

2.6 
2.8 
3.1 

.4.6 
2.6 
1.8 
2.0 
2.1 

N 

106 
97 

127 
95 

112 
106 
96 

107 

J( 

269.0 
270.2 
268.5 
169.4 
268.2 
273.4 
276.7 
275.1 
276.8 
280.0 
280.3 
280.2 
283.7 
287.7 
285.9 
286.6 
286.2 
287.5 
288.8 
289.7 
292.6 
293.1 
294.2 
298.2 
301.2 
302.3 
303.0 
304.4 
305.9 
307.1 
307.9 
308.7 
305.2 
308.8 
310.3 
310.3 

Barbados American Samoa 

a", N 

2.9 124 241.7 2.3 42 
4.2 102 243.1 2.9 80 
5.3 132 247.9 2.0 98 
3.9 84 251.3 2.5 68 
3.8 79 256.8 4.2 84 
2.0 104 260.1 2.9 48 
2.7 88 264.2 1.1 20 
2.6 86 264.7 2.0 98 
2.4 74 265.9 2.2 119 

.2 4 266.9 2.2 108 
1.9 76 265.3 1.7 105 
1.9 42 265.1 t.2 114 
3.8 77 265.9 1.3 116 
2.9 99 268.5 2.1 113 
4.7 107 268.5 1.9 116 
3.8 101 270.7 2.2 116 
3.3 76 272.1 1.9 122 
1.7 105 :173.6 2.8 102 
2.3 109 278.6 1.9 91 
:U 90 279.3 2.2 III 
1.7 89 281.0 2.0 112 
1.9 83 282.7 2.1 93 
2.1 105 284.0 2.0 101 
t.5 97 284.7 1.1 82 
2.6 97 286.3 1.2 110 
1.8 5 I 287.5 1.3 93 
5.2 89 288.8 1.7 78 
4.0 31 284.5 1.6 \3 
2.3 87 289.7 1.4 54 
2.8 78 191.8 2.6 96 
1.6 92 293.3 2.3 36 
2.2 79 
1.6 76 
2.8 71 
2.5 72 296.2 3.4 83 
1.7 86 197.2 3.9 100 

)( 

241.9 
243.0 
245.8 
247.6 
253.1 
252.9 
256.0 
256.7 
257.6 
258.9 
260.7 
262.2 
263.0 
264.7 
266.0 
266.1 
267.3 
267.8 
268.9 

284.0 
284.1 
285.9 
286.4 
287.6 
286.7 
289.0 
29Q.6 
292.4 
294.1 

Tasmania 

(1'", 

1.2 
3.0 
1.8 
1.7 
1.2 
1.3 
1.4 
1.6 
1.4 
1.5 
1.1 
1.6 
1.5 
1.2 
1.3 
1.3 
1.0 
.9 

1.0 

2.2 
1.0 
1.7 
1.1 
1.2 
1.3 
1.6 
1.1 
1.9 
1.3 

N 

54 
86 
65 
50 
66 
43 
50 
98 

112 
110 
104 
97 
92 

108 
89 

100 
103 
79 
94 

52 
46 

102 
76 
51 
41 
91 
61 
84 
68 

The ALE measured values have all been converted to mixing ratios by multiplication by the absolute calibration factor ~ = 0.95. 

increases of approximately 50% in the uncertainty limits for 
Point Matatula. American Samoa. and Cape Grim. Tasma
nia. an increase of approximately 20% at Ragged PQint. 
Barbados. and no increase at Adrigole. Ireland. 

The resulting empiricaJ"modeJ coefficients and their esti
mated (I a) uncertainty limits are given in Table 2. The mean 
concentrations of CF2CI2 at each site (and hence the latitudi
nal gradients) and the linear trends are apparently precisely 
determined by the ALE data set. The annual cycle is 
apparently weak (as it is for the other ALE species) except at 
Point Matatula. American Samoa; its amplitude and phase 
there is reasonably consistent with that observed for CFCI). 
The curvatures of the trends are fairly well define.d and. as 
we shall see. are in the direction of. but are of larger 
magnitude than is to be expected from the atmospheric 
release data. The empirical model fit indicates_ that we 

should expect to give significantly less weight to the data 
from Point Matatula than to other sites in determining the 
atmospheric lifetime of CF!Clz since the trend is less pre
cisely determined there. 

In the processing of the data to obtam lifetimes. the data 
from Adrigole. Ireland. and Cape M~res. Oregon. was 
combined (optimally. each site receiving;weight (u",2/n",)-I) 

into a single time series in order to avoid overweighting mid
latitudes of the northern hemisphere. If this time series is 
processed with the empirical model estimation procedure. 
we obtain Q; = 5.709. h; = 0.060. and a residual variance of 
25 x 10-6 • Thus. despite the limited nature of the Cape 
Meares. Oregon. data. it has a discernable effect on the trend 
deduced at northern hemisphere mid-latitudes. From Table 
I. this effect is evidently produced because Cape Meares 
possesses a mixing ratio of CF~CI2 that is typically about 5 

TABLE 2. Empirical Model Fit (Equation (I)) to Three Years ofCF~CI~ Mixing Ratio Data 

Site 

Adrigole. Ireland 
Ragged Point, Barbados 
Point Matatula. American Samoa 
Cape Grim. Tasmania 

5.708 :t 0.002 
5.669:t 0.002 
5.622 :t 0.003 
5.600 :t 0.003 

0.063 :t 0.002 
. 0.055 £0.002 

0.064 :t 0.003 
0.063 :t 0.002 

di 

-0.008 :t .002 
-0.002 :t .002 
-0.011 :t '()04 
-0.007 :t .003 

Ci 

-0.001 :t 0.002 
0.001 :t 0.002 

-0.003 :t 0.003 
0.000 :t 0.002 

5, 

0.003 :t 0.002 
0,004 :t 0.002 

-0.010 :t 0.003 
-0.001 :t 0.002 

Variance of 
Residuals 
(ao~ x 10") 

27 
35 
60 
29 
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TABLE 3. World Production and Release of CFzCi z in Million KilogramsfYear (From Chemical 
Manufacturers Association [1982]) 

Annual Annual 
Year Production Release 

1970 336.8 313.4 
1971 360.5 337.5 
1972 401.7 368.3 
1973 447.4 408.1 
1974 473.5 443.5 
1975 418.5 434.6 
1976 455.6 425.9 
1977 434.9 410.3 
1978 433.2 384.9 
1979 428.8 388.4 
1980 433.4 392.5 
1981 449.2 412.2 

pptv lower than that at Adrigole, Ireland (during November. 
1980. to June, 1981). It seems premature to interpret this 
difference as corresponding to real differences in atmospher
ic CF2Cb concentrations because such a difference has 
existed between almost simultaneous. but relatively inde
pendent, measurements ofCFCI3 at one site [Cunnold et al., 
this issue]. While it is unclear which site is providing the 
more realistic estimate of the northern hemisphere mid
latitude mixing ratio, it is interesting to note that the trend 
obtained at Adrigole alone is anomalously high relative to 
the other ALE sites and that there is no significant difference 
between the CFCh mixing ratios at Adrigole and Cape 
Meares [Cunnold et al., this issue]. 

Processing the data at northern hemisphere mid-latitudes 
as a single time series allows an estimate of the mixing ratio 
of CF2Ch and its temporal trend in the lower troposphere to 
be made. On January I, 1980., the annually averaged ratios 
and trends derived from the empirical model were 30.2 pptv 
and 17.8 pptv!year at Adrigole and Cape Meares, respective
ly, 290 pptv and 16.0. pptv!year at Ragged Point. 277 pptv and 
17.5 pptv!year at Point Matatula, and 271 pptv and 16.9 
pptv!year at Cape Grim. Using an (unweighted) average of 
the data in the four latitudinal subdivisions of the globe, we 
find that in the lower troposphere the mixing ratio of CF2Ch 
was 285 pptv. and it is calculated to have been increasing at 
17.1 pptv (6.0%) per annum at that time. 

3. DICHLORODIFLUOROMETHANE EMISSIONS 

For the annual global emission rates of CF2Ch we use the 
latest estimates by the Chemical Manufacturers Association 
for the period 1931-1981 [Chemical Manufacturers Associa
t;on, 1982] (see Table 3). As discussed by Cunnold el al. [this 
issue], these latter estimates constitute an update of some 
earlier estimates that had incorporated certain invalid as
sumptions [Chemical Manufacturers Association, 1981]. In 
particular, production in eastern Europe and the USSR after 
1975 had been underestimated. emission of CF2Ch during 
manufacture amounting to 2.5% of production had been 
ignored, and the use of CF2Cb in hermetically versus non
hermetically sealed refrigeration had been seriously -()VereS
timated. We shall use the Chemical Manufacturers Associa
tion (CMA) 1982 data in ouranalysis but computations using 
the CMA 1981 data will also be presented. 

The fractions f of the annual global emission of CF2Ch 
that occur in each semi-hemisphere are computed in the 
manner discussed by Cunnold et al. [this issue] for CFCI). 

Accumulated Accumulated 
Production Release 

3015.5 2691.1 
3376.0 3028.6 
3777.7 3396.9 
4225.0 3805.1 
4698.5 4248.6 
5117.0 4683.1 
5572.6 5109.1 
6007.6 5519.4 
6440.7 5904.2 
6869.6 6292.6 
7303.0 6685.1 
7752.2 7097.4 

Average f values calculated from available data for the five 
year period 1976-1980. are 0..789, 0..141. 0..0.38. and 0..0.32 in 
the 9OoN-3QoN, 3QoN-O°, OO_3QoS, and 3Q°S-90oS regions, 
respectively. We assume these average f values are valid for 
the ten year period July I, 1971. to June 30.. 1981. Prior to 
July I, 1971. we assume that CF1Ch emissions are confined 
tQ the 9OoN-30oN sector. 

4. TREND ESTIMATE OF LIFETIME 

The algorithm used to derive the atmospheric lifetime of 
CF2Ch is described in Cunnold et al. [this issue]. It consists 
of a two-dimensional model of the atmosphere in which the 
atmospheric lifetime of CF2CI2• together with an absolute 
calibration factor and a global transport factor, are varied so 
as to provide calculated mixing ratios and temporal trends at 
the ALE sites that best simulate the observations. The use of 
an absolute calibration factor as an unknown forces the 
algorithm to base its estimate of lifetime on the temporal 
trends in CF2CI2. A global transport factor F is estimated so 
as to provide the best possible simulation of the latitudinal 
distribution of CF2CI2 (and simultaneously CFCI3 and to a 
lesser extent of CH3CCI3 [see Cunnold et al .. this issue: 
Prinn et al .• this issue (b)]). In essence, we are assuming that 
the best simulation of the latitudinal distribution of these 
halocarbons will provide the most accurate prediction of the 
temporal trends at each ALE site. However. as will be 
indicated in section 5. the model does not simulate the 
observed seasonal variations in CF2CI2 very well. Although 
it is. in prinCiple. possible to determine transport coefficients 
that provide a better simulation of the (weak) annual cycles 
at each site (and this is under investigation). for the purpose 
of this paper we have filtered the calculated. unrealistically 
strong annual cycles out of the two-dimensional model 
results by using a twelve-month running mean filter. This 
should result in a more stable estimate of the lifetime at each 
site as a function of time. 

In the calculation of lifetimes. the partial derivatives given 
in Table 4 were used, and since the lifetime is very long. the 
partial derivatives corresponding to a variation in the strato-

. spheric lifetime T. were selected. Since a(/nx)!aO/T) is differ
ent at each site. there would be a tendency for the algorithm 
to adjust the lifetime in response to an imprecise simulation 
of the mean latitudinal distribution of CF~CI2' We believe, 
however. that such an imprecision would most likely be 
related to inadequacies in either the model's description of 
transport or the latitudinal distribution of release. Therefore. 
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TABLE 4. Sensitivity of CF~CI~ Partial Derivatives [illnxlil(l!r)] and (dldr)[ill'IX1il(IIT)]. to Two-Dimensional Model Parameter 
Variations for January I. 1980 

Parameter 

illnX/i/(I/T). Years dldr [illnxlil(IIT)) Varied in 
T. T,. T,. t" Calculating 

Years Years Years Years F Box I Box 3 Box 5 Box 7 Box I Box 3 Box 5 Box 7 Derivatives Release Scenario 

169 50 296 4 2 -8.92 -9.20 -9.74 -9.80 -0.39 -0.39 -0.41 -0.40 T, CMA 1982 latitudinally 
distributed 

192 29 10' 4 2 -5.46 -5.62 -6.00 -6.40 -0.37 -0.37 -0.38 -0.38 ~. CMA 1982 latitudinally 
distributed 

Here T. T,. and T, represent the atmospheric. the stratospheric. and the tropospheric lifetimes. respectively. of CF~Cll' Boxes 1.3.5. and 7 
designate the lower troposphere (500-1000 mb) in the 9OoN-30oN. 30o N-O°. 00-300S. and 300S-900S regions. respectively. 

the mean O(/nx)/iJ(llT) and (dldr)(alnx1a(l/r» were used at all 
the ALE sites (= -5.8 and -0.37 on January 1. 1980). 

The three-year data set was first processed separately for 
each site (except the two northern hemisphere mid-latitude 
sites that were combined) by fixing F == 1.6 and estimating 
the absolute calibration factor and the lifetime from that 
site's data alone. It should be noted that the results obtained 
are only approximately correct because they were obtained 
by using those two-dimensional model results that provided 
the best simulation of all the ALE data and then by using the 
partial derivatives to provide an estimate of the lifetime, 
which would produce a calculated trend equal to that ob
served at an individual site. Fortunately, the relevant deriva
tive. (dldr)(alnxa(lIT» is insensitive to variations in the 
CF~Ch lifetime (this is demonstrated for CFCl l in Table 2 of 
Cunnold el al. [this issue)). 

Site by site estimates of the lifetime are given in Table 5. 
The trend at Ragged Point, Barbados. suggests a compara
tively short lifetime. while that at Point Matatula. American 
Samoa, indicates-an excessively long lifetime. The scatter of 
the lifetime results may be understood through an examina
tion of the residuals given by the measured divided by the 
calculated mixing ratios. Figure 6. which is based upon the 
model calculation that gave the best fit to the trend in all the 
CF!Cl~ data. indicates that data from Point Matatula during 
the first year and data from Cape Grim. Tasmania. during the 
first four months of operation (when a different sample loop 
was used) may be inconsistent with the data obtained during 
the remainder of the three-year period. If the data for these 
periods are ignored, reciprocal lifetimes of 0.0021 and 0.0054 
years- I are obtained at Point Matatula and Cape Grim. 
respectively. It. therefore, seems reasonable to give signifi
cantly less weight to these two sites in the global estimation 
of lifetime and, as indicated in Table 5, the optimal estima
tion algorithm provides a plausible distribution of weights. 
(A preliminary examination of an additional six months of 
ALE data confirms that the lifetime derived from the 3-year 
data set at Point Matatula and Cape Grim is too long and that 
even the reduced weighting given to these stations in the 

optimal code may be producing too long a global lifetime.) 
The weights used in the optimal estimation algorithm are 

similar to those used in fitting an empirical model to the data 
(see-equation (2». They account for the short (::;; 1-2 years) 
temporal autocorrelations in the data but result in an unbi
ased combined (5 site) lifetime estimate if. for example, a 
particular site is providing a trend produced by real climato
logical changes not being simulated by the two-dimensional 
model (because the anomalous long-term trend at this site 
would not be included in its weighting factor). 

Simultaneous processing of the CF2CI2 data at the five 
ALE sites yields the (trend) estimates of lifetime given in 
Table 6. The optimal estimate of inverse lifetime for the 
three-year period equal to 0.0013 years- I is preferred over 
the value 0.0005 years- I (although these estimates are not 
significantly different) because of the uncertainties in the 
Point Matatula and Cape Grim data for the first year of 
operation. The results indicate. however, that there are 
sources of "noise" in addition to those accounted for by the 
values of if (equation (2». For example. Table 5 indicates 
that there are site to site differences in the lifetime estimates 
that are not accounted for by the uncertainty limits assigned 
to the individual lifetime estimates. For CFCl l these differ
ences appear to be instrumentally induced because they also 
existed between independent measurements at the same site 
[Cunnold et al., this issue]. The estimates for the first and 
third years of operation in Table 6 should also be noted, 
however. They suggest (because of the site to site consisten
cy) that the atmospheric release during the first year is being 
underestimated. while that for the third year is being overes
timated. In order for our uncertainty limits to reflect these 
additional sources of potential error, we shail assume, for 
mathematical convenience. that the overall uncertainties at 
each site are in direct proportion to the uncertainties given in 
Table 5. All the optimally obtained uncertainty limits should 
then be multiplied by a constant factor that may be estimated 
by applying the student's t test to the results given in Table 
6. To account for the site to site differences in the lifetime 
estimate, the uncertainty limits would have to be increased 

TABLE 5. CF2CI~ Reciprocal Lifetime Estimates Derived From the Trend at Each ALE Site 

Site 
Reciprocal Life

time (Years). :t I u 
Lifetime 

(Years), :tlu 

Approximate Weight 
Given to Station in 

Optimal Code 

Adrigole, Ireland/Cape 
Meares. Oregon 

Ragged Point. Barbados 
Point Matatula, American Samoa 
Cape Grim. Tasmania 

0.0041 :t 0.0036 

0.0117 :t 0.0043 
-0.0105 :t 0.0071 
-0.0034 :t 0.0044 1000- '" 

0.4 

0.25 
0.1 
0.25 
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Fig. 6. CF2C12 residuals with respect to a two-dimensional model 
calculation with lifetime 769 years on January I, 1980 (the trend best 
fit model). Residuals are given as the natural log. of the ratio of the 
observed to the calculated mixing ratio. 

by a factor of approximately 2. However, to account for the 
year to year differences in the lifetime estimate given in 
Table 6, a factor of approximately 4 is indicated. This implies 
a reciprocal lifetime with uncertainty limits of 0.0013 ± 
0.0090. The trend estimate of the CF2Ch lifetime appropriate 
to January I, 1980, is then 769 years with lower and upper 
limits of 97 years and :c. 

5. THE LIFETIME DETERMINED BY THE ATMOSPHERIC 

INVENTORY TECHNIQUE 

As for CFCI) [Cunnold et al., this issue], it is argued that 
the two-dimensional model provides a realistic simulation of 
the global distribution of CF2Ch in the atmosphere to the 
extent that it is known and that the two-dimensional model 
provides a way to extrapolate the surface observations in 
ALE into an atmospheric inventory of CF2CI2• 

In the lower troposphere (the region below 500 mb in the 
mode!), the globally averaged mixing ratio is estimated to be 
equal to the average of the ALE measurements from each 

TABLE 6. CF2CI2 Reciprocal Lifetime Estimates (years-I) for 
January I. 1980. as Function of Time Obtained by Giving Equal 
Weight to and by Optimally Combining the Lifetime Estimates at 

Time Period 
(MonthlY ear) 

July 1978-June 1979 
July 1980-June 1981 
July 1978-June 1980 
July 1979-June 1981 
July 1978-June 1981 

the ALE Sites 

Optimal Combi
nation 

-0.0376 = 0.0122 
0.0770 = 0.0111 

-0.0170 :t 0.0044 
0.0170:t 0.0039 
0.0013 :t 0.0022 

Avt"rage 

-0.0456 = 0.0290 
0.0584 = 0.0141 

-0.0147 = 0.0109 
0.0125 = 0.0069 
0.0005 = 0.0048 

semi-hemisphere. In support of this estimate andtofacilitate 
comparison with non-ALE measurements of CF2CI2, it is 
useful to represent the two-dimensional model predictions in 
the empirical model form: 

(
, - 18) (, - 18)2 (21Tt) 

InX = a + b -12- + d -12- + CI cos 12 
-

+ C2 cos -- + SI sin -- + s, cos --(41T1) (21T') (41Tt) 
12 12 - 12 

(3) 

Here it is meaningful to seek both annual and semi-annual 
variations in the relatively smooth two-dimensional model 
results. The coefficients of this series for the period July 1978 
to June 1981 are given in Table 7 with , = I (month) 
corresponding to July 1978. 

A comparison of Table 7 against Table 2 indicates that the 
mean latitudinal distribution of CF2CI2 (coefficient a) is very 
well simulated by the two-dimensional model (with a trans
port factor F equal to 1.6), and although the seasonal 
variation at Point Matatula is acceptably simulated, the 
seasonal variation at Ragged Point is not. Because of the 
overprediction of the seasonal cycle at Ragged Point, Barba
dos, the seasonal cycle was filtered out of the ~wo-dimen
sional model before processing the ALE results to obtain the 
lifetime, and an investigation of how to improve the simula
tion of the Ragged Point results has begun. It may also be 
noted that the simulation of the curvature terms (d) is poor. 
and this is reflected in the time dependence of the lifetime 
estimates given in Table 6. 

Table 8 contains a comparison of the two-dimensional 
model predictions, which provide the best simulation of the 
temporal trends observed in the ALE, to latitudinal distribu
tions observed by Rasmussen et at. and by the NOAA 
QMCC network of stations [DeLuisi. 1981]. In this compari
son, the seasonal variations in the lower troposphere have 
been removed from the two-dimensional model results and 
the seasonal variations observed at the ALE sites have been 
added. It may first be noted that the calculated mixing ratios 

TABLE 7. Empirical Model Fit (Equation (3» to the Two-Dimensional Model Calculations That 
Provide the Best Fit to the Measured Trends 

Box In -'a, 
Number a b d CI Cz II 12 pptv 

I 5.775 0.056 -0.000 0.002 0.000 0.005 0.002 322.1 
3 5.744 0.058 -0.001 -0.006 0.003 -0.010 -0.003 31:!.3 
5 5.688 0.060 -0.002 -0.003 -0.003 0.006 0.000 295.3 
7 5.681 0.061 -0.002 0.001 -0.001 0.002 0.000 293.2 

Boxes 1,3,5, and 7 refer to the lower troposphere at northern hemisphere mid-latitudes and tropical 
latitudes and at southern hemisphere tropical and mid-latitudes, respectively. 
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TABLE 8. Comparison Between Best <Trend) Fit Two-Dimensional Model Calculations and Non-ALE Observations 

Box I Box 3 

Mean Reported Mea- Calculated Mixing Mean Reported Mea- Calculated Mixing 
Date of Measurement surement. pptv Ratio surement. pptv Ratio 

March 1976 214 241 
Ian. 1978 280 289 
Sept. 1978 2% 301 295 291 
Ian. I. 1980 302 324 290 313 

Box 2 Box 4 

Mean Reported Mea- Calculated Mixing Mean Reported Mea- Calculated Mixing 
Date of Measurement surement. pptv Ratio surement. pptv Ratio 

June 1976 228 253 221 247 
Fall 1976 226 253 

Lateral boundaries of the boxes lie at 900 N. 300 N. 00
• 30·5 and 900 5. Vertical boundaries lie at 1000 mb. 500 mb. and 200 mb. The predicted 

concentrations for an atmospheric lifetime of CF~CI~ of 180 years may be estimated by decreasing the values given b¥.2'7c. 

exceed those measured in the ALE and all the other pro
grams (indicating that the inventory lifetime is shorter than 
the trend lifetime). Second. it should be noted that Dr. 
Rasmussen's calibration standards have been widely used in 
the past but only in the ALE program has a factor of 0.95 
been applied to the measurements to obtain absolute concen
trations. Of more relevance for this paper, however. is the 
model's ability to simulate observed latitudinal variations. 
and here the agreement is regarded as acceptable. The 
NOAA-GMCC data [DeLuisi. 1981]. moreover, indicates 
that during the ALE period of observation the mixing ratio at 
Niwot Ridge. Colorado (400 N latitude) was no more than 1% 
different (lower) than that at Point Barrow. Alaska (70° 
latitude). ALE data also suggest that the 30aN to 900 N region 
is relatively uniformly mixed for CF2CI2 since Adrigole. 
Ireland. typically exhibits not more than 2% more CF2CIJ 

than Cape Meares. Oregon. It is, therefore, concluded that 
the two-dimensional model is providing a realistic simulation 
of the latitudinal distribution of CF2CI2. Moreover, since the 
observed northern hemisphere to southern hemisphere mid
latitude difference is only 11%, the two-dimensional model 
estimate of the mean CF2CI~ content in the lower tropo
sphere probably possesses a precision of approximately 1% 
(10'). 

In the upper troposphere, Table 8 suggests that the two
dimensional model overpredicts the observed gradient. 
Tests indicate that the calculated gradient may be reduced 
by adjusting the transport rate and, in particular. by decreas
ing the vertical transport rate. The model, however, indi
cates that the average mixing ratio in the upper troposphere 
is approximately 99% of that in the lower troposphere. Since 
it is unlikely that the average mixing ratio in the upper 
troposphere exceeds the average mixing ratio in the lower 
troposphere. and the observations suggest 99% may be an 
underestimate of the ratio, the model calculations are as
sumed to be realistic for inventory purposes and we shall 
attach an uncertainty of 1% (I u) to the resulting inventory 
ratio for the two regions. 

An extensive series of stratospheric observations of 
CF2Cl2 have been reported by Goldan el al. [1980] (see also 
World Meteorological Organization [1982]). In their Figure 
16. Go/dan el al. [1980] showed that if the altitude profiles 
were referenced to altitude above the tropopause, the pro
files were relatively independent of latitude. On the basis of 
these observations, which were made in 1976 through 1979, 

it is estimated that the average mixing ratio in the strato
sphere (using ptessure weighting) was 0.67 of that in the 
upper troposphere. Uncertainty limits on this ratio, obtained 
by regarding the envelope of the observations as providing 
:!:20' limits. are ±0.07 (10') with the principal uncertainty 
being the profile shape in the region from a few kilometers 
below, to a few kilometers above, the tropopause. Using an 
upper troposphere box to stratosphere box (350 mb to 100 
mb) transfer time Us) of four years, a ratio of 0.70 was 
obtained for 1977 in the two-dimensional model in good 
agreement with the ratio derived from observations. 

On January I, 1980. the two-dimensional model indicates 
that the globally averaged mixing ratio is 0.944 times that in 
the lower troposphere. On the basis of the uncertainty limits 
given in the preceding paragraphs, we conclude that the 
globally averaged mixing ratio of CF2CI2 may be obtained 
from the ALE data by multiplying the latitudinally-averaged 
value by the factor (10' error limits) 

(0.944 ± 0.02) 

In a three-dimensional chemical model that utilizes CMA 
1982 release rates. and stream functions, velocity potentials, 
and ozone concentrations from a recent run of the three
dimensional model of Cunno/d et al. [1975]. it has been 
calculated that on January I, 1981. this factor was approxi
mately 0.951 [Golombeck. 1982]. While this-factor lies within 
our assumed error limits, it suggests that our calculations 
may underestimate the atmospheric content of CF2Ch by 
approximately 1% and that a value of I. = 3 years may 
produce a more realistic simulation of atmospheric transport 
between the troposphere and stratosphere. -

The algorithm used to derive the trend lifetime indicated 
that the deduced CF2CI2 lifetime of 769 years results in an 
overprediction of the mixing ratio in the lower troposphere 
(relative to observations) by 0.077 in Inx. The global CF2C12 
content on January I, 1980, was estimated from ALE data 
(applying the factor of 0.944 (jetc:rmined from the two
dimensional model) to have been 5780 x 106 kg which may 
be compared against the model inventory (for T = 769 years) 
of 6220 x 106 kg and the accumulated release prior to that 
time of 6293 x 1W kg. The lifetime estimated by the 
atmospheric inventory technique may be obtained by apply
ing the average value of the partial derivative. iJ(/nX)/a(l/T), 
given in Table 4, to the InX discrepancy of 0.077. The 
inventory estimate of the lifetime is shorter than that ob-
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of CF~CI~ in the Lower Troposphere <Boxes I. 3. 5. and 7) and in the Upper Troposphere (Boxes 2. 4. 6. and 8) 

Box 5 Box 7 

Mean Reported Mea- Calculated. Mixing Mean Reported Mea- Calculated. Mixing 
surement. pptv Ratio surement. pptv Ratio Reporter 

196 227 

273 270 
278 298 

Box 6 

244 

271 

Box 8 

258 

294 

RasmllHCIlCI al. [1977] 
Rasmll.Hcn 1'I al. [1981] 
DcLl/is; [1981] 
ALE 

Mean Reported Mea- Calculated. Mixing Mean Reported Mea- Calculated. Mixing 
surement. pplV Ratio surement. pptv Ratio Reporter 

217 231 

220 237 

tained by the trend technique and implies either a shorter 
stratospheric lifetime or a small tropospheric sink (or a 
combination thereon. Assuming destruction in the strato
sphere only. using a partial derivative of -5.8 years. a 
lifetime of 69 years on January I. 1980. is obtained. If, on the 
other hand, a stratospheric sink T, = 27 years is assumed 
Cbased on the calculations by Golombeck [I982) and Owens 
el al. [1982}J, T -I = 0.0056 years -I • the InX discrepancy to be 
interpreted as a tropospheric sink would be 0.052. Applying 
a partial derivative of -9.4 years to this discrepancy, a 
lifetime of [0.0056 + (0.052/9.4W I = 90 years is obtained 
(and a tropospheric lifetime T, "'" 150 years). 

6. DISCUSSION 

To specify completely the uncertainty limits on the trend 
and inventory lifetimes, uncertainties in release must be 
assessed and combined with the measurement uncertainties. 
In this section. upper and lower limits on the release 
uncertainties will first be discussed based on calculations 
with a release code similar to that used by McCarthy et al. 
[1977}. To convert these uncertainties to uncertainties in 
lifetime, additional calculations were performed with the 
two-dimensional model. In these calculations, all the trans
port parameters were usually fixed, and TJ was varied so as 
to obtain a match between the observed and calculated 
mixing ratios in the lower troposphere. It should be noted 
that this procedure resulted in some change in r, the strato
spheric to tropospheric mixing ratio mtio. which is poorly 
defined by observation. Generally, it was found that the 
partial derivative ainx1a(lIT) = -5.8 (see line 2 of Table 4) 
provided a good estimate of the change in the inventory 
lifetime. Changes in release may be interpreted in this way 
by noting that a change in the accumulated release (R).l:J.lnR. 
will produce a similar change in Inx. which must then be 
compensated for by a change in T.. The trend lifetime 
uncertainty may be derived from the change in IIR. wh(:re I 
is the average annual release for 1979 and 1980, and by using 
a(lfR)/a(l1T) = 0.3 years. 

The production ofCFlCh in the United States and Europe 
should be known very precisely since it is in the industries' 
interest to keep an accurate record of production. No 
allowance has, however. been made in the industry figures 
for production in the Peoples Republic of China. which 
might amount to 0.5% of world production (10'); moreover, 
the production in the USSR and eastern Europe after 1975 is 

212 228 

217 235 

Robinson and Hanch 
(1978] 

Ra.mlllssCII and Kras
nee [1977] 

relatively poorly defined. The CMA release estimate (1981) 
arbitrarily assumed a 3% growth in production in the USSR 
and eastern Europe since 1975. while the revised release 
scenario [Chemical Manufacturers Association. 1982] as
sumed an 187i growth rate. This substantial increase in the 
estimated release of CF~CI~ in eastern Europe is primarily 
based upon the startup of a plant with a capacity of 30 x 106 

kg/year in Volgograd (European Chemical News, Nov. 17. 
1980. p. 40). It is evident from the construction of this plant 
and of another that is not yet operational that the demand for 
fluorocarbons In eastern Europe and the USSR has been 
rising rapidly. We shall therefore assume that the 3lJf growth 
rate represents a lower limit (20') on the growth. This 
translates into a change in the accumulated pmduction of 
0.4% (I u) and a significant change in the trend of release. 
Some CF2CI2 is released during production and the CMA 
estimate of this loss (2.5lJf) is probably accurate to 0.57i 
(I u). In order to translate these uncertainties to uncertainties 
in lifetime. we shall make the assumption that the additional 
production during manufacture and in the Peoples Republic 
of China is added to the prompt release category. The 
uncertainty in production in the USSR and eastern Europe 
will be treated separately. 

In the prompt release category. which for CF~Ch primari
ly consists of aerosol propellant usage, a five to six month 
delay in release relative to production was assumed in the 
CMA estimates. We estimate that an uncertainty (I u) of one 
month is appropriate for this use category. In the second 
most important CF~CI~ release category-the use in non
hermetically sealed refrigeration and air conditioning-a 
release delay of four years relative to production was as
sumed in the CMA calculations. This delay is believed to be 
accurate to :t 0.5 years (CMA Fluorocarbon Panel. private 
communication. 1983). The CMA 1982 estimates are also 
based on a 3.5% to 96.5% split between usage in hermetically 
sealed and non-hermetically sealed containers versus an 
approximately 40/60 split used in CMA 1981. A one-sided 
error bar of 5% (10') allows for the fact that this split estimate 
is tentative and that the proportion of usage in domestic 

- refrigerators and freezers in the United States. on which it is 
based, may have been larger in the rest of the world than in 
the United States in recent years. McCarthy el al. [1977] 
estimates that CF2Ch in rigid foams has an escape time of six 
months; even if 25% of these foams were of the foamed in 
place variety (as for CFCI~). which results in an escape time 
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TABLE 9. Effect of Release Uncertainities on the CF2CI2 Reciprocal Lifetime Estimated by 
Using iJ(/nRJ/iJ(l1T) = 5.8 years and iJ(//RJ/iJ(l/T) = 0.3 years 

Increase 
in Accu-
mulated 
Release 
(R) to 

the end 
of 1979 

Release Scenario (x 106 kg) 

0.7% additional production/release +44 
released as in the prompt re-
lease category. 

One-month decrease (increase) in ±16 
prompt release category (versus 
5.5 months used in CMA 
1982). 

Uncertainty in production in east- ±27 
em Europe corresponding to a 
2(1 error equal to 3% growth 
since 1975 versus 18%. 

0.5 year decrease (increase) in de- ±60 
lay in release relative to produc-
tion for non-hermetically sealed 
use. 

8.5191.5 hermetic/non-hermetic -38 
split versus 3.5196.5 used in 
CMA 1982. 

Totals ±80 

of order 20 years, there would be negligible impact on the 
atmospheric lifetime estimates. This uncertainty is not. 
therefore, included in Table 9. 

The effect of the release uncertainties discussed above on 
the atmospheric lifetime is summarized in Table 9. For the 
trend estimate of lifetime. the unknown growth of produc
tion in the USSR and eastern Europe clearly represent a 
significant uncertainty. If the release uncertainty (0.006 
years-I) is combined with the uncertainty due to measure
ment errors of 0.009 years-I, the uncertainty in the recipro
cal lifetime is 0.011 years-I. For the deduced trend lifetime 
of 769 years, this gives a (Icr) uncertainty range of81 years to 
:le. If the stratospheric lifetime is fixed at 27 years (T- I = 
0.0056 years-I), the lower limit (lcr) on the lifetime resulting 
from stratospheric photodissociation and tropospheric de
struction is 

0.0056 + 0.0067 x -- = 84 years 
( 

0.375)-1 

0.398 

This would correspond to T, == 140 years. 
The uncertainty in the inventory estimate of the inverse 

lifetime is produced by the combination of an uncertainty of 
0.002 years -I in the reciprocal lifetime from release uncer
tainties (see Table 9), an uncertainty of 2% (- 0.02/5.8 = 
0.0034 years-I) in absolute calibration [Rasmussen and 
Lovelock, this issue] and the uncertainty in translating ALE 
measurements to .an atmospheric overburden. This last 
uncertainty consisted of a 1% uniform uncertainty in the 
mixing ratio throughout the atmosphere (giving 0.002 
years -I) together with an uncertainty in the stratospheric 
content produced in our model by uncertainties in I •. The 
effect of this uncertainty has been derived by determining 
the changes in I. and T .. which would produce a prescribed 
change in r (= 0.07) together with no change in the mixing 

Average 
Change in 
Annual re-

lease for the 
Period/Ac-

I1(1!T) In- cumulated 11{11T) 
ventory Release Trend 

Technique. 1979-1980. Technique. 
years-I 11(lIR) years-I 

+0.001 

±O.OOO ±0.0004 ±O.OOI 

±O.OOI ±0.0016 ±0.005 

±0.002 ±0.0004 ±O.OOI 

-0.001 -0.0002 -0.001 

±0.002 ±0.0017 ±0.006 

ratio in the lower troposphere (where the mixing ratio should 
equal that observed in the ALE). Combining the result of 
this last calculation (0.002 years-I) with the other uncertain
ties gives 0.005 years-I. This gives uncertainty limits (± 1cr) 
on the lifetime of CF2Ch resulting from destruction in the 
stratosphere only of 51 to 105 years. If the contribution to 
the atmospheric lifetime resulting from stratospheric de
struction is fixed at T. = 27 years, the atmospheric lifetime 
was calculated to be 90 years and the uncertainty limits may 
be obtained by using the partial derivative iJ(lnX)fiJ( 1fT) = 
-9.4 years in place of -5.8 years (see Table 4). This gives a 
reciprocal lifetime uncertainty of 0.005 x 5.819.4 = 0.003 
years-I and a (lcr) uncertainty range on the lifetime of71 and 
123 years. Using the two-dimensional model. this lifetime 
range corresponds to an uncertainty range for T, of approxi-
mately 100 to 360 years. .". 

Assuming destruction of CF 2Ch in the stratosphere only. 
the inverse lifetime derived by the trend technique (0.0013 ± 
0.0110 years-I) may be optimally combined with that from 
the inventory technique (0.0145 ± 0.0050 years-I) to give a 
maximum likelihood lifetime estimate for January I, 1980. of 
82 years. In contrast to the results for CFCI3 rCunnold el al., 
this issue], the inventory technique is giving the more 

. precise estimate oflifetime for the three year data set. This is 
the result of a greater than expected accuracy of the inven
tory technique rather than of unexpectedly poor accuracy in 
the trend technique. Moreover, the fact that the Icruncer
tainty limits barely overlap suggests a need for further 
investigation of the uncertainties. For the trend technique, 
the principal uncertainties are produced by the (im)precision 
of the trend estimate from three years of data and by a 
tendency of the data to Imply a larger (and smaller) than 
estimated release in the first (and last) years of operation of 
the ALE network. For the inventory technique. the principal 
uncertainty arises from absolute calibration. and here we 
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note that independently calibrated measurements in the 
North Atlantic by Bullister and Weiss [1983] exhibit 1.5% 
higher concentrations than our measurements at Adrigole. 
Such a change in absolute calibration would lead to an 
inventory lifetime of 84 years. 

To facilitate comparison of the ALE lifetime estimates for 
CF2Ch with those obtained in previous studies, our calcula
tions have been repeated by using the CMA 1981 release 
estimates in place of those given by CMA 1982. The revised 
estimate of release [Chemical Manufacturers Association. 
1982] gives 474 x 106 kg more in the accumulated release 
through 1979 primarily because of a reclassification of most 
of the hermetically sealed usage as non-hermetically sealed. 
It should thus be noted, therefore, that ,previous model 
calculations [e.g., Owens et al .• 1982] predict lower tropo
spheric concentrations of CF2Ch that are several percent 
lower than those measured in ALE. The reciprocal lifetime 
estimate obtained by the trend technique for this release 
scenario is -0.0140 years-I, which corresponds to the 
observed trend exceeding that predicted in the case of 
absolutely no atmospheric destruction of CF2Ch by 
0.5%/year. The inventory lifetime estimate is 1250 years. 

Our results may now be compared with the analysis of 
a longer period but significantly less comprehensive data 
set by Rowland et al. [1982], which showed inconsistency 
with the CMA 1981 release estimates. Rowland et aJ. esti
mated an atmospheric inventory of 6180 x I~ kg on Jan
uary I, 1980, which may be compared against our estimate of 
5780 x 106 kg. The difference between the estimates is 
primarily produced by the absolute calibration factor 
~ = 0.95. The accumulated release at that time is estimated 
to be 6293 x 106 kgm [Chemical Manufacturers Association, 
1982] or 5819 x 106 kg [Chemical Manufacturers Associa
tion. 1981]. Destruction ofCF2Ch by stratospheric photodis
sociation provides agreement within ± I u uncertainty limits 
for the ALE estimated inventory not only with the CMA 
1982 release estimates (which, in fact, imply some additional 
destruction) but also with the CMA 1981 release estimates. 
The trend technique. on the other hand, applied to the ALE 
data set gives results that are reasonably consistent with the 
1982 release estimates but that are inconsistent with the 1981 
releases (as Rowland et al. emphasized in their analysis). 
Furthermore. in contr£st -to the live years of data analyzed 
by Rowland et aJ., the latitudinal distribution of CF2Ch 
obtained by the ALE over the three year period is consistent 
with the latitudinal distribution of CFCh and with reasonable 
values of transport rates (F "" 1.6). We conclude that the 
ALE data together with the CMA 1982 release estimates are 
more consistent than the data analyzed by Rowland et al. 
[1982] together with the CMA 1981 releases. However, both 
analyses suggest that there has been a significant reduction 
in the atmospheric release ofCF2Ch between 1979 and 1981, 
which is not contained in the release estimates. 

These results indicate a need to determine better the trend 
of CF2CI2 in the atmosphere (which should be possible from 
the fourth and fifth years of ALE data) and a need to assess 
further the atmospheric release of CF2Ch. Here, the princi
pal needs are to obtain data on the production and uses of 
CF2Ch in the USSR and eastern Europe (which it is estimat
ed now accounts for approximately 25% of world produc
tion) since 1975 and to reassess the proportion and lifetime of 
CF2Ch used in non-hermetically sealed (as opposed to her
metically sealed) equipment throughout the world. 

7. CONCLUSIONS 

Observations of dichlorodifluoromethane several times 
daily over the period July 1978 to June 1981 at Adrigole. 
Ireland (5rN. IOOW), Ragged Point, Barbados (I3°N, 59°W). 
Point Matatula. American Samoa (14°S, 171°W). and Cape 
Grim, Tasmania (41°S, 145°E) have been described. as well 
as observations for the period November 1980 to June 1981 
at Cape Meares, Oregon (45°N, 124°W). Using the optimal 
estimation procedure described in Cunnold et al. (1982], the 
data at each site was first fitted by an empirical model 
consisting of a linear trend. a curvature, and an annual cycle. 
Averaging the mean concentrations and the trends from each 
latitude region, the average mixing ratio of dichlorodifluoro
methane in the lower troposphere on January I, 1980, was 
estimated to have been 285 pptv and it was calculated to 
have been increasing at 6.0% per year at that time. 

The ALE data was processed to obtain the CF2Ch lifetime 
by determining the lifetime that when inserted into the two
dimensional model of the atmosphere gave the best simula
tion of the data in a weighted least mean square sense. 
Independent estimates of the lifetime were obtained by 
simulating the temporal trends in each latitude region (the 
trend lifetime) and by simulating the observed mixing ratios 
(the inventory lifetime). The lifetime estimates depended on 
whether it was assumed that destruction of CF2Ch occurred 
in the troposphere or stratosphere. Two destruction scenari
os were used: all destruction occurring in the stratosphere 
and destruction in the stratosphere at a rate given by T = 180 
years (Ts = 27 years) combined with some tropospheric 
destruction. 

The trend lifetime derived from the ALE data is 769 years 
for stratospheric destruction only (the second destruction 
scenario is physically meaningless in this case). The inven
tory lifetime is 69 years for stratospheric destruction only 
and 90 years for the combined stratospheric/tropospheric 
destruction scenario (with the lifetime of CF2CI2 in the 
troposphere being estimated to be approximately 150 years). 
The atmospheric inventory for January I, 1980. was estimat
ed to have been 5780 x 106 kg. 

Uncertainties in these estimates of lifetime were assessed. 
For the trend lifetime these consisted of contributions from 
measurement uncertainties and from release uncertainties
principally related to the trend of production and release of 
CF2CI2 in the USSR and eastern Europe. These were com
bined to indicate that within ± J CT limits the lifetime is longer 
than 81 years for destruction in the stratosphere and longer 
than 84 years if the stratospheric lifetime is fixed at 36 years. 

Uncertainty in the inventory estimate of lifetime resulted 
principally from the absolute calibration of CF2Ch in the 
reference cylinders (which was derived from the experi
ments of Rasmussen and Lovelock [this issue)) and from the 
ability of the two-dimensional model to extrapolate surface 
measurements to an atmospheric inventory. The combined 
effect of the uncertainties was to give a lifetime range of SI
lOS years, assuming only stratospheric destruction, and of 
71-123 years, assuming a stratospheric lifetime of 27 years. 

Finally, it was noted that the ALE observed trends were 
inconsistent with the original CMA release estimate (Chemi
cal Manufacturers Association, 1981] but that the revised 
release estimates [Chemical Manufacturers Association, 
1982] resulted in a trend lifetime that was consistent with a 
photodissociation only sink for CF2CI2 and in inventory 
estimates that suggested either the existence of an additional 
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atmospheric sink of CF2Ch or that stratospheric photodisso
dation rates are being underestimated in current models. In 
addition, however, the trend data indicated that the atmo
spheric release of CF2C12 in 1978/1979 and 1980/1981 may 
have been underestimated and overestimated, respectively. 
Since the USSR and eastern Europe are now believed to 
account for approximately 25% of the world production of 
CF2C12, there is a need to assess further the year release of 
CF2C12 there since 1975. 
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The Atmospheric Lifetime Experiment 
5. Results for CH3CCh Based on Three Years of Data 

R. G. PRINN,'·2 R. A. RASMUSSEN,3 P. G. SIMMONDS,4 F. N. ALYEA,2.5 D. M. CUNNOLD,2.5 

B. C. LANE,6 C. A. CARDELlNO,2.5 AND A. J. CRAWFORD3 

We present gas chromatographic determinations of the concentralions of CH)CCI) at Adrigole 
(Ireland), Cape Meares (Oregon). Ragged Point (Barbados), Point Matatula (American Samoa). and 
Cape Grim (Tasmania) for the 3·year period July 1978 through June 1981. The delerminations involve 
approximately four measurements each day with on·site calibration. The absolute values and trends 
for these observed concentrations are interpreted in terms of the industrial production. global 
circulation rate, and atmospheric lifetime of CH)CCI) by using an optimal estimation technique that 
incorporates a nine-box model of the atmosphere. The globally and annually averaged trend in the 
lower troposphere at the midpoint of the second year of the experimenl is 8.7lh per year. and the 
inferred global atmospheric contenl of CHJCClJ at this midpoint is 2.S8 x 109kg. The global 
atmospheric lifetime deduced by using the observed trends and global content together with current 
estimates of industrial CH)CCI) emissions is 10.2:~:~ years. This deduced lifetime is sufficiently long to 
imply that the observed variability in the data on seasonal and shorter time scales must be dominated 
by meteorological (and perhaps industrial emission) variabilities rather than by spatial and temporal 
variations in the rate of chemical destruction of CH)CCI) by OH. However. the observed \'ariations on 
annual and longer time scales are sensitive to the spatially and temporally averaged OH concentra
tions. In particular. the globally averaged tropospheric OH concentration compatible with the above-

- deduced CH)CCI) lifetime is (5 :!: 2) x 10~ molecule cm- J
; in reasonable agreement. for example. with 

the value of(6.5:~) x 10' molecule cm- J deduced by Volz et al. (I981Hrom measurements of CO. Our 
results are sensiti\'e to constraints imposed on uncertainties in the CH.,CCI) emissions and absolute 
mixing ratios. If we decrease emissions by :s8lh in the years 1976-1978 and increase emissions in 
1979-1981 to compensate. and if absolute mixing ratios are decreased by about 18lh. then the best 
estimate of the lifetime from our data decreases to 6.S years. 

I. INTRODUCTION 

The compound I, I, I-trichloroethane (methyl chloroform) 
is a relatively long-lived atmospheric constituent with a 
predominantly or exclusively anthropogenic origin. The re
action of CH3CC13 with the OH radical is its principal 
recognized atmospheric sink [rung et al .• 1975; Cox et al., 
1976]. It has therefore been proposed as a potentially accu
rate indicator of tropospheric OH concentrations [Singh, 
1977a; Lovelock, 1977]. It has also been identified as a 
potentially significant source of reactive chlorine com
pounds in the stratosphere [McConnell and Schiff, 1978; 
Crutzen et al., 1978]. It is therefore important to understand 
the global mass balance for this species and, in particular. to 
reconcile its observed atmospheric concentrations with its 
anthropogenic sources and globally averaged atmospheric 
lifetime. 

There have been two basic approaches used to estimate 
the globally averaged lifetime T of CH3CCl3. The first 
involves utilization of independent information to define tbe 
concentrations of the principal known scavenger of CH3CCh 
(namely OH) and thus to define T. Utilizing CH3CCI3 indus-
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trial emission data, the OH (or T) values can then be checked 
by comparing calculated spatial and temporal CH3CCl 3 

distributions with observations. The second approach in
volves utilizing directly the observed CH3CCl3 distributions 
and emission estimates to infer the lifetime through global 
mass balance calculations. 

Using the first approach with a horizontally averaged 
model. rung et al. [1975], Cox et al. [1976]. Crut:,en and 
Fishman [1977]. and McConnell and SchW[1978] estimated 
Tvalues of3, 1.1,6-10.7, and 8 years. respectively. With the 
same approach, but utilizing two-dimensional box or grid 
models of varying complexity, Chameides and Tan [1981]. 
Logan er al. [1981]. and Derwent and Eggleton [1978. 1981] 
computed T values of 4.6-15. 5, 5.4. and 3.6-6 years, 
respectively. The second approach has been used in a 
horizontally averaged model by Singh [1977a]. RasmllHen 
and Khalil [1981]. and Makide and Row/and [1981] to deduce 
Tvalues of7.2 ± 1.2.6-10. and 6.9 ± 1.2 years. respectively. 
Finally, using two-dimensional models with the second 
approach, Lovelock [1977]. Neely and Plonka [1978]. Sin!:" 
[1977b], Chang and Penner [1978]. and Sinj!h et al. [1979] 
compute lifetimes of 5-10, 3.3 ± 0.7, 8.3. 11.3. and 8-10 
years, respectively. Clearly. these estimates vary considera
bly. and this is due not only to the two basic approaches 
taken but also to the differences in the estimates of the 
tropospheric concentrations of OH and its rate of reaction 
with CH)CCh; to the uncertainties in the industrial emis· 
sions, concentrations. and spatial and temporal trends of 
CH3CCh; and. finally. to the varying complexity of the 
atmospheric models involved. 

The approach involving a consideration of the global mass 
balance is clearly the more direct for deducing CH.\CCl 3 

lifetimes and provides atmospheric OH concentrations as an 
important corollary. Some of the problems associated with 
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this approach, in particular systematic errors in industrial 
emissions and absolute atmospheric concentrations. can be 
alleviated through sufficiently accurate determinations of the 
global trend in CH)CCl3 concentrations. The use of trend 
measurements for determining atmospheric lifetimes has 
been discussed in detail by Cunnold el 01. [1978] with 
specific application to the compounds CFCI3 and CF~CI2' By 
analogy with these latter compounds we expect that mea
surements of CH)CCI) trends at several globally distributed 
sites should provide an accurate determination of the 
CH 3CCh lifetime, unaffected by systematic errors of the 
aforementioned type. 

The 'Atmospheric Lifetime Experiment' (ALE) was initi
ated to measure accurately the rates of increase of the 
atmospheric concentrations of the five long-lived atmospher
ic constituents: CFCI), CF2CI2, CH)CCh, CCI", and N20 
[Prinn el al .• this issue]. One of the goals of the experiment 
was to use the observed trends in concentration to deduce. 
where possible, the atmospheric lifetimes of these constitu
ents. In this paper we present absolute concentrations and 
trends in CH)CCh concentrations obtained during ALE in 
the period July 1978 through June 1981. These observations 
are then interpreted in terms of the industrial emission. 
global circulation. and atmospheric lifetime of CH3CCl3• 

The ALE utilizes automated dual-column electron capture 
gas chromatographs which sample the background air about 
four times daily at the following five globally distributed 
sites: Adrigole, Ireland (SrN, 100W); Cape Meares. Oregon 
(4S0N, 124°W); Ragged Point, Barbados (I3°N, S9°W); Point 
Matatula, American Samoa (14°5. 171°W)'; and Cape Grim 
Tasmania (41°5, 14S0E). Details concerning the instrumenta
tion and station operation are provided by Prinn et 01. [this 
issue]. Methyl chloroform is analyzed by using a silicone 
column with either a constant frequency (Ireland; Barbados: 
November 10, 1978. to May 8. 1279, at Samoa) or constant 
current (Oregon; Samoa, except November 10. 1978, to May 
8, 1979; Tasmania) detector. Details concerning the tech
nique for absolute and relative calibration of the data are 
given by Rasmussen and LOI'elock [this issue]. Reference 
cylinders of air, which are analyzed relative to a primary 
standard. are shipped to the ALE sites, where they are used 
for approximately 3 months and then returned for reanalysis. 
The primary standard for CH)CCh is described by Rasmus
sen and Lovelock [this issue]. Details concerning data proc
essing. including formulae used for data calibration and 
methods used for discerning locally polluted air from clean 
background air, are provided in Prinn et aJ. [this issue). 
Periods in which local pollution is unambiguously identified 
are omitted from the data presented in this paper. Such 
pollutforiperioos are largely restrICte-d tolhe Adrigole ALE 
station, and their inclusion in the data would make this 
station nontypical of the 30oN_90oN atmospheric mass 
[Prinn et 01 .• this issue]. However, a complete digital record 
of all measurements taken in the ALE program. including 
those taken during pollution periods, is available to the 
interested reader (Alyea. 1983). 

The CH)CCJ) data are analyzed in this paper by using a 
nine-box model (eight tropospheric boxes and one strato
spheric box) of the global atmosphere and an optimal estima
tion technique for calculating lifetimes, as described in detail 
by Cunnold el- 01. (thislssue (oirlndustnlil emission rates 
for CH3CCI). which are reqiiiredIor estimation of lifetimes. 
are obtained from various chemical industry sources. Methyl 

chloroform is widely used as an industrial vapor degreasin 
solvent, particularly in the sheet metal industry. whic 
supplies automobile manufacturers. 

2. GLOBAL METHYL CHLOROFORM DATA 

Daily averaged CH)CCI 3 mixing ratios and their dail: 
standard deviations determined from the measurements a 
the five ALE sites in the period from July 1978 through Jun, 
1981 are shown in Figures 1-5. The monthly averaged mixin) 
ratios x(in pptv) and their standard deviations a at each sitl 
in this period are reported in Table I. In the figures the time' 
of calibration tank changes (and the calibration tank num 
bers) are indicated along the top of each plot. To obtain OUI 

current best estimates of the absolute concentration oj 
CH 3CCh in the atmosphere. all values reported in Figures I
S and Table I assume that the calibration factor ~ = 1.0 .!:. 

O.IS [Rasmussen and Lovelock, this issue). 
The variation in the CH3CCl3 mixing ratios X(pptv) over 

seasonal and longer time scales is conveniently described at 
station i by the function 

In X· = a· + b· --- + d --- + c· cos -
[

, - 18] [, - 18]~ [27Tf] 
I I I 12 I 12 I 12 

+ s sin [2Trt] 
, 12 

(I) 

where I is time measured in months with month I being July 
1978. The coefficients aj. b j • d j • Cj. and Sj have been deter
mined from the monthly mean X and a values given in Table 
1 by using the method described by Cunno/d el al. [this issue 
(a)]. Values of the latter coefficients for each of the five ALE 
stations are given in Table 2. An estimate of the globally 
averaged mixing ratio and trend of CH~CCh in the lower 
troposphere may be derived by suitably averaging the time 
series obtained in each latitude region. For this purpose. as 
well as for all the other data processing reported in this 
paper. the Adrigole, Ireland. and Cape Meares. Oregon. data 
have been optimally combined into a single time series. 
Thus, at northern hemisphere mid-latitudes we derive a, = 
5.021, hj = 0.069, d; = -0.013, C; = 0.001, and Sj = -0.009. 
Using the various time series, we deduce at the midpoint of 
the second year of the experiment (January I. 1980) that the 
annually averaged surface mixing ratios and trends are. 
respectively. IS2 pptv and 1().3 pptv!yr at AdrigolefCape 
Meares; 133 pptv and 9.3 pptv!yr at Ragged Point; 106 pptv 
and 12.3 pptv!yr at Point Matatula: and 103 pptv and 11.1 
pptv!yr at Cape Grim. Averaging these four values yields a 
globally averaged surface mixing ratio and trend of 123 ppt\' 
and 10.7 pptv (8.7%) per year, respectively. 

The locations of the five ALE stations were deliberately 
chosen to represent. as much as possible, the four major 
equal mass subdivisions of the global atmosphere. To the 
extent that this goal is accomplished. the globally averaged 
trends quoted above are valid. In this respect our principal 
concern must be with any major deviations from a monoton
ic gradient in CH)CCh concentrations with latitude. Avail
able data [Rasmussen and Khalil. 1981] suggest that a small 
deviation does exist (mixing ratios at 700N are 3-6r:; less 
than those at Cape Meares. while those at 90°5 are about 
equal to those at Cape Grim). This suggests that our use of 
only Cape Meares and Adrigole (which show similar mixing 
ratios) may lead us to overestimate slightly the average 
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TABLE I. Monthly Averaaed CH,CCI, Mixi", Ratios X (ppt,'and Their Standard De,i.tions t7 (ppt,' Determined from Measurement, at the Five ALE Site, O"er the Period Jul) 
1978 through June 1981 

Adrigol<. S2'N. 100W Cape Mo.r.s. 4S'N. 12~'W Raggod Point. n'N. S9'W Point MatalUla. 14'S. Cape Grim. 41'S. 14<·E 
171'W 

Month u N i u N i u N i u N " V 

7-78 1-40.1 5.7 224 124.5 7.2 144 88.9 3.6 61 86.0 0 5~ 

8-78 137.2 4.7 18S 124.4 7.8 200 90.1 ~.2 m 83.3 3.~ 1~4 

9-78 m.3 ~.9 m 117.8 10.3 168 90.5 3.6 126 85.6 3.6 74 
UP8 134.2 H lSI 118.2 10.2 III 928 3.6 lOB 88.5 H 44 
11-78 134.6 4.1 92 115.9 8.9 125 93.2 5.:! 97 93.6 1.4 <, ., 
12-78 124.1 8.4 129 93.7 6.4 57 92.7 I.J 38 
1-79 139.3 5.7 74 125.2 9.3 \14 97.5 4.1 IB 91.4 U ~~ 

2-79 1-409 3.9 25 124.7 8.7 \12 94.8 0 95 91.4 1.4 92 
3-79 1-40.3 6.2 68 126. I 8.6 95 95.7 3.7 117 9H :!.o 109 
4-79 144.2 6.1 62 9D •. ~ 120 95.6 1.2 Ill(, 
5-79 146.5 5.7 81 127.4 4.1 80 97.4 2.5 f22 95.8 1.7 107 
(",79 147.1 6.4 68 124.9 5.8 -40 98.1 0.9 114 97.6 2.3 HJ.! 
7-79 143.9 7.0 136 128.5 8.3 88 99.6 1.4 118 96.6 1.8 gQ 

8-79 144.7 6.2 104 132.1 5.2 fI7 IOU 2.1 III 98.4 U 112 
9-79 146.1 6.4 94 123.7 9.3 1)4 101.6 2.4 102 99.7 1.6 101 

lGo-79 1SO.4 5.1 53 123.6 7.4 127 103.8 2.2 115 101.0 1.1 94 
11-79 149.6 7.2 72 12B.5 7.3 90 106.4 2.1 113 101.9 1.4 110 
12-79 153.1 7.0 69 156.8 8.7 5S 131.5 S.I 130 98.9 5.8 10~ 101.3 0.9 81 
1-80 152.3 8.0 S8 159.6 6.0 71 134.B 6.2 133 105.0 3.0 100 100.7 1.1 94 
2-80 153.8 6.8 106 135.6 6.5 105 107.8 3.2 122 101.2 1.4 n 
3-80 158.3 7.1 89 154.9 2.4 20 1-40.6 U 104 IOB.4 3.3 103 103.0 1.4 114 
4-80 162.6 7.S 103 158.0 3.0 78 137.6 3.9 79 IOB.9 3.9 116 102.5 1.6 ~4 

S-8O 165.1 7.4 60 157.9 2.3 93 138.8 4.7 137 110,) 2.3 115 107.4 2.2 76 
(",80 163.2 8.3 115 155.1 3.0 114 142.3 4.3 147 111.5 1.5 94 IOB.5 2.2 83 
7-80 163.4 6.3 III 151.0 3.6 85 141.1 5.7 129 m.1 1.0 fI7 109.5 1.8 93 
8-80 158.7 5.9 III 151.9 3.0 81 139.1 4.3 59 110 1.3 117 110.9 1.4 92 
9-80 156.0 5.2 104 156.7 7.8 103 137.0 8.3 126 lIS. I 2.0 103 112.~ 1.0 69 

IGo-80 159.3 5.5 81 IM.I 8.3 III 1)7.4 7.9 126 115.6 1.3 17 113.5 U 78 
11-80 161.2 4.8 75 162.6 6.8 118 143.3 5.8 117 117.8 2.3 63 113.2 1.8 % 
12-80 16i.S 5.0 66 160.2 5.8 104 144,) 7.8 liB 120.1 3.7 100 111.8 0.8 85 

1-81 160.6 7.3 118 161.8 S.2 m 143.5 5.5 138 120.9 4.0 ~2 111.7 0.9 54 
2-81 161.7 5.2 60 166.3 9.8 107 146.0 5.2 \19 112.1 0.9 44 

3-81 162.7 6.1 96 160.7 3.6 120 140.7 4.7 100 122.2 2.0 30 114.0 1.3 86 
4-81 164.9 4.1 46 161.1 2.8 106 146.8 6.6 104 120.3 2.4 136 II 5.1 0.9 76 
5-81 168.8 5.0 59 162.3 3.6 104 148.9 4.5 123 119.9 2.9 123 116.0 1.3 86 
(,,81 169.1 5.9 79 163.2 2.8 lOB 146.9 4.2 110 121.8 1.9 113 116.8 1.4 60 

Value. tabulated ... umo an .bsoluto calibration faClor (~ I. Tho number .... of measurements mad. each month i. also tabulatod. 

mixing ratio in the 30oN-90oN semihemisphere. In contrast, 
our neglect of polluted air at Adrigole will cause us to 
underestimate slightly the mixing ratios in this semihemi
sphere. Present indications are that these two offsetting 
errors are of similar magnitude and are therefore not expect
ed to have an important effect on our estimate of the global 
CH3CCl3 trend. These combined errors are also expected to 
lead to an uncertainty of. at most. 1 % in the global CH3CCl3 
content. 

The coefficients Cj and Sj define the magnitude and phase 
of the annual cycle at each site. Maxima occur in late spring 
at Adrigole, Ragged Point. and Point Matatula and in late 
winter at Cape Meares and Cape Grim. It is apparent from 
Table 2 that these seasonal cycles are not very well defined 
by our 3-year data set, but they are nevertheless much larger 
than, and possess phases different from, those for CFCI3 and 
CF2Ch [Cunnold el al., this issue (a). (b)]. Annual cycles are 
expected for CH3CCl3 because of the seasonal oscillations in 
atmospheric circulation. particularly if. as observed. a signif
icant meridional concentration gradient exists. Cycles are 
also expected because of the seasonal variation in CH)CCh 
destruction by OH, but only if the CH)CCI3 destruction time 
is less than or equal to the interhemispheric mixing time. 

In examining the data at Adrigole. Ireland (Figure 1). it is 
evident that this site shows higher u values for CH3CCI.\ 
relative to the two southern hemisphere sites and that 
identifiable pollution periods (producing the small gaps in the 
data) are frequent. The large gap in the presented data from 

November 24, 1978. until January 4. 1979. was caused by 
obvious detector contamination in this period. resulting in 
the data being discarded. 

Greater atmospheric variability (and therefore larger u's) 
at Adrigole than at the southern hemisphere sites is expected 
because of the relative proximity of Adrigole to the predomi· 
nantly northern mid-latitude sources of CH3CCl3. However. 
the larger u values may also be due to the fact that Adrigole 
uses a constant frequency detector. while the two southern 
hemisphere stations use constant current detectors [Priflll et 
al., this issue]. This latter explanation is supported by a 
comparison of the u values at Samoa during the 6-month 
period when a constant frequency detector was temporarily 
used (November 10, 1978. to May 8. 1979) with the u values 
following this period when the constant current detector was 
reinstated. It is also supported by the similarity of u values at 
Adrigole and Ragged Point. where a constant frequency 
detector is also in use. It is not supported however by the 
often similar u's at Adrigole and Cape Meares. where a 
constant current detector is used. Apparently both instru· 
mentaJditferences and true atmospheric variability are in
volved in explaining the station-to-station differences in 
standard deviations. 

The standard deviations at Cape Meares. Oregon (Figure 
2). are clearly anomalously high in the period from Septem
ber 1980 through February 1981. There are no instrumental 
or calibration reasons to suspect the data in this period. 
although it corresponds largely to the period of use of 
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TABLE 2. Coefficients in the Empirical function (Equation (I) in Text) Describing the Long-Term Variation of the Natural Logarithl 

of the CH)CCl J Mixing Ratios (With Calibration Factor ~ = I) at the Five ALE Sites 

Station °i bi di Ci S, uu-

I Adrigole 5.026 :! 0.007 0.077 :! 0.006 -0.013 :! 0.007 0.017 :! 0.007 -0.007 :! 0.007 2.89 x 10-
2 Cape Meares 5.038 :! 0.005 0.037 :! 0.010 -0.015 :! 0.006 -0.011 :! 0.007 2.62 x 10-
3 Ragged Point 4.889 :! 0.007 0.070 :! 0.006 -0.001 :! 0.008 0.011 :! 0.007 -0.012 :! 0.008 4.94 x 10-
4 Point Matatula 4.656 :! 0.005 0.116 :! 0.004 -0.005 :! 0.005 -0.006 :! 0.005 0.005 :! 0.005 2.31 x 10-
5 Cape Grim 4.626 :! 0.005 0.109 :! 0.005 -0.012 :! 0.006 0.000 :! 0.006 0.010 :! 0.006 2.43 x 10-

The coefficients for Cape Meares are computed from 18 months of data (January 1980 to June 1981). The coefficients for all other station 
refer to the 36-month period from July 1978 to June 1981. The quoted error bars for the coefficients include the effects of any nonwhit 
distribution of residuals. There is insufficient data at Cape Meares to adequately define values for d~. Values of the variance u,,~ of th 
residuals of the monthly mean observations relative to the empirical function for each station are also tabulated. 

calibration tank number 114. (The phenomenon may indicate 
presently unrecognized local sources for CH3CCI3 at this 
station.) Other than this latter phenomenon. we have no 
reason to suspect any important effects of local pollution in 
the CH3CCh data at this site. The data gap from late January 
to mid-March 1980 is due to problems encountered during 
the start-up of this station. 

As already noted. the CH3CCI3 measurements at Ragged 
Point. Barbados (Figure 3). show simila'r standard deviations 
to those at Adrigole. A visual inspection also indicates an 
apparent oscillation in the observed mixing ratios with a 1-2 
month period. Identifiable local pollution does occur at this 
site. but it is isolated and infrequent and is evident largely in 
the last year of the CH3CCI3 data. The gap in data from late 
March through April 1979 was due to a temporary inability to 
deliver chromatographic carrier gas tanks to the site. On 
May I. 1979, a new constant frequency detector was in
stalled with an obvious improvement in instrumental preci
sion. 

The daily standard deviations of the measurements at 
Point Matatula. Samoa (Figure 4) are about half of those at 
Barbados. and the 1-2 month oscillations in the Barbadian 
data are not discernible in the Samoan data. As noted earlier. 
a temporary constant frequency detector was used in the 
period from November 10. 1978. to May 8, 1979. There is no 
evidence for local CH3CCh pollution at this site. The 
absence of data for 3 weeks in January 1979 was caused by a 
bee restricting the outside air intake. Gaps in the data from 
early October through early November 1980 and from late 
January through late February 1981 were due to instrumental 
damage caused by extremely poor voltage regulation in the 
power supply of American Samoa. 

The Tasmanian CH)CCI) data (Figure 5) generally shows 
the lowest u's of any of the sites, which, as noted earlier. we 
believe is due to a combination of the remoteness of this site 
from the major CH3CCh sources and the use of the constant 
current detector. On November 4. 1978. the silicone column· 
sample volume was changed from 5 to 7 mi. resulting in an 
obvious increase in the precision of the measurements. 
Occasional periods of identifiable pollution do occur at Cape 
Grim (about 10 days per year). and these periods have been 
omitted from the data presented. using the criteria given in 
Prinn el aI, (this issue). The instrument was inoperative in 
the latter half of October 1978. The data gap from December 
II. 1978. through January 16. 1979. is due to identified 
contamination of an input valve. 

3. GLOBAL BUDGET OF METHYL CHLOROFORM 

As outlined by Cunnold el al. (1978] there are two 
principal methods for analyzing globally distributed observa-

tions of a long-lived atmospheric trace species. such a 
CH3CCI 3• in terms of its sources and sinks. In one approacl 
the measured total global atmospheric content e(t) 0 

CH3CCI3 at time t is expressed in terms of its known releasl 
rate R(t) and unknown lifetime T through the equation 

e(1) = f: R(t:jecr-I)lf dt' (2 

In the other approach the measured globally averaged trene 
in CH)CCI) mixing ratio X(I) is expressed in terms of the 
known R(t) and the unknown T through the equation 

I dX I de --=--=------
RU) 

(3) 

J: R(t'jell'-n'dt' 
X dt e dl T 

The relative sensitivity of these two approaches to errors in 

JI.1L 78- JJ'~75 

it 

I , 

f.; ij ; ~!r! ~~"'Y~~~I: , . 

!II 

100, , , I. , ,I • I , 

JU~S:·J~"B: 
[! 

~. 
.', 

JUt RUe. SEP OCl NO' ot: ,.. HB ... ~ 11"< "c, __ , 

Fig. I. Daily averaged CH~CCl3 mixing ratios (pptv) and their 
standard deviations (pptv) determined at Adrigole. Ireland (5~'K 
10"W). during the period July 1978 through June 1981. Mea~ured 
values presented here and in Figures 2-6 assume an absolute 
calibration factor ~ = I. 
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the concentrations X or c and the release rates R leads one to 
generally favor the trend technique over the global content 
technique for accurately defining T. In this section we first 
review our knowledge of the global release rates of CH)CCI) 
and their probable accuracy. We then analyze the ALE 
CH)CCh data by using both of the above methods. 

3.1 Melhyl Chloroform Emissions 

Neely and Plonka [1978] have presented global production 
and atmospheric release estimates for 1.1 • I-trichloroethane 
computed by the Dow Chemical Company for the period 
1951-1976. We also have an update of these estimates which 
provides release data for 1977-1979 (W. B. Neely and H. 
Farber. private communication. 1982). Independent of these 
Dow Chemical Company data. we also have obtained 
through one of our authors (B. C. L.) the global CH3CCI3 

sales estimates for the period 1977-1981 computed by Impe
rial Chemical Industries. PLC. These latter estimates in
clude the fraction of the total sales applicable to each of the 
four equal mass subdivisions of the global atmosphere. The 
available data are summarized in Tables 3 and 4. 

The year-to-year fluctuations in the ratio of the annual 
production to the annual release discernible in the Dow 
Chemical Company estimates are evidently due to year-to
year changes in the inventory held by the manufacturers. 
For example. inventories were obviously building up in the 
middle 1970·s. evidently as a result of LI.I-trichloroethane 
replacing the solvent trichloroethylene as the use of the 
latter compound become increasingly regulated. 

In order to relate the available data on annual production 
P(t). sales S(/). inventory 1(1). and releases R(/). we make the 
reasonable assumption that a constant fraction f of the 
CH)CCI3 sales in each year is emitted to the atmosphere and 
that there is no important time lag between the sale and use 
of this compound. Thus for the year I 

{

fS(t) 
R(t) = 

f(P(t) - 1(1) + 1(1 - I)) 
(4) 

The fraction f is less than unity as a result of decomposition 
of CH3CCI) during storage and use. of its use as an interme
diate in production of other chemicals, and most important. 

!« --

I 

" -\l ~~ ... _ . .",...,..I 

1 

Fig. 2. As in Figure I. but for Cape Meares. Oregon (4~"N. 
124"WI. for the period January 1980 through June 1981. 
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Fig. 3. As in Figure I. but for Ragged Point. Barbado~ (] 3eN. 
59"W). 

of incineration or incarceration of concentrated organic 
solutions in which CH3CCI) was used as the solvent. Using 
(4). the value of f appropriate to the Dow Chemical Compa
ny estimates is simply 

1= 1976 

~ R(/) 

f = .....---:-=:-'-'..;..;,;,----

- 1(1976) 
(5) 

"" 0.94 

where we have assumed 1(1976) = P(l976)/8. which is typical 
of inventories in the industry. This f value is consistent with 
an independent estimate by Imperial Chemical Industries. 
PLC. implying only about 5% of CH)CCI) sold is incarcerat
ed or incinerated. Using (4) and (5). we have converted the 
S(/) values for 1977-1981 from Imperial Chemical Industries. 
PLC. to R(t) values. which can be compared to the R(t) 
values estimated by the Dow Chemical Company for 1977-
1979 (see Table 4). The global R(/) estimates for 1977.1978. 
and 1979 from Imperial Chemical Industries. PLC. are 1.01Ji 
higher. 6.1%: lower. and 3.4% lower. respectively. than the 
corresponding estimates for these 3 years by the Dow 
Chemical Company. The agreement between these two 
essentially independent estimates is encouraging. 

Based on these considerations. we have adopted the Nl'cfy 
and Plonka [1978] release data for 1951-1976. We assume 
that the percentages applicable to each semihemisphere in 
this period vary linearly between 1951 and 1977. Values 
assumed for 1951 are 100% for 9OoN-30oN and 01Ji for the 
other three semihemispheres. Values assumed for 1977 are 
those given in Table 4. 
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Fig. 4. As in Figure I, but for Point Matatula. American Samoa 
(l4°S. 171°W). 

For the 1977-1979 period we adopt an average of the two 
global release estimates given in Table 4, since we have no 
reason to prefer one estimate from the other. The percent
ages applicable to each semihemisphere are assumed to be 
those estimated from Imperial Chemical Industries, PLC, 
data during this period. 

As far as can be gauged from the data in Tables 3 and 4 
and from industry sources polled by one of our authors 
(B. C. L.). the large inventory fluctuations evident in the 
middle and late 1970's are not expected in the 1979-1981 
period because of the now-relative stability in supply versus 
demand for CH3CCh. Thus any fractional changes in global 
production from 1979 to 1981 should have produced similar 
fractional changes in sales and releases. Data on production 
of CH)CCh in the United States are readily available [U.S. 
International Trade Commission. 1979. 1980, 1981]. In par
ticular, a comparison of the annual data for 1979 and 1980 
indicates production of CH)CCI) decreased by 3.36% from 
1979to 1980: and a comparison of the annual data for 1980 
and the preliminary annual data for 1981 indicates produc
tion increased by 0.76% from 1980 to 1981. Because of the 
international character of the sheet metals industry, and thus 
of the use of CH)CCI~ in its primary role as a degreaser, 
changes in production in the United States should be at least 
qualitatively indicative of worldwide trends. Therefore, we 
have assumed a 3.36% decrease from 1972JO 1980 and a 
0.76% increase from 1980 to 1981 in the Dow Chemical 
Company estimates of global releases. With these 1980 and 
1981 estimates and/or extrapolations in hand, we then adopt 
an average of the Imperial Chemical Industries. PLC, and 
Dow Chemical Company global release values for the 1980-
1981 period, with the percentages of release in each semi-

hemisphere being those calculated from the Imperial Chern 
cal Industries, PLC, data alone. 

A completely objective estimate of the probable errors i 
these adopted release values is not possible at presen 
However, we note that the number of different companie 
involved in CH)CCh production and the number of differer 
release scenarios associated with CH)CCI) end uses are bot 
significantly less than the corresponding numbers for th 
chlorofluorocarbons CFCI) and CF2Ch, for example. This i 
undoubtedly one of the major reasons behind the stron. 
agreement between the independent release estimates b: 
Dow Chemical Company and Imperial Chemical Industries 
PLC. for 1977-1979. The fractional differences £ betweer 
these latter two estimates and their mean in the 5 years 1977-
1981 have a standard deviation (T. given by 

,,=10 

~ £,,2 

(T = 100 .. =1 

9 

= 1.8% 

and we make the reasonable assumption that this latter a 
value is a measure of the standard error in the release 
estimates adopted in this paper. That is, the 95% confidence 
limits on our release estimates are ±2 x 1.8% = ±3.7% . 

One important caveat about the above release estimates 
should be emphasized. They neglect any possible production 
of CH)CCI) in Eastern Europe, U.S.S.R., and the Peoples 
Republic of China. Such unknown production is expected to 
be small in relation to the known production included in 
Tables 3 and 4 because of the unimportance of the automo
bile industry in these countries relative to the rest of the 
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Fig. S. As in Figure I, but for Cape Grim. Tasmania (41"5. 145°E). 
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TABLE 3. Estimates of Global Production and Atmospheric Releases for CH)CCI) for the Period 
1951-1976 

Year Production Releases Year Production Releases 

1951 0.1 0.1 1964 64.3 56.6 
1952 0.2 0.2 1965 82.4 72.9 
1953 1.0 1.0 1966 116.0 108.7 
1954 2.9 2.7 1967 145.4 130.5 
1955 8.4 8.0 1968 158.1 145.0 
1956 13.8 12.4 1969 167.6 148.1 
1957 20.6 19.6 1970 181.2 154.5 
1958 21.8 20.7 1971 191.2 166.7 
1959 31.8 30.3 1972 266.8 230.1 
1960 38.0 36.1 1973 349.7 339.8 
1961 39.9 38.0 1974 389.1 362.4 
1962 59.3 56.2 1975 373.7 364.2 
1963 58.0 50.7 1976 437.1 415.4 

Units are 109 g yr- I (after Nul)" and Plonka [1978)). 

world. However, the possibility that we are systematically 
underpredicting CH3CCI3 releases by a small fraction should 
be kept in mind in interpreting our results. For example. 
recent measurements by Rasmussen et 01. [1982] suggest the
release of this chemical in the Peoples Republic of China. 
Also. as we will discuss later. the ALE data are compatible 
with a larger upward trend in the annual releases in recent 
years than that given in Tables 3 and 4. 

TABLE 4. Estimates of Global and Semi hemispheric Sales and 
Atmospheric Releases of CH)CCI) for the Period 1977-1981 

Global 9OoN-30oN 30oN-O° OO_30oS 30oS-90oS 

1977 
Sales· 483.6 96.67% 1.36% 0.47Yf 1.50% 

IClt 454.6 96.67% 1.36Yf 0.47% 1.50% 
Releases 

Dow; 443.9 

1978 
Sales· 497.5 96.38Yf 1.41% 0.55% 1.66% 

IClt 467.7 96.38% 1.41'1t 0.55% I.66Yf 
Releases 

Dow; 498.3 

1979 
Sales· 535.5 96.36'1t 1.40% 0.56% 1.68% 

IClt S03.4 96.36% 1.40% 0.56Yf 1.68% 
Releases 

Dow; 521.0 

1980 
Sales· 544.2 95.96% 1.65% 0.609C 1.799f 

IClt 511.5 95.96% 1.65Yf 0.609C 1.79% 
Releases 

Dow'f 503.5 

1981 
Sales· 544.2 95.96Yf 1.65% 0.609C 1.79'}( 

ICIt 511.5 95.96'1t 1.65% O.60Yf 1.799f 
Releases 

Dow~ S07.3 

Units are 109 g yr- I for the global estimates and percentages of the 
appropriate global estimates for the semihemispheric data. 

-Imperial Chemical Industries. PLC estimates. Data for South 
African sales have been divided equally between the two southern 
semihemispheres. 

t Computed in this paper by using equations (4) and (5). 
tWo B. Neely and H. Farber, Dow Chemical Co .• private commu-

nication. 1982. 
~Estimated in this paper by extrapolation (see text). 

3.2 Methyl Chloroform Lifetimes 

The optimal estimation technique used in this paper to 
derive the atmospheric lifetime of CH 3CCIJ from the X. CT. 

and R values given in Tables 1-4 is fully described in 
Cunnold et al. [this issue (a)]. The technique includes the use 
of a nine-box model of the global atmosphere. Mean advec
tive and eddy diffusive transports between the boxes are 
completely specified. except that the amplitude of all the 
horizontal eddy diffusive transports are expressed in terms 
of an unknown dimensionless amplitude factor F of order 
unity. The lifetime Tj of CH3CCIJ in the stratospheric box 
(90°S-90oN. 0-200 mbar) is assumed to be 6 years. based on 
stratospheric destruction of CH 3CCl J by OH and ultraviolet 
radiation computed in a three-dimensional global circulation 
model [Golombek. 1982]. 

The principal recognized sink for CH3CCIJ in the tropo
sphere is the reaction 

OH + CH3CCI3 -+ H 20 + CH~CCI3 (7) 

By comparison, the loss of CH3CClJ by transfer to ocean 
water is negligible [Neely and Plonka, )978]. In our analysis 
of the data we wish to recognize the fact that the distribution 
of the principal tropospheric scavenger of CH 3CCl 3• namely 
OH, varies significantly with latitude and the fact that the 
chemical lifetimes and global transport times of CH 3CCI J 

may conceivably be comparable. Under these circum
stances, the use of a globally averaged lifetime would be 
inappropriate [Logan el 01., 1981; Derwent and ERRletol/, 
1981]. We have therefore allowed for the existence of 
different lifetimes T; in each of our eight tropospheric boxes. 
The inverse lifetimes T; -I are defined by 

_I {k;[OHl 
T; ... [5.4 X 10- 12 exp (-1820IT;)]A[OH);. (S-I) (8) 

where k; is the rate constant for the reaction of OH with 
CHl CCl3 in the ith box [Jeong and Kaufman. 1979; Kurylo e( 
01. ]979]; [OHI; and [OH];· are the actual and assumed 
average concentrations. respectively. of OH (molecule 
cm- J

) in the ith box; T; is the average temperature (OK) of the 
ith box; and A is an unknown dimensionless and box
independent amplitude factor of order unity. The prediction 
of the globally averaged tropospheric lifetime T, is therefore 
equivalent to the prediction of the factor A. which relates our 
assumed OH concentrations to the actual ones. That is. the 
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TABLE S. Methyl Chloroform Atmospheric Lifetime Estimales and Their Standard Deviations" 
Derived From the Trend al Each ALE Site 

Approximale 
Weighl Giv
en to Station 

Site 
Reciprocal Life
time. yr- I 

::]" 

Lifetime. 
years. :: I" 

in Optima] 
Code 

Adrigole. Ireland/Cape 0.143 :: 0.024 7.0~ l(~ 0.2 
Meares. Oregon 

Ragged Poinl. Barbados 

Pt. Matatula, American Samoa 

Cape Grim, Tasmania 

0.162 :: 0.029 

0.009 :: 0.019 

0.065 :: 0.02] 

6.2~ lii 
III.O:;~ 

15.4~U 

0.1 

0.4 

0.3 

relative OH concentrations in the eight boxes are specified, 
but the absolute OH concentrations are predicted. 

For our assumed values for OH in each box we have 
chosen the computed annual average OH concentrations at 
15° and 45° latitudes for land and sea surfaces given in Figure 
27b of Logan et al. [1981]. Annual rather than seasonal 
average values are chosen since the box-to-box mixing times 
are much shorter than the CH)CCI) destruction times in each 
box and also because most of the CH3CCh destruction 
occurs in the tropics, where the seasonal variations in OH 
are relatively small. There are, of course, several other 
model OH distributions we could choose from the literature. 
However, the Logan et al. distributions appear typical and 
are extensively compared to other calculations in their 
paper. Using (8). these assumed OH concentrations yield the 
following values for AT;: 18.6 years in the 900N-30aN, 200-
500 mbar box; 6.4 years in the 9OoN-300N. 500-1000 mbar 
box; 6.2 years in the 30oN-0°, 200-500 mbar box; 2.1 years in 
the 30aN-0°, 500-1000 mbar box; 5.9 years in the 00_300 S. 
200-500 mbar box; 2.2 years in the 00-300 S, 500-1000 mbar 
box; 14.9 years in the 30°5-900 S, 200-500 mbar box; and 5.8 
years in the 30°5-900S, 500-1000 mbar box. 

The analysis of the CH3CCI) data to determine the value 
of A (or equivalently the tropospheric lifetime) utilizes a box
model transport factor F. equal to 1.6, which is principally 
determined by the more precisely defined latitudinal distri
butions of CFCh and CF2Ch [Cunnold el al., this issue (a, 
b)]; in fact, thIS value of F results in an II % underprediction 
of the latitudinal gradient of CH3CCI3 that will be discussed 
later. Using this latter transport factor. the R(t) values given 
in Tables 3 and 4. and applying the estimation technique to 
each time series individually. we obtain the atmospheric 
lifetime estimates given in Table 5. Averaging the reciprocal 
lifetime estimates from the four time series with equal weight 
gives an atmospheric lifetime of methyl chloroform of I OS.~·.~ 
years where the uncertainty limits correspond to the stan
dard error of the four series mean. This may be translated 
into a tropospheric lifetime (and thus a value for A) by using 
the expression which is valid for our box model 

4 +, 4 , 
--:::-+ - (9) 

T TI T, 

where T, T., and TI are the atmospheric, stratospheric (6 
years), and tropospheric lifetimes. respectively. and, is the 
ratio of the stratospheric mixing ratio to the average mixing 
ratio in the upper troposphere. Using a troposphere to 
stratosphere transfer time Ct.) of 4 years (as used for CFCI,\ 
and CF2Cb by Cunnold el al. [this issue (a, b»). we obtain 

, = 0.47 on January 1. 1980. This may be compared with a 
value of about 0.58 obtained in the three-dimensional model 
simulation of the methyl chloroform distribution by GO/OIII
beck [1982] (which would correspond to a 1.. value of 
approximately 3 years). Using ;(9) with r = 0.47 gives a 
tropospheric lifetime of methyl chloroform of 11.5:.t~ years 
and a value of A = 0.37 ± 0.17 (using r = 0.58 yields T, and A 
values differing by only about 2l)( from these). 

It is apparent that the ALE measurements yield an A value 
less than unity. An A value equal to unity corresponds to a 
tropospheric lifetime in the box model of approximately 4.3 
years (and using (9) an atmospheric lifetime of 4.5 years). 
Values of A less than unity thus correspond to lifetime~ 
greater than 4.3 years, which is significantly longer than the 
global atmospheric transport time. When A < I. the lifetime 
estimates should not, therefore. be strongly dependent on 
the assumed latitudinal distribution of OH. In fact our 
computations show that assuming a uniform distribution of 
OH in the troposphere produces a change in the lifetime 
estimate by only approximately 0.1%. In other words, while 
CH 3CCl3 measurements provide a useful measure of the 
globally averaged tropospheric OH concentration. they are 
not useful for determining the latitudinal distribution of this 
radical. 

We also note that the long lifetimes deduced here imply 
that the behavior of CHJCCI) on seasonal and shorter time 
scales at the ALE sites must be dominated by meteorological 
(and perhaps industrial release) _variations and not by sea
sonal or higher frequency variations in OH. For example. by 
multiplying the seasonal average OH concentrations predict
ed by Logan el al. [1981] by A = 0.37 we deduce chemical 
lifetimes in the 9OoN-300N, 500-1000 mbar box of -65 year .. 
in winter and -9 years in summer. For comparison. the 
diffusive exchange times in our model (using F .. 1.6) 
between this latter box and the adjacent 300 N-O° box are 
very much shorter: namely, -0.2 years in winter and -0.45 
years in summer. 

The optimal lifetime estimate (as opposed to the four
station average estimate given above) is obtained by weight
ing each monthly observation by 

( 
2 )-1 _, (1", .. 

U - = -- + Muo-
nnr 

where URI is the standard deviation of the mea<,uremenh 
during month m, n", is the number of measurement" made in 
month m divided by 12 (to allow for the typical obsened 
three-day correlation between individual measurements). 
uo2 is the variance of the residuals of the monthly mean 
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observations relative to the fitted empirical model (equation 
(I» as given in Table 2, and M is a factor (-1.4 for Adrigolef 
Cape Meares and Cape Grim and -I for the other two sites) 
that increases the variances to reflect the month-to-month 
autocorrelation of the residuals [see Cunnold et 01.. this 
issue (a. b». The optimal estimate of the atmospheric 
lifetime is 15.4~li years and may be approximately obtained 
by weighting the individual station estimates by the weights 
given in Table 5. This optimal estimate is obviously strongly 
influenced by the two southern hemisphere estimates of 
lifetime that (particularly at Point Matatula) are substantially 
longer than those for the northern hemisphere. 

To provide further insight into these results, we have 
plotted in Figure 6 the month-by-month residuals In (XmfXc) 
for each station where the mixing ratios Xm and Xc are those 
measured by ALE and those calculated in the nine-box 
model (with T = 10.5 years and F = 1.6), respectively. It is 
apparent that the observed mixing ratios at the two southern 
hemisphere stations (and thus the latitudinal gradient) are 
not well predicted in the model. There is a slight downward 
temporal trend in the residuals at AdrigolefCape Meares and 
Ragged Point, a slight upward trend at Cape Grim, and a 
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Fig. 6. Values for methyl chloroform of the natural logarithm of 
the ratio of the monthly mean measured (X .. ,) and calculated (x,) 
mixing ratios. Calculaled mixing ratios are 12-monlh running mean 
values obtained from the nine-box model with F = 1.6 and T = 10.5 
years. 

TABLE 6. Reciprocal Atmospheric Lifetime Estimale~ (years-I) 
and Their Standard Devialions "for Methyl Chloroform as a 
Functiol) of Time Oblained by Averaging and by Optimally 

Combining the Lifetime ESlimates al the ALE Sile~ 

Time Period. 
month/year 

7n8-6179 
7/80-6181 
7n8-fX80 
7n9-6181 
7n8-6181 

Optimal Combina 
lion ~ I", year- I 

0.246 ~ 0.059 
0.124 ~ 0.051 
0.086 ~ 0.021 
0.044 :t 0.019 
0.070 ~ 0.011 

Average :t 1 ". 
year-I 

0.131 :t 0.067 
o.m :t 0.030 
0.094 :t 0,027 
0.083 :t 0.033 
0.095 ~ 0.035 

pronounced upward trend at Point Matatula. This means that 
the underprediction of the latitudinal gradient is generally 
decreasing with time and that, as already noted, the derived 
T values at AdrigolefCape Meares and Ragged Point are 
slightly less than 10.5 years, while those at Cape Grim and 
Point Matatula are slightly greater and much greater, respec
tively, than 10.5 years. Neglect of the first few months of 
data at each station could be justified on the basis of general 
startup problems. This would tend to decrease the temporal 
trends in the residuals at all stations except Point Matatula 
and thus bring the T values derived from these stations into 
closer agreement with the average T value (10.5 years). 

. The optimal estimate of T (15.4 years) is suspiciou~ be
cause this estimate gives greatest weight to Point Matatula. 
which from its anomalously long lifetime (Table 5) and from 
the residuals illustrated in Figure 6 is behaving quite differ
ently from the other three stations. Moreover, recently 
obtained CH)CCI) data for the period July-December 1981 
suggest that the Point Matatula lifetime estimate based on 
the July J978-June 1981 period is an artifact. The optimal 
lifetime is further suspect when we compare the lifetime 
estimates obtained by optimally combining and by averaging 
the individual station estimates for several time periods. as 
shown in Table 6. Here it is to be noted that in contrast to the 
results for CFCI3 and CF2C12 [Cunnold et 01 .• this issue (a. 
b)] the standard error of the estimate of the mean does not 
decay as N- 3/2

, where N is the number of years of observa
tion, which would be the case for random errors. Apparent
Iy, the optimal estimate is not adequately accounting for the 
differences between individual station estimates. and also. 
one or more sites is giving a steadily biased estimate of the 
lifetime over the 3-year period. Also, in contrast to the 
results for CFCI3 and CF2CI2, the optimal estimate appears 
to be converging more slowly than the estimate obtained by 
averaging. For these reasons we reject the optimally com
bined estimate of lifetime for CH)CCh and recommend the 
four-station average lifetime e~timate of I 0.5:t~ years as the 
current best estimate by the trend method. 

This latter estimate of the lifetime is independent of the 
absolute calibration factor t for the CH)CCl) mixing ratios . 
The quoted error bars do not, however, include uncertainties 
in CH3CCh releases. If the difference between the two 
estimates of release given in Table 4 in the period 1977-1981 
(suggesting J CT errors of only 1.8%) were to be regarded as 
an estimate of the total release uncertainty, the effect on the 
lifetime estimate would be small, and the uncertainty in the 
lifetime would be dominated by the measurement uncertain
ties already discussed. However. if the release errors are 
much larger than 1.8%. particularly if the trend in the 
releases is in error. then our lifetime estimates and their 
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UI POOR QUALl11' 
uncertainties can be substantially affected. We will demon-
strate this point shortly. 

It is apparent that the trend technique applied to the ALE 
data is yielding T estimates similar to the largest estimates by 
previous workers as quoted in the introduction. We should 
address. therefore. the question of whether the CH3CCl3 

lifetimes derived by using the trend technique are consistent 
with the release history R(t) and present global content of 
this species c(t) as expressed by (2). The ALE CH 3CCI3 data 
at each station. when combined with runs of our nine-box 
model. enable us to estimate a e(1) value for January I. 1980. 
of 2580 x )06 kg. Using the emission' data in Tables 3 and 4. 
we then estimate T = 9.8 years. 

To assess errors in this latter., estimate we first note that 
our deduced random error of =: 1.8% in R(t) is much less than 
the errors in c(t) so we will specifically consider T uncertain
ties caused by c(t) uncertainties only. Our assessment of cIt) 
is deduced. in essence, from the globally averaged lower 
tropospheric CH3CCh mixing ratio X (obtained from ALE 
measurements) and from the ratio r of the globally averaged 
stratospheric to upper tropospheric mixing ratio (obtained 
from models). Uncertainties in X include a standard erroLof 
15% in the absolute calibration factor ~ [Rasmussen and 
LOI'eloek, this issue) and an error -Ilk resulting from 
equating Cape Meares and Adrigole measurements with 
their semihemispheric average. Uncertainty in r is -237c. 
based on the difference between the r values computed in 
our nine-box model and in the Golombek [1982) three
dimensional model. 

The uncertainty in X is converted into an uncertainty in ., 
by using 8(1n X)/8( 11.,) = -4.4 years (derived from the nine
box model), giving ~(11T) = 0.032 year-I. The uncertainty in 
ruses 8r1(a(l/.,) = -25.9 years (also derived from the nine
box model) to give ~(If.,) = 0.004 year- I. Combining these 
two uncertainties in 11., gives an atmospheric lifetime esti
mate by the global content technique of., = 9.8:g years. 

It is apparent that lifetimes ., computed with (2) are 
consistent with those computed by the trend method. For 
example, the trend lifetime of 10.5 years that we derived. 
when combined with the emission history of CH3CCI3• 

yields a value of ('(t) only 2.7% greater than the c(t) value 
inferred from ALE observations. This discrepancy obvious
ly lies well within the error bars on the observationally 
derived e(t) value. Using (9) with r = 0.47, the ., value 
determined by the global content technique corresponds to 
A = 0.40 =: 0.15 and T, = 1O.6~U years. 

As noted earlier. our nine-box model (with transport 
factor F = 1.6 and lifetime., = 10.5 years) does not predict as 
large a latitudinal gradient for CH)CCh as that observed by 
ALE. There are three possibilities we have investigated that 
could remove this discrepancy. The first is that. at present. 
we are significantly underestimating southern hemispheric 
releases of CFCh and CF2CI2, and therefore the value of F = 
1.6 derived from these compounds (and used here for 
CH)CCh) is causing erroneously high rates of meridional 
miJ,;ing in our model. If instead we use F = 1.0 (with., = 10.5 
years) for CH)CCI). we find that the difference between 
observed and calculated CH)CCh latitudinal gradients is 
largely removed. However, if we wish to use F = 1.0 to 
explain the CFCh and CF2Cb data also [Cunnold et al .. this 
issue (a. b)]. the required spatial redistributions of the 
releases of these latter two compounds are much larger than 
we can justify. 

A second possibility is that the 3 years of ALE measun 
ments presently available for CH3CCI3 are inadequate fc 
definition of long-term trends and. in particular. are pro\'ic 
ing significant overestimates of these trends. Lower trend 
would lead to lower estimates of T. Thus ., becomes mor
comparable to the interhemispheric mixing time. whic! 
therefore leads to larger predicted latitudinal CH3CCI.~ gradi 
ents. Indeed, if we take., = 5 years rather than 10.5 years 
there is strong agreement (using F "" 1.6) between thl 
gradients in the model and observations (except that th. 
model now overpredicts the Adrigole to Ragged Point gradi 
ent by -4~ and underpredicts the Ragged Point to Capt 
Grim gradient by -41k). However, this 5-year lifetime 
assumption in the model leads to underestimations of th( 
global lower-tropospheric temporal trend and absolute mix· 
ing ratio by about 17% and 287c. respectively. Also, the 
trends calculated at each station with., = 5 years differ mud 
more from the observed trends than those computed by 
using., = 10.5 years. 

A third possibility is that the rate of increase in the release 
of CH 3CCl3 in the last few years is being underestimated. 
This would cause us to underestimate the latitudinal gradient 
since releases are almost exclusively confined to the north
ern hemisphere. To investigate this possibility. we have 
redistributed the official releases RU) given in Tables 3 and 4 
for the years t = 1976-1981 to produce modified releases 
R'(t) (in units of 109 g yr- I), defined in terms of RU) by the 
formula 

R'(t) = R(t) + 12.95 (t - 1978.5) () I) 

Specifically. the R'(t) values are. respectively, 7 .8lfl. 4.3':f, 
and 1.3% less than the official values in 1976. 1977. and 1978 
and 1.31k. 3.81k. and 6.4l,k greater in 1979. 1980. and 1981 
(however. the total releases are the same for the modified 
and official releases). Using these modified releases with F = 
1.6. the calculated Adrigole to Cape Grim gradient differs by 
only 2.77c from the observed gradient (as noted earlier the 
official releases lead to an 117c underprediction of this 
gradient). The modified releases lead to liT = 0.154 ::: 0.078 
year-I (T = 6.5::t~ years) when we average with equal weight 
the II., values derived from the trends in the four semihemis
pheres. This may be compared to lIT = 0.095 =: 0.035 rear - I 
(T = 1O.s-::'~'.~ years) for the official releases. 

Of the three possible explanations discussed above we 
consider the third to be the least unlikely. We emphasize. 
however, that even this third explanation possesses objec
tionable features. In particular, the lIT estimates for the 
modified releases vary even more widely from slat ion to 
station than the estimates given in Table 5. which use the 
official releases. In other words the modified release~ pro
vide a poorer simulation of the temporal trends than the 
official releases. Also using the T value of 6.5 years derived 
from the modified releases. we obtain a global CH.,CCh 
content that is 187c less than that inferred from the ALE 
data. The calibration factor f would need to be 0.8~ to 
remove the latter disagreement: this value lies outside our I IT 

but inside our 20' limits on f. Finally. the suggested modifica
tions to the releases clearly exceed our suggested probable 
error in R(t) of =:3.7l,k (95'k confidence). However. as 
already noted. the estimates of R(t) and their probable errors 
involved certain assumptions whose validity is difficult to 
assess. Perhaps a combination of an increasing f value (e.g .. 
resulting from a lowering of user inventories). increasing 
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Communist production (presently ignored). and an underes
timate of 1980 and 1981 production outside the United States 
could lead to an increased trend in the releases of the type 
expressed by (I I). However. this is certainly speculative. 
and the lifetime estimate of 6.5:~·.~ years derived with the 
modified releases must be rejected at the present time. 

4. CONCLUSIONS 

Averaging the inverse trend lifetime of 0.095 :: 0.035 
year-I and the inverse global-content lifetime of 0.102 :: 
0.032 year-I calculated for CH3CCI3 from the ALE data and 
the official CH3CCI3 releases. we obtain T = 10.2:U years. 
Using (9). this latter T value provides an estimate of Tt = 
1I.0:B years, which corresponds to A = 0.39 :: 0.16. Since 
A "" I in our nine-box model corresponds to a global 
tropospheric average OH concentration [OH] - 1.2 x IO~ 
molecule cm -3. then the CH 3CCI3 ALE data implies [OH) 
- 1.2 x 106A = (5 :: 2) x 10~ molecule cm- 3• 

In the Logan et al. [1981] two-dimensional model {whose 
OH concentrations are used to define our standard modell. A 
- I:~·.~ and [OH] - (I.2:~·.~ x 106 molecule cm- 3

• The two
dimensional diagnostic model of Chameides and Tall [1981] 
has [OH] - (4.2:~\\J x IO~ molecule cm- 3• while the two
dimensional model of Vol: et al. [1981] implies [OH] 
- (6.5:~) x IO~ molecule cm -3 on the basis of an analysis of 
14CO measurements. The small differences between the 
ALE-derived result and the results from the latter two 
models are not statistically significant. but it is apparent thai 
the ALE results imply tropospheric OH concentrations -2.5 
times less than those computed by Logan et al. Since the 
latter model is carefully constrained by using observed 
concentrations of H~O. 0.,. CO, CH4 • NO. NO~. and HN0] 
and also attempts to include all the important known OH 
production and loss processes. the disagreement with the 
ALE results may conceivably be due to presently unrecog
nized sources or sinks for tropospheric OH. 

For the reasons discussed in detail in section 3 we have 
rejected the CH)CCl3 lifetime of 15.4 years that was deduced 
from ALE by using the optimal trend method and the 
lifetime of 6.5 years required to simultaneously fit the ALE 
latitudinal gradients of CH3CCI.,. CF~CI~. and CFCI). If we 
included these rejected estimates with the two we consider 
valid <four-station average trend lifetime = 10.5 years. global 
content lifetime = 9.8 years). we would obtain an average 
lifetime of9.6 years compared to our preferred value of 10.2 
years. 

Our model results are in qualitative agreement with the 
model results of Derwent and EgRlelOn (1981). They found a 
reasonable fit to northern hemispheric CH)CCI) trend obser
vations by using T = 5 years. but this lifetime was far too 
short to explain the then available southern hemispheric 
observations. For comparison. if we ignored in our model 
the two southern hemisphere ALE stations, we would 
deduce a two-station average trend lifetime of6.6 years. The 
southern hemispheric CH)CCI] trends are significantly 
greater than those in the northern hemisphere and imply 
globally averaged lifetimes significantly greater than those 
derived from northern hemisphere trends alone. 

The ALE program has provided the most extensive mea
surements of the global concentrations and trends for 
CH]CCI., and the most accurate determination of its atmo
spheric lifetime yet obtained. Continued measurements of 
this species at the ALE sites should result in a significant 

improvement in our knowledge of its lifetime and thus of 
global average OH concentrations. In particular. it is impor
tant to establish whether the significant differences between 
trends in the two hemispheres persist as further years of 
ALE data are obtained. Also. the need for improvement in 
the absolute calibration of CH)CCI] concentrations in the 
atmosphere in order to improve the accuracy of the .. values 
derived by using the global content method is readily appar
ent. 

Finally. we note that we have been unable to explain 
simultaneously the ALE observations of the latitudinal gra
dients of CH 3CCl3• CFCI3• and CF~CI~ by using the same 
global meridional mixing rates. We have suggested that this 
problem may be at least partly alleviated if we have underes
timated the rate of increase in CH)CCI3 emissions over the 
last few years. With the greater data base made availahle 
through the fourth and fifth years of the ALE program we 
intend to estimate emissions. lifetimes. and global mixing 
rates. optimally. However. it is clear that additional research 
on CH3CCI3 emissions is urgently needed. and until such 
research has been accomplished the lifetime of 6.5 years for 
CH 3CCI). estimated with our modified release scenario. 
must be held in abeyance. 
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The Atmospheric Lifetime Experiment 
6, Results for Carbon Tetrachloride Based on 3 Years Data 

P. G. SIMMONDs,l F. N. ALYEA,2 c. A. CAllDELINO,2 A. J. CRAWFORD,~ D. M. CUNNOLD,2 

B. C. LANE," J. E. LoVELOCK,' R. G. PiuNN,6 AND R. A. RAS,,"USSEN3 

The .utomated electron capture pi chrom.tographic detennin.tion or the .tmospheric con
centr.tioDl or ca. are reported for the period July 1978 to JUDe 1981 .t five COIstal monitoring ltations, 
Adrigole (lreland~ Cape Meares (Orelon~ R.gged Point (Barb.dos, West Indies), Point M.t.tul. 
(American Samoa~ .nd Cape Grim (T.sm.ni.~ Daily measurement •• t .pproximately 6-hourly intervals 
.re .I .... ys complimented by .n equivalent number or on-lite calibration meuun:ments. Estim.tes or 
CCI. emissions to the .tmosphere from known industrial IOUrcet .re comp.red ... ith the measured 
trends and the .bsolute v.lues or the observed concentr.tion •. A aJobally .ver.ged atmospheric lifetime 
for ca. Is calcul.ted by Ulina .D optimal estim.tion technique incorporatiDa • nine-box model or the 
.tmotphere. The .ver.ae global concentr.tion or CC4 from July 1978 to June 1981 in the lower 
troposphere ..... 118 pptv, and it ... u mcreasiD, 2.1 pptv/ycar over this period. Both the .bsolute 
concentration observed and its trend .re consistent with the calculated releases of ca •• nd its expected 
destruction by str.tospheric photolysis. 

1. INTROOUcnoN 

The measurement or carbon tetrachloride (CO.) in the At
mospheric Lifetime Experiment (ALE) has lpecial interest ror 
several reasons. CCI4 is a major halocarbon in terms of its 
measured tropospheric concentration and representl one of 
the major lOurces of industrial halolen in the stratosphere. 
With a suspected lonl atmospheric lifetime, it is implicated 
therefore in those model calculations which predict the lonl
term depletion of stratospheric ozone. Furthermore, it is intri
cately linked with the other major atmospheric halocarbons, 
CFO, and CF 202, throulh its main use as a ltarting materi
al ror their industrial production. In fact, the majority view
point contends that Jhe observed atmospheric burden of C04 

is simply a man-made global pollutant [Altshuller, 1976; Singh 
et al .. 1976; Galbally, 1976; Neely, 1977] with an atmospheric 
liretime that lies between 40 and 100 years. However, Lovelock 
et al. [1973] have suuested that C04 might also have an 
atmospheric origin. Indeed, there is lOme evidence for the 
photochemical conversion or chlorinated alkenes to CCI4 

[Singh et al., 1975]. 
A considerable number of tropospheric measurements of 

CCl4 have been made over the last decade, and these are 
summarized in a number of reports and publications (Fraser 
and Pearman, 1978; Galbally, 1976; Grlmsnul and Rtumussen, 
1975; Hansl et al., 1975; Ullian et al., 1975; ~/ock et al., 
1973; National Academy of Science (NAS). 1976; National Re
search Center (NRC) 1978; Ohta et al .. 1976; Pack et al., 1977; 
Pearson and McConnell, 1975; Penutt et al .. 1979; Pierotti et 
al .. 1976a, b, 1980; Ra.mtWSen et al .. 1981; Simmonds et al., 
1974; Singh et al., 197741, b, 1979; Su and Goldberg, 1976; 
Tyson et al .. 1978; WUIuteu et al., 1973]. 
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Random measurements from place to place and at different 
times show predictably high variability, and it is difficult to 
discern tropospheric sinks or predict accurate atmospheric 
residence times from such data. Furthermore, differences in 
the methods and frequency of calibration used by individual 
investigators reveal substantial disagreement in terms both of 
absolute concentrations a nd of the reported growth rates of 
C04 • 

The ALE program was instigated to provide a long time 
series of accurate halocarbon measurements where high preci
lion in the analysis and calibration could be maintained pri
marily through the use or daily on-site calibration. The basic 
principles. scientific objectives. and analytical methods of the 
ALE program have already been reported [Prinn el al., this 
issue]. Details of the calibration procedures are discussed by 
Rtumussen and Lovelock [this issue]. 

The three years of CCI4 measurements (July 19i8 to June 
1981) obtained by the ALE monitoring network have been 
analyzed with the assistance of a nine-box model (eight tropo
spheric boxes and one stratospheric box) and an optimal 
estimation technique for calculating lifetimes as described by 
Cun"old et al. [this Issue (a)]. Coupled with a more rigorous 
estimate of the industrial releases. these results allow us to 
reexamine the question of CCI6 in the global environment. 

2 GWBAL CARRON TETRACHWRIDE DATA 

The daily average CO. mixing ratios (pptv) and their stan
dard deviations (I determined from the measurements at each 
of tbe five ALE stations are shown in Figures I-S. The times 
or calibration tank changes and tank numbers are indicated 
along the top of each fi8ure. The monthly average mixing 
ratios i (pptv). the standard deviations (a), and the number of 
measurements (N) are reported in Table 1. These are our cur
rent best estimates of the absolute concentration of CCI4 in 
the atmosphere and assume a calibration factor { - 0.81 [Ras
mussen and Lovelock, this issue]. 

Greater variability is expected and observed at the Adrigolc 
Itation (Figure 1) compared with the other ALE sites due to 
its relative proximity to northern European sources, and this 
is reftected in the data when the arrival of "polluted air" is 
usually evident by a rapid increase in the concentrations of 
CFO,. CF20 1• and CH 3COl • as well as the appearance of a 
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Fia· l. The daily average mixing ratios In pptv or ca. at Adriaole, Ireland, ~veriDa the period December 1979 throuah 
June 1981. Times or calibration tanle changes and tank numbers are indicated a10ns the top or each fiJUR. 

substantial peaJc for perchloroethylene (peE). It is important 
to note that these days of identifiahle pollution have been 
removed frotyl the data record in Figure 1 and also from the 
calculation of monthly means, etc. However, the entire ALE 
data set including all "pollution events" are to be published as 
II NASA technical memorandum [Alyea. 1983]. The ca. 
data at Adrigole was also unusually variable from July 1978 

through November 1979 even after removal of the obvious 
pollution episodes. Analysis has shown that this is due to 
variability in the measurements or the calibration gas rather 
than the ambient air. Although lome or this data can be re
covered, we have less confidence in its quality, and it bas 
tberefore not been included in the present study. 

Halocarbon measurements did not commence at the Cape 
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Fig. 3. The daily average mixing ratios In pptv or co. at Ragged Point. Barbados, covering the period July 1978 

through June 1981. 

Meares. Oregon, ltation (Figure 2) until December 1979 and 
the data gaps from the end of January to mid-March 1980 are 
due to problems encountered during the ltart-up of this Ita
tion. 

The BarbadOi ltation (Figure 3) 3-year data let is essen
tially complete with only two significant gaps. No data was 
collected during April 1979 due to carrier gas lupply prob
lems. while a major hurricane Ihut down the ltation for mOlt 
of August 1980. The areater variability in the data record 
observed at Ad!igole and BarbadOi is also partly attributed to 
the use or the constant frequency elcctronicl in processing the 
signal output from the electron capture detector (ECD), which 
aenerally produces a noisier lignal [PriM et al .. this issue]. On 
May 1. 1979. a new ECD was installed at Barbadol with an 
obvious improvement in instrumental precision. 

Several data gaps are evident in the Samoan record (Figure 
4) with 3 weeks 100t in- January 1979 ~uscd by an insect 
restricting the outside air intake. Generally poor regulation in 
the American Samoa power lupply and several major power 
failures caused instrumental damage with the loss of data from 

early October through the beginning of November 1980 and 
again from late January through February 1981. It should be 
noted that a constant frequency detector was used temporarily 
in the period from Novl!mbcr 10, 1978, to May 8, 1979. Also 
on November 10, 1978. the sample loop size was changed 
from S ml to 7 ml on the silicone column channel. 

The Tasmanian data (Figure S) is the least variable of all 
the ALE sites and is essentially rrec of any significant pol
lution. Only about 10 days per year are observed in which 
anomously high levels of CFCI, and CF 2Clz are recorded, 
and these days have been omitted from the data presented. 
Data are missing from the last half of October 1978 due to 
instrumental problems, and a larger data gap Is evident from 
December 11, 1978, to Januar)' 16, 1979, caused by contami
nation of the input gas sampling valve. Power failure prob
lems in January and February 1981 also resulted in the loss of 
small segments of data. Precision was clearly improved after 
November 4, 1978, when .the sample valve loop size was in
creased from S ml to 7 ml. 

The CO" monthly averaged mixing ratios i and their 
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FiS- 4. The daily average mixing ratios In pplV of CCI. at Point Matatu!a, American Samoa, covenn, the period July 
1978 throuJh JUDe 1981. 

monthly standard deviations tI listed in Table 1 bave been 
processed with the optimal estimation code described in CUll

"old et til. [this issue (a)] to determine the coefficients o( the 
empirical model, 

{t - 18} {27t1}. {2nt} In x,- Q, + h, -.r- + 1:, cos 12 + s,lln 12 (I) 

which provided the best fit to the observations at each lite. 
Here, X, is the 00. mixing ratio expressed in pptv, and t is 
measured in months with the first month being July 1978. In 
this estimation procedure, each month of observations is 
weighted by 

(2) 

where tJ. is the Itandard deviation of the measurements 
during month m and II. is the number o( measurements during 
the month divided by 12 (to allow for the typically observed 
correlation between individual measurements over periods - 3 

days). tlo,2 is the variance of the residuals at an individual site 
with respect to the empirical model (tlo~) inc:reased by a (actor, 
M, which allows (or the effect of the observed month-to
month autocorrelation or tbe residuals on tbe precision of 
estimating a trend (rom tbe data [see Cunnold et al., this issue 
(a)]. In the CC4 observations. M is ~ 1.4 at all sites except 
Cape Grim (where M ~ 2.5) and tlo'2 is approximately 2 
(Barbados; Samoa; and Cape Meares, Oregon) to 5 (Adrigole, 
Ireland, and Tasmania) times tI. 2 /ft .. Table 2 gives the calcu
lated coefficients; it should be noted in the interpretation of 
the results that the trend b, is determined rromjust 19 months 
or data at Cape Meares, Oregon., and Adrigole, Ireland. 

Table 2 indicates that the mean concentration at each site, 
and hence the latitudinal distribution of 00., and its tempor
al trend is precisely determined by the ALE data. Moreover, 
the annual cycle or ca. is generally weak and ill defined 
except at mid-latitudes of the northern hemisphere. In that 
case, however, the annual cycle has been determined from just 
19 months of data and may therefore be atypic:aJ and in ract 
differs in amplitude and phase rrom that obtained rrom CFO, 
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A .. 5. The daily avenae mixing ratios in pptv of ca. at Cape Grim, Tasmania, covering the period July 1978 through 
June 1981. . 

and CF 101 [Cimnold et al., this issue (a), (b)]. It ,;ray be noted 
that Adrigole, Ireland, possesses a ca. mixing ratio approxi
mately 2% larger than that at Cape Meares, Oregon. Al
though this difference is most likely related to the proximity of 
Adrigoleto where 00. is injected into the atmosphere, it is 
curious that only CF 101 of the other ALE species gives any 
indication (based upon just 8 months of data) of such a differ
ence between these two mid-latitude Ilortbem hemisphere 
sites. 

Further processing or the ALE data requires a c;ombination 
or the Adrigolc and Cape Meares records in order to provide 
a time series typical or mid-latitudes or the northern hemi
sphere. Since there exists a significant difference between the 
mean concentrations or ca. at the two lites, it is inappro
priate to .combine optimally the two time series. Instead, to 
pro~de an unbiased estimate or the 00. concentration in this 
lCmi-hemisphere, each month's data at the two lites hu been 
averaJed (both sites have provided monthly daia continuously 
since December 1979); each month', average bu been as
signed an uncertainty (I.'';;;' _ «(I. 1 In. + (I,l/n,)1I2/2 where 

(I .. n .. (I., and ". are the standard deviations and the estimated 
number of independent measurements at Adrigole and Cape 
Meares in month m. The combined times series has been pro
cessed to yield empirical model coefficientS and gives Q,-
4.81S and b, - 0.020. 

The annually averaged mixing ratios and trends for January 
1, 1980, obtained using the empirical model are 123 pptv, 2.S 
pptv/year at Adrigole/Cape Meares; 119 pptv, 2.S pptv/year at 
Ragged Point; I1S pptv, 2.1 pptv/year at Point Matatula; and 
llS pptv, 1.4 pptv/year at Cape Grim. Averaging these results, 
the average mixing ratio in the lower troposphere in the 
period July 1978 to June 1981 was 118 pptv, and it wu in
creasing 2.1 pptv/year (1.8°.4/year). 

3. GLOBAL BUDGET Of C.uBON TEnACHi.OIUDE 

Two principal methods are used in analyzing the globally 
distributed measurements obtained from the ALE monitoring 
network in terms of the .sources and sinks of carbon tetra
chloride. In tbe first approach, the measured total atmospheric 
content C(t) of 00. at time I is expressed in terms of its 



8432 SI/lOfONS I!T AL: ALE ca. Rmut. n 

TABLE l. Montbly Averaged CCI. Mixinl Ratios I (pptv~ Their Standard Deviation. tI (pptv), aDd the Number of Measumnenu Durina 
Eacb Montb (N) Determined From Measurement. at tbe Five ALE Stations Over the Period July 1978 Throuah June 1981 

Adrigole. CapeM~res, Raged Point, Point Matatula, Cape Grim 
Ir~laJl!l Orelon Barbados American Samoa Tasmania 

Montb I tI N I tI N I 11 N I 11 N I 11 N 

July 1978 114.6 2..7 144 110.7 1.8 61 113.8 2..3 54 
Aug. 1978 116.0 2..3 200 111.1 2..0 125 113.1 1.8 124 
Sept. 1978 115.3 3.0 165 111.4 1.6 126 113.7 1.6 72 
Oct. 1978 114.3 3.5 III 111.2 1.7 106 113.9. 1.4 44 
Nov. 1978 113.2 3.6 134 113.0 2..3 97 llU 1.1 70 
Dec. 1978 116.6 3.5 131 114.0 1.5 60 113.8 0.8 47 
Jan. 1979 118.3 2..8 121 114.9 l.l 18 113.1 1.1 58 
Feb. 1979 118.1 2..8 118 113.8 1.5 95 112.6 1.0 92 
Marcb 1979 115.9 2..8 94 113.6 1.2 117 112.9 1.3 111 
April 1979 114.3 t.5 110 113.2 0.8 US 
May 1979 117.9 1.5 80 i14.2 1.0 121 113.2 1.1 110 
June 1979 118.3 1.5 40 114.2 0.8 115 113.0 1.0 112 
July 1979 118.1 1.7 104 114.9 0.9 ti8 113.0 1.0 94 
AU8. 1979 ti7.9 1.5 123 114.9 0.9 111 112.8 0.9 118 
Sept. 1979 117.2 1.6 136 114.8 1.3 99 112..8 0.8 106 
Oct. 1979 117.6 1.4 134 115.6 1.1 115 114.1 1.0 94 
Nov. 1979 118.5 1.S 96 112..6 1.2 115 114.4 l.l 110 
~.1979 126.1 1.7 53 123.4 1.7 55 119.2 1.3 129 115.0 1.5 102 ti4.5 0.9 85 
Jan. 1980 128.2 2.3 61 124.1 1.5 74 119.9 1.5 132 116.5 1.5 99 114.5 1.0 94 
Feb. 1980 126.4 2.5 108 123.0 2..2 31 119.6 l.4 105 115.9 1.5 12i IIU 0.9 72 
Marcb 1980 124.8 1.7 89 123.5 1.8 10 120.8 l.4 128 115.5 l.4 105 115.3 0.9 117 
April 1980 126.j 3.2 104 122.1 0.9 87 120.4 1.5 124 115.7 1.S 115 116.2 1.2 79 
May 1980 126.0 2.1 61 122.1 0.8 98 120.5 1.3 137 116.0 1.0 116 116.8 0.9 88 
June 1980 125.8 1.8 114 122.0 0.8 114 120.9 1.1 147 116.0 0.8 94 116.6 0.8 as 
July 1980 125.9 1.6 110 121.7 1.1 91 120.9 1.4 129 116.2 0.7 117 115.3 1.1 105 
Aug. 1980 125.7 1.5 119 121.3 0.9 82 121.2 1.9 47 116.4 0.8 117 115.2 0.7 102 
Sept. 1980 125.2 1.9 109 122.6 1.1 112 120.2 1.4 125 116.3 1.2 100 116.1 1.1 74 
Oct. 1980 125.2 2..0 79 123.7 1.1 126 120.6 1.7 126 116.1 0.7 17 114.9 1.2 81 
Nov. 1980 127.2 1.6 79 124.2 1.2 123 121.2 1.9 118 116.8 0.9 63 116.5 I.S 101 
~. 1980 127.3 2.5 66 123.9 1.3 119 121.7 1.9 117 117.3 1.1 98 116.4 0.5 96 
Jan. 1981 128.3 1.9 120 125.0 1.9 132 121.7 1.4 138 117.6 1.3 42 116.6 0.6 54 
Feb. 1981 129.4 2.3 66 t23.8 1.2 111 121.8 1.3 119 f18.3 1.1 4 115.1 0.6 46 
March 1981 132.1 2.4 lOt 124.1 0.7 128 121.7 I.S 99 117.8 1.9 54 115.7 0.6 88 
April 1981 131.5 20 53 124.4 0.8 113 1226 1.6 110 118.0 1.0 136 lIS.S 0.6 80 
May 1981 132.3 2.3 62 125.0 0.9 123 1227 1.5 123 117.4 1.2 123 116.3 0.6 99 
June 1981 127.8 2.0 78 125.0 0.9 115 1229 l.4 110 117.7 0.9 111 116.9 0.7 62 

known release rate I(t) and unknown lifetime t through the relate the alobal trend in Cd. to the trends, 1/TJ.,dxjdt), mea-
equation lured at each ALE lite. The two techniques provide relatively 

C(t) -l'/(t')eI"-"" dr' 
independent estimates of the lifetime because uncertainties in 

(3) abiolute calibration are an important part of the overall un-
certainty in the fint approach but are relatively unimportant 

The second approach is based upon the temporal derivative of in the second approach. 

this equation in the form 
-<to 

1 de I(t) 1 3.1. EmWions of Carbon Tetrachl~ 

C Tr - L'1(r')e"'-'I" dr' - ~ 
(4) There have been many important cbanges in the industrial 

usage of 00. since significant production commenced in the 
early 1900's. As wu noted by Galbally [1976] and Singh er al 

For each approach a two-dimensional model is used to relate [1976], prior to 1950 world production of ca. wu domi-
measured mixing ratios (X) to the atmospheric content and to nated by the United States. Principal uses were as an indus-

TABLE 2. Empirical Model Fit (Equation (1» Toaethcr With 111 Uncertaint)' for the Three Years 01' ca. Data Given ill Table I 

Variance of 
Residual. 

Site ". ". c, " (112 X 1()6) 

Adriaolc. 1~land 4.825 ± 0.003 0.027 ± 0.006 -0.002 ± 0.()04 -0.013 ± O.()04 78 
Cape Meares. Orelon 4.802 ± 0.002 0.016 ± 0.004 -0.006 ± 0.002 -0.004 ± (l003 25 
Raged Point, Barbados 4.779 ± 0.00 I 0.021 ± 0.002 0.002 ± 0.002 . -0.004 ± 0.002 43 
Point Matalula, American Samoa 4.745 ± 0.001 o.olS ± 0.002 -0.001 ± 0.002 -0.003 ± 0.002 38 
Cape Grim, Tasmania 4.740 ± 0.002 0.012 ± 0.003 0.001 ± 0.002 0.000 ± 0.002 47 

It should be noted tbat the date at Adrigole and Cape Meara cover. the period Dec. 1979 to June 1981. 
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TABLE 3. Annual Unite4 States and World Production of the Two Chlorofluorocarbons. CFO, 
(CFC-l1) and CF 101 (CFC-12) From 1958 to 1980 

AMual U.S .. Production" Annual World Production l United States, 
CFC-l1 + CFC-I2, CFC-l1 + CFC-I2, World, 

Year KT KT % 

1958 82.5 102.9 80.2 
1959 98.7 123.3 80.0 
1960 108.3 149.1 72.6 
1961 119.9 169.0 70.9 
1962 150.9 206.2 73.2 
1963 162.2 239.7 67.7 
1964 170.7 281.2 60.7 
1965 200.4 312.9 64.0 
1966 207.1 357.2 58.0 
1967 223.1 0i02.6 5S.4 
1968< 249.0 463.6 53.7 
1969 274.9 531.2 51.7 
1970 281.1 578.0 48.6 
1971 293.6 627.1 46.8 
1972 335.1 712.2 47.0 
1973< 355.4 801.8 44.3 
1974 375.7 851.2 44.1 
1975 300.5 742.1 40.5 
1976 283.1 799.7 3S.4 
1977 256.6 756.6 33.9 
1978 236.2 735.3 32.1 
1979 2f1J.7 702.3 29.9 
1980 200.7 695.6 28.8 

KT - 1000 metric tons. 
-Data taken from International Trade Commission (Synthetic Orpnic Chemicals). 
toata taken from Alex4Nl". GrQllt Report-DIIPont CalculatlollS [1981]. 
'Data are utrapolated in these yean and are therefore las certain. 

trial solvent, dry cleaning agent. fire extinguisher, grain fumi
gant. and rodenticide. However, recognition and concern 
about the toxicological effects of ca. has led to substitution 
of its uses as a dry cleaning agent and fire extinguisher by 
other less toxic chemicals. Any growth in the continuing appli
cations of CCI. is expected, therefore, to be minor owing to 
the shift away from its dispersive uses to other solvents. 

In 1931, cel. began to be used as an intermediate in the 
production of chlorofluorocarbons, a usc that has grown 
steadily until very recently with the advent of the chlor
ofluorocarbon/ozone controversy. It is also significant that 
from 1958 to 1980, wben accurate production figures are 
available [Alexander Grant Report-DuPont Calculations, 
1981], that the percentage of U.s. chloroftuorocarbon pro
duction relative to world production bas declined from 80 to 
about 30% (see Table 3). Since ca. production parallels the 
production of chloroftuorocarbons,it is apparent that there 
has been a similar shift in the global pattern of ca. usage. 

Assuming for the moment that there are no natural sources 
of CCI., then releases to the atmosphere can be estimate4 
from a detailed knowledge of the various industrial uses of 
ca., but most importantly from an inventory of its consump
tion as a chemical feedstock. One approach to obtaining sucb 
an estimate is to sum the percentages lost for each of the uses 
of CO. using data compiled mainly from U.s. sources and 
then estimating the percentage U.S. production/world pro
duction to obtain a filUre for global release [NAS, 1976; 
NRC, 1978]. An alternative approach, and the one used here, 
is to determine the apparent U.s. domestic consumption or 
ca. from available 10Vernment figures for production plus 
imports less exports. The majority of this ca. will be con
verted into the chlorofluorocarbons, CF 202' and CFa" and 
this amount can be calculated from tbe Itochiometry and by 

assuming that the efficiency of this chemical proc;css is 97%. 
In ract, recent figures released by the Chemical Manufacturers 
Anociation calculate that the average loss of eCl. during its 
conversion into the two chlorofluorocarbons is 2.9% (17-
± 0.6%) over the period 1965-1979 (Chemical Manufacturers 
Association. 1983]. Therefore, eCI. not used in the production 
of chloroftuorocarbons must be accounted for by all other 
industrial uses and is 8 reasonable estimate of the fraction 
eventually released to the atmosphere [Edwards et al., 1982]. 
ca. release estimates for the United States are summarized 
in Table 4 by using this approach, in which it has been further 
assumed that 95% of all nonchemically reacted ca. is re
leased. This loss is also expressed as a percentage of U.S. 
consumption in Table 4, and it should be noted that the 
annual variability includes any changes in inventories as well 
as actual consumption. 

To derive a world estimate of CC1. release is more difficult 
since only limited records of CCI. production are available 
from other countries. However, concern over the potential 
depletion of ozone by chlorofluorocarbons has resulted in the 
accumulation of detailed and accurate records for their pro
duction and release on a global basis [Alexander Grant 
Report-DuPont Calculations, 1981]' As there is likely to be 
close parity between eCI. and chlorofluorocarbon pro
duction, we can use the percentage U.S./world chlor
oftuorocarbon figures 10 estimate world ca. production 
based on available U.s. ea. production data. Furthermore, 
we assume that production losses, etc., in other countries will 
be proportionally similar to those of the United States be
cause of comparable technologjes. 

Global release estimates. for ca. are summarized in Tables 
5-7. Table 5 covers the years 1908-1930 and is based on data 
taken from the National Research Council report [NRC, 
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TABLE 4. United Statca Releues or Carbon Tetrachloride 

Apparent 
Domestic Consumed in Consumed in Apparent 

Consumption CFC-Il CFC-12 Release 
orCCI.: Production,· Production" 006, PcrcerIt U.s. 

Year KT KT KT KT Con.umption, % 

year 
1958 141.9 26.43 78.14 37.30 26.30 
19S9 166.8 31.63 93.46 41.70 15.00 
1960 168.8 37.90 98.9S 31.90 18.90 
1961 174.1 47.61 103.19 23.30 13.40 
1962 219.4 6S.31 123.69 30.40 13.90 
1963 235.5 73.36 129.33 3280 13.90 
1964 243.1 77.74 135.54 29.80 12.30 
1965 269.3 89.24 16l,43 18.60 6.90 
1966 293.9 89.18 170.31 34.40 1l,70 
1967 323.7 9S.40 184.19 44.10 13.60 
1968 346.3 II 0.1 ()I 201.4()I 34.W 10.30' 
1969 400.4 124.87 218.68 56.80 14.20 
1970 458.6 127.99 223.29 107.40 23.40 
1971 457.7 135.02 231.72 90.90 19.90 
1972 457.4 156.84 261.25 39.30 8.60 -
1973 475.0 1 67.7()1 275.6CY 3l,70 6.W 
1974 534.7 I 78.SO 289.90 66.30 12.40 
1975' 406.2 141.1S 233.81 31.20 7.70 
1976' 381.1 128.89 224.87 27.30 7.20 
1977' 355.5 110.62 210.86 34.00 9.60 
1978' 321.8 101.33 194.67 25.80 8.00 
1979' 283.0 9O.SO 172.16 20.30 7.20 
1980" 285.7 81.19 17l,OS 33.50 11.70 

Average 13.2" 

KT - 1000 metric lon$ 
·Source: International Trade Commission (Synthetic Organic Chemicals). 
·Assumes 97% efficiency o( conversion or oo6into CFC-Il and CFC-12 
'1975-1980 Uses ITC production + importJ - exports (import and export fiaurea 'rom U.s. Depan-

ment or Commerce). 
·Extrapolated data. 
"Average 1958-1971. 16%; average 1972-1980.8.8%. 

1978]. with only minor modifications. Table 6 commences in 
1931 and takes into account the conversion of CCI. into 
chlorofluorocarbons in estimating global CCI. emissions by 
subtracting the fraction of CCI. used as a chemical feedstock 
and by assuming 95% release of the residual CCI •. The esti
mates for production losses and percentage U.S./world CCI. 
production are again taken from the National Research Coun
cil report [NRC, 1978]. For Table 7, world ca. production 
is derived from the comparable percentage chlorofluorocarbon 
figures in Table 3 and reflects the progressive decline in U.S. 
production relative to the rest of the w<>rld, especially during 
the last decade. 

World ca. emissions are estimated from the data in Table 
4. which expresses CCI. release as a percentage of U.S. con
sumption. Because production figures for CCI" include both 
sales and inventory changes. we prefer to use average percent
ages to avoid any distortion due to inventory changes in a 
given year. Average consumption figures were calculated, 
therefore, for the years 1912-1980 (8.8·Yo.) when most accurate 
data were available and for the years 11J58-1971 (16%) when 
the data is less accurate. Annual world eCI. emissions were 
then calculated for each of these time periods (see column 8, 
Table 7) and again assuming that 95% of the non feedstock 
CCI. is eventually released. It is also significant that, using 
1976 as an example, the cummulative emissions calculated by 
this method are at least 20% higher than those derived by the 
NRC [1978]. 

These CCI. release estimates probably still underestimate 

slightly the actual emissions since production figures Cor chlor
ofluorocarbons and CCI" are very limited from the U.S.S.R., 
Peoples Republic o( China, and eastern European countries. 
Furthermore, end usage patterns in these cOuntries could be 
different with a larger Craction of CCI. total production being 
used dispersively. 

The cumulative emission of 3427 ktons of CCI. at the end 
of 1980 can therefore be regarded as a lower limit, and we 
must next attempt to estimate an upper limit (or the global 
release of CCI •. From Table 3, we can see that about 10 years 
elapsed (from 1958 to 1968) before production of chlor
ofluorocarbons in the rest of the world equalled production in 
the United States. If this 10 year lag-time is also a reasonable 
reflection of CCI" production and uses, we can further assume 
that releases of CCI. in the rest of the world as a percentage of 
the rest of the world production would be roughly proportion
al to release in the United States 10 years earlier as a percent
age of U.S. production. Using this Ulumption, we have then 
calculated annual CO" emissions in the rest of the world 
beginning in 1958, but the calculation is based on U.S. release 
rates calculated for 1948. Each year', release. calculated in this 
way, is then summed with the derived production losses, with 
95% of the total CCI. finally released to the atmosphere. The 
cummulative CCI" global release at the end of 1980 deter
mined by this method is 3972 ktons, which we have adopted 
IS our upper limit. 

In our calculations the atmospheric release after 1970, given 
in Table 7, is assumed to be injected into the atmosphere in 
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the proportion 0.787, 0.149, 0.03S, and 0.029 in the 9O"N-
300N, 300 N-0°, 00-300 S, and 300 S-9O"S semi-hemispheres, re
lpectively. These proportions were determined from the pro
portions (fvalues) derived for CFO, [CllnlWld et aI .. this issue 
(a)J and CF zOz [ClUUIOld et aI .. this issue (b)J with the relative 
weights Jiven to CFO, and CF 202 being determined by the 
quantities of ca. UIed in their production. This procedure for 
determination of/values parallels the procedure used to de
termine the lower limit on release and is used in the absence of 
information on the dispersive releases of CO •. Prior to 1971, 
all the release was assumed to be in the 9OoN-3OoN semi
hemisphere. The atmospheric lifetime of CO. deduced from 
the ALE data is not significantly dependent on the assumed 
distribution of release. 

3.2. Removal ProceSMs/or Carbon Tetrachloride 
It is generally agreed that the primary mechanism for the 

removal of CO. from the atmosphere is by stratospheric 
transport and photolysis. However, estimates of the CO. resi
dence time in the stratosphere vary considerably. Krey et 41/. 
[1976] estimate an atmospheric lifetime of 18 years; lifetimes 
calculated by other investigators range from SO to 100 years 
[Atkinson et aI., 1976; Galbally, 1976; NAS, 1976; Singh et al., 
1976J. Actual measurements [Pierotti et al., 1980; Seiler et aI .. 
1978J of the Itratospheric profile of CO. Ihow that its con
centration rapidly decreases with altitude (-14 pptv km -I) 
and support the view that the Itratospheric lifetime may be 
much shorter than most calculated estimates. Recent calcula
tions by Golombeck [1982J baaed on the photodissociation 
cross leCtion of ca., in fact, Jive a Itratospheric lifetime of 
7.S years and an atmospheric lifetime of approximately SO 
years. 

Transfer into the oceans with subsequent hydrolysis is the 
second most important sink for CO.. Based on laboratory 
measurements, hydrolysis in the oceans is predicted to be ex-

tremely slow [Hine, 1950; Radding ef al., 1977J. However, the 
e- 1 depth of CO. is reported to be SO m [Lovelock et al., 
1973J, and the rate of transfer across the air/sea interface 
calculated by different investigators ranges from l. 7 x 10 - l to 
7 X 10-1 yr-I [Galbally, 1976; Netly, 1977; Pierotti et al., 
1976b). This would suggest that the CCI. flux to the oceans 
could be an important sink if the faster rates apply and would 
be competitive with the stratospheric sink. Unfortunately, the 
exact removal mechanism by the oceans is uncertain, although 
IpcCll!ation IUggests that bioaccumulation in marine or
ganisms and subsequent incorporation in sediments could be 
the dominant loss process [NAS, 1976]. 

Removal of CCI. from the troposphere through ion
molecule chemistry, or by gas phase reactions with neutral 
species, are generally not of sufficient magnitude to be impor
tant sinks [NAS, 1976]. UV photolysis is not significant in the 
troposphere [Rebbert and Ausloos, 1976J, and reaction with 
OH radicals is also sufficiently slow as to be unimportant as a 
sink [Cox et al., 1976]. Galbally [1976) concludes that reac
tions or CO. with 0(3P), H, and CH, are the only significant 
atmospheric reactions. Although a fast reaction rate 
(1.4 )( 10-' em' 5- 1) has been reported for the reaction of 
CCI. with 0- ions [Dotan et al., 1978J, most atmospheric 
ions are rapidly hydrated to form cluster ions s·) that charge 
transfer reactions of this type have little practical effect on 
overall CO.ioss rates. Campbell [1976] contends that natural 
ionization could lead to a CO. removal rate of 2.4 x 10- 2 

yr-I, even Jreater than the stratospheric loss rate; however, 
competition with the more abundant molecular oXYlen would 
negate the importance orthis potential sink. 

Photodissociation or CCI. adsorbed onto silicates has been 
demonstrated in the laboratory [AlISloos et 411., '1977; Gab et 
41/., 1977], and it has been proposed that this phenomenum 
could provide a sink for CCI. in the desert regions of the 
world, luch as the Sa hara. If the chemical efficiency of this 

TABLE ,. Estimates or Annual-World EmiaioM orCCI. From 1908 to 1930 

Annual 
Annual Production Annual Cumulative 
World United Slates, Production Production World World 

Production, World, Loss, Loss, Emission,- Emission, 
Year KT % % KT KT KT 

1908 0.1 100 '.0 0.0 0.1 0.1 
1909 0.3 100 '.0 0.0 0.3 0.4 
1910 0.2 100 '.0 0.0 0.2 0.6 
1911 0.7 100 '.0 0.0 0.7 1.3 
1912 0.8 100 5.0 0.0 0.8 2.1 
1913 1.0 100 5.0 0.1 1.1 3.2 
1914 U 100 5.0 0.1 1.5 4.7 
1915 2.8 100 '.0 0.1 2.8 7.S 
1916 5.1 100 5.0 0.3 5.1 126 
1917 '.9 100 4.5 0.3 5.9 18.5 
1918 6.4 100 4.5 0.3 6.4 24.9 
1919 3.3 100 4.S 0.1 3.2 28.1 
1920 3.2 100 4.5 0.1 3.1 31.2 
1921 1.9 100 4.5 0.1 1.9 33.1 
1922 ,.I 100 4.5 0.2 5.0 38.1 
1923 6.1 100 4.5 0.3 6.1 44.2 
1924 6., 100 4.' 0.3 6.5 SO.7 
1925 7.7 95 4.0 0.3 7.6 '8.3 
1926 9.0 95 4.0 0.4 8.9 67.2 
1927 7.9 95 4.0 0.3 7.8 75.0 
1928 9.4 95 4.0 0.4 9.3 14.3 
1929 1S.7 95 4.0 0.6 1S.5 99.8 
1930 1S.6 95 4.0 0.6 1S.4 115.2 

-Annual World Emission assumes 95% releuc 01 world production + production lou durin, manuracture. 
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TABLE 6. Eltimatea or Global Atmospheric Ileleuea or co. From 1931 to 1957 

Annual 
Annual Production Conversion 'Ileaidual Annal ClImulative 
Global United States, Production Production to CFC'. lleJeued Global Global 

Production. Global, Lou., Lou, 11 and 12. (95%). EmiuioD, EmiuioD, 
Year KT % 'Y. KT KYO K-r KT KT 

1931 17..5 90 4.0 0.70 
(115.2) 

0.65 16.0 16.7 131.9 
1932 17.8 90 4.0 0.71 0.13 16.8 17.5 149.4 
1933 18.0 90 4.0 0.72 0.39 16.7 17..4 166.8 
1934 23.6 90 3.5 0.83 0.92 21.8 22.6 189.4 
1935 28.1 90 3.5 0.98 1.30 15.5 26.4 1l.5.8 
1936 34.5 90 3.5 1.11 1.11 30.7 31.9 147.7 
1937 42.3 90 3.5 1.48 4.17 36.1 37.7 1805.4 
1938 39.3 90 3.5 1.38 3.81 33.7 305.1 320.05 
1939 405.6 90 3.05 1.60 5.11 38.4 40.0 360.05 
1940 .50.7 90 3.05 1.77 6.13 41.3 44.1 404.6 
1941 61.3 90 3.05 1.15 8.65 .50.0 51.2 4056.8 
1942 71.8 90 3.0 1.18 8.05 61..5 63.7 520.5 
1943 88.3 90 3.0 1.65 11.16 73.3 75.9 .596.4 
1944 105.7 90 3.0 3.17 21.36 79.2 81.3 678.7 
19405 97.2 90 3.0 1.92 26.86 66.8 69.7 748.4 
1946 74.8 90 3.0 1.14 22.61 49.6 51.8 800.2 
1947 100.4 90 3.0 3.01 17.90 68.9 71.9 872.1 
1948 108.2 90 3.0 3.2.5 35.96 68.6 71.9 944.0 
1949 99.3 90 3.0 1.98 39.39 56.9 59.9 1003.9 
19.50 109.1 90 1.5 1.73 53,02 53.3 56.0 10059.9 
1951 123.2 90 1.5 3.08 58.00 61.9 65.0 1124.9 
1952 110.5 90 1.5 1.76 64 • .50 43.7 46.5 117U 
1953 130,9 90 1.5 3.27 80.97 47.4 .50.7 1221.1 
1954 118.3 90 1.5 1.96 88.53 28.3 31.1 1253.3 
19505 144.9 90 1.5 3.62 105.86 37.1 40.7 1294.0 
19056 155.9 88 1.5 3.90 127.62 26.9 30.8 1324.8 
1957 169.6 805 1.05 4.14 136.43 31.5 35.7 1360.5 

"Assumes 97% efficiency or conversion. 
tAssumes .~5% 01 annual B10hal production CO.-Ca.converted to CFC'. ia eventually reJeued. 

removal process was 10%, it would account ror a ca. de
struction time constant of about 20 years [Alyea et al .. 1978]. 

. Support (or this hypothesis is provided by limited measure
ments of halocarbons in dusty Sahar~ atmosphere, which 
show a small but statistically significant depletion or ca. 
[Pierotti et a1., 1978]. Nevertheless, the exact magnitude o( 
this potentially important sinle has yet to be quantitatively 
determined. Table 8 summarizes the various sinles which have 
been proposed ror eel. in terms of first-order removal rates 
and estimated liretimes. 

4. eel. LIFETIME EmMA TES 

4.1. Trend Technique 

The two-dimensional atmospheric model described in Cun
nold et al. [this issue (a)] has been used to predict the distri
bution or ca. in the lower troposphere (or both the lower 
and the upper limit release scenarios given in Table 7. In these 
calculations, the model transport parameters were the same u 
those used in limulating the observed latitudinal diltributions 
of CFO, and CFzOz [Cunnold tt 01., this issue (a)] and the 
stratospheric liretime, t .. was varied until the best overall fit to 
the temporal trends at the ALE sites was obtained. AI (or the 
other ALE calculations, because the assumed transport pa
rameters lead to an overprediction or the observed IeUOnal 
variations at most of the lites, the seasonal variations were 
filtered out of the two-dimensional model resulta, usina a 12-
month averaging procedure. This was done in order to avoid 
introducing into the residuals seasonal cycles in which we bad 
little confidence because of uncertainties in the modeled 1eA-

sonal variations o( both atmospheric transport and the release 
or ca. into the atmosphere. To provide a lummary of the 
lite-ta-lite and month-ta-month consistency or the data. the 
monthly differenCCl (residuals) between the model results and 
the observations expressed in the form in(x./L) are aiven in 
Figure 6, where the mixing ratios z.. and Xc are those mea
sured by the ALE and those calculated by using the nine-box 
model, respectively. For this calculation, the "most probable" 
release scenario, defined as the average or the upper and lower 
limit scenarios, was used, and a lifetime of SO years was as-
sumed. ,,-, 

Examining the trends in the residuals, Figure 6 luggests an 
underprediction or the linear trend by the two-dimensional 
model (or Ragged Point, Barbados, and an overprediction of 
the trend ror Cape Grim, Tasmania- These differences in trend 
may be interpreted as variations in the atmospheric: lifetime 
estimates rrom site to lite. Lifetime estimates derived (rom the 
data series in each or the rour temi-bemispheres or the globe 
are given in Table 9. These estimates have been obtained by 
using the optimal estimation procedure o( CUMOld el al. [this 
issue (an with the variances given by equation (2) being used 
to weight the differenCCl between the monthly observations 
and the two-dimensional model predictions. The calculations 
used a partial derivative 

a(~/t) [ d(1;, X)] - -0.6 

This was determined rrom other two-dimensional model c:aI
culations based upon the sensitivity of the average mixing 
ratio trend at the locations o( the ALE lites over the 3-year 
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TABLE 7. Estimates 01 Global Atmospberic Releases or ca. From 19S8 to 1980 

Annual 
World 

Emission 
Calculated Total Annual Cummulative 

Annual u Percent World Emission· World 
Annual Production 01 World Assume 
World United States, Production Production Consumption 9S·t'o Lower Upper Lower Upper 

Production, World, Loss, Loss, CCl.,· Releucd. Limit, Limit, Limit, Limit, 
Year KT ./. % KT 0/. KT KT KT KT KT 

(1360.S) 
19S8 177.04 80 2.5 4.4 28.4 27.0 31.4 62.1 1391.9 1422.6 
1959 208.5 80 2.0 4.2 33.4 31.7 3S.9 67.4 1427.8 1490.0 
1960 231.2 73 2.0 4.6 37.0 3S.1 39.7 6S.2 1467.5 lSSS.2 
1961 24S.2 71 2.0 4.9 39.2 37.3 42.2 62.S 1509.7 1617.7 
1962 300.5 73 2.0 6.0 48.1 4S.7 51.7 66.6 1561.4 1684.3 
1963 346.3 68 2.0 6.9 5S.4 S2.6 S9.S 77.8 1620.9 1762.1 
1964 398.5 61 2.0 8.0 63.8 60.6 68.6 73.1 1689.S 1835.2 
1965 420.8 64 2.0 8.4 67.3 64.0 72.4 64.3 1761.9 I 899.S 
1966 506.7 58 2.0 10.1 81.1 77.0 87.1 79.0 1849.0 1978.S 
1967 588.5 S5 2.0 11.8 94.2 89.S 101.3 102.1 1950.3 2080.6 
1968' 641.2 54 1.5 9.6 102.6 97.5 107.1 86.9 2057.4 2167.S 
1969 770.0 52 1.5 11.5 123.2 117.0 128.5 121.0 2185.9 2288.S 
1970 935.9 49 1.5 14.0 149.7 142.3 156.3 187.9 23422 2476.4 
1971 973.8 47 1.5 14.6 15S.8 148.0 162.6 178.7 2S04.8 26SS.1 
1972 973.2 47 1.5 14.6 8S.6 81.4 96.0 129.6 2600.8 2784.7 
1973' 1079.5 44 I.S 16.2 95.0 90.3 106.5 137.4 2707.3 2922.) 
1974 1215.2 44 1.5 18.2 106.9 101.6 119.8 183.7 2827.1 3105.8 
1975 101S.S <40 1.5 15.2 89.4 84.9 100.1 136.7 2927.2 3242.S 
1976 1088.9 35 I.S 16.3 95.8 91.0 107.3 148.9 3034.S 3391.4 
1977 I04S.6 34 1.5 IS.7 92.0 87.4 103.4 152.1 3137.9 3543.S 
1978 1005.6 32 1.5 IS.1 88.5 84.1 99.2 142.8 3237.1 3686.3 
1979 943.3 30 1.5 14.1 83.0 78.9 93.0 133.0 3330.1 3819.3 
1980 985.2 29 1.5 14.8 86.7 82.4 97.2 152.2 3427.3 397l.S 

"From 1975 to 1980, annual world production of ca. is derived from U.s. ca. production + impons - expo"'. For all other years, 
consumption is equivalent to production bcc:aute no expon/impon fiaures were avaliable. Also (rom 1958 to 1971, 16% is used to calculate 
emission, whereas from 1972 to 1980,8.8% is ulCd (see text). 

tyotal emission is tbe sum of annual emission (9So/. release) + production loss. 
'These yean ute extrapolated values and are therefore leu cenain. 

data period to small variations in tr The lite-to-site differ
ences in the estimates of lifetime correspond to differences 
between the observed and calculated linear trends at each lite 
divided by this partial derivative. The uncertainty limiu on 
the lifetimes arc affected primarily by month-tOomonth (as op
posed to within months) variations in ca. and are signifi
cantly larger (or Adrigole/Cape Meares than (or tbe otber sites 
because tbe data record is only approximately half as long at 
those sites. Applying a student-t test to the lite-tOoIite lifetime 
differences and to the uncertainty limits assigned to each. it 
would appear that the uncertainty limits are underestimated 

by a factor of approximately 2. That is to say, there probably 
exist long-tenn drifts (having a period of several years or 
more), which are probahly of instrumental origin [Cunnold er 
al., this issue (a», which arc not predicted by the two
dimensional model and which would not be accounted for by 
the procedure used to derive the uncertainty limits. 

From Figure 6 it appears that the most significant inconsist
encies occur in the first few months of ALE operation. It is, 
therefore, useful to examine the site-tOosite consistency as a 
(unction of time. Table 10 shows both the optimal and the 
average lifetime estimates obtained for 1,2. and 3 year periods 

TABLE I. Sinles and Removal Times for Carbon Tetrachloride 

Sink 

Stratospheric 
photolysis 

Transfer and hydrolysis 
in tbe~ns 

Gu phue reactions 
Reactions with 0, H, CH, 
Reaction with OH 
Biolosical removal 

Removal Time, 
r (yean) 

60 

<40-59 
60-100 

18 
SO 
59 

95-286 

55S-1667 
>330 

333-10' 

Removal Rate. 
lIt (year -I) Rererence 

1.6 x 10- 2 NA5 [1976] 

1.7-2.S x 10- 2 Galbally [1976] 
1.3-1.6 x 10- 2 51",,, el al. [1976] 
5.5 x 10- 1 Kreyet III. [1976] 
2.0 x 10- 2 Golombeclc [J982] 
1.7 x 10- 2 Pierolli ef al. [1976] 

3.S-10.S x 10- 1 Galbally [1976] 

0.6-1.8)( 10- 1 . Galbally [1976] 
> 3 x 10- 1 CO" ef al. [1976] 

1.G-3.0 x 10-' Galball}' [1976] 
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Fig. 6. eel. residuals with respect to a two-dimensional model calculation with only a stratospheric sin': correspond

ing to an atmospheric Iiretime of 50 years. Residuals are liven .. the natural loprithm or the meuurea mixing ratio 
divided by the calculated mixing ratio. 

(based upon varying the stratospheric lifetime. tJ. In pre
paring this table, the data rrom Adrigole/Cape Meares was 
omitted in deriving the average lifetime estimate for the period 
July 1978 to June 1980 since only 7 months or data were 

available in that time period. The table shows extreme varia
bility of the lifetime estimates during the first year of network 
operation and, in contrast, very little variation in the second 
and third years or operation. 80th the optimal combination 

TABLE 9. CO. Liretime Estimates (Due to Stratospheric Photodissociation) Derived From the Trend 
at Each Sile Based Upon the Averaae or the Two Release Scenarios Given in Table 7 

Reciprocal Approximate Weipt 
Lifetime, Lifetime, Given to Station 

Site (years) ± 1 CJ (yean) ± lCJ in Optimal Code 

Adrigole. Ireland/ 0.023 ± 0.007 43:1: 0.1 
cape Meares. Oregon 

S9:" Ragged Point, Barb'ldos 0.Ql7 ± 0.003 0.3 
Point Matatula. American Samoa 0.024 ± 0.003 42: 6 0.4 
Cape Grim. Tasmania O.Q3S ± 0.004 29:! 0.2 
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TABLE 10. ca. Reciprocal Lifetime Ettimates (yean-I) u a 
Function of Time Obtained by Averaging and by Optimally 

Combining the Lifetime Ettimates at the ALE Sitea 

Time Period 

July 1978 to June 1979 
July 1980 to June 1981 
July 1978 to June 1980 
July 1979 to June 1981 
July 1978 to June 1981 

Optimal 
Combination 

0.011 ± 0.009 
0.015 ± 0.007 
0.014 ± 0.003 
0.021 ± 0.003 
0.020 ± 0.002 

0.020 ± 0.024 
0.018 ± 0.011 
0.020 ± 0.007 
0.026 ± 0.003 
0.025 ± 0.004 

and the average of the Iiretime estimates at the '"four" .ites 
appear to be converging aatisfactorily with time. It is DOt, 

however, clear from Table 10 which combination provides the 
better Jifetime estimate. The difference between the two esti
mates is that the optimal combination gives reduced weisht to 
the Cape Grim (and Adrigole/Cape Meares) record because of 
the lubstantial autocorrelation of the residuals shown in 
Figure 6. It seems intuitively reasonable to give reduced 
weight to all the data during the first year of operation as well 
as to the shorter length record at Adrigole/Cape Meares. We 
shall thererore utilize the weighting reflected in the optimal 
combination and the lifetime thus derived. However, because 
the student-t test suggests that the optimal algorithm is un
derestimating the uncertainty limits (by approximately a 
factor of 2), we shall use the error bars obtained by averaging. 
The reciprocal lifetime estimate is thus 0.020 ± 0.004 years-I 
and atmospheric lifetime of Ccl. (obtained by the trend tech
nique) is 50~12 years. Note that these uncertainty Jimits do 
not yet include the effect or the uncertainties in release corre
sponding to our two release scenarios. 

4.2. Inventory Technique 

In previous papers it was argued that the two-dimensional 
model sUCCC$Sfully similates the latitudinal and altitudinal dis
tributions or CFCl l [Cunnold et Gl., thit luue (a)J and CF zClz 
[Cunnold et al., this luue (b)). Figure 6 suggests that the two
dimensional inodel also successfully simulates the latitudinal 
distribution or Ccl.; for example, the average increase from 
Cape Grim, Tasmania, to Ragged Point, Barbados, is 4.0% 
observationally and 4.2% in the two-dimensional model. The 
agreement is poorer for the gradient from Cape Grim to Adri
gole/Cape Meares (7.6% versus 6.2 ± 0.7% depending on 
which release scenario is used). and this may indicate that 
CCl. at Adrigole is anomalously hish. 

It is evident from the ALE experiment, as well as rrom 
previous observations, that the atmospheric lifetime of Ccl. is 
sufficiently long that Ccl. is well mixed in the troposphere. In 
fact, the observed latitudinal aradient is 10 small (-7%) that 
we believe that the average mixing ratio derived from the ALE 
network is likely to be within 0.5% of the average tropo
spheric mixing ratio of Ccl •. Stratospheric observations [Pi
erotti et al., 1980; Seiler It Gl., 1978) indicate that there is 
CCI. in the stratosphere b", that its relative decrease with 
increasing altitude is at least as large u for CFCl l . The three
dimensional model calculations by Golombeck [1982J give an 
atmospheric lifetime for 00. due to stratospheric photo
dissociation alone of SO years. Assuming that this is the only 
destruction process for ca~, and using the "most probable" 
release scenario, our two-dimensional model produces an 
average mixing ratio in the stratosphere at the end of 1979 
equal to 0.6 times the average mixing ratio in the (upper) 
troposphere. We shall auume a value of 0.6 ± 0.12 (leT limits) 

for this ratio. This range is consistent with existing strato
spheric observations of eel. and with a ratio of 0.58 ± 0.1 
[Cunnold et aI .• this issue (a)] observed for CFCl l . Assuming 
the stratosphere is 20% or the atmosphere. the average mixing 
ratio of Ccl. throushout the atmosphere is estimated to be 

(0.92 ± 0.03)i.UE (5) 

where iALE is the average mixing ratio observed in the ALE 
experiment. Based upOn tAU - 118 pptv and an atmospheric 
mass of 5.137 x 10" kgm. the atmospheric inventory of Ccl. 
on January 1. 1980, is therefore estimated to be approximately 
3000 kton. This may be compared against the accumulated 
release up to that time, IIsing the average of the two release 
scenarios given in Table 7. of 3575 kton. 

Using the "most probable" release scenario, an atmospheric 
lifetime which best simulates the atmospheric inventory is de
termined by minimizing the differences between the observed 
and the model-calculated mixing ratios. In this calculation 
also the differences are weighted according to the precision of 
the estimates of the monthly mean values (equation (2». This 
lifetime, which is based or. solving equation (3~ is calculated to 
be 57 years. 

4.3. Uncertainties in the Ufetime Estimates 

Trend estimates of lifetime have been derived from the ALE 
data by using both the upper and lower limit release scenarios. 
For the lower limit scenario. the reciprocal lifetime is esti
mated to be 0.009 years - I (- 110 years) while for the upper 
limit scenario we obtain an estimate of 0.032 years - I (31 
years). If we assume that these release scenarios provide ± 111 
upper and lower limits on the release, we conclude that the 
uncertainty in reciprocal lifetime due to uncertainties in the 
release data is ±0.01l years-I. Similar model calculations 
may also be used to estimate how release uncertainties affect 
the lifetime estimate calculated by the inventory technique. 
For the lower and upper limit release scenarios, we obtain 
reciprocal lifetimes of 0.008 years- l (-120 years) and 0.027 
years-I (37 years~ respectively. Thus, for the inventory and 
the trend techniques, release uncertainties produce uncer
tainties in the reciprocal lifetime of 0.010 and 0.011 years -I, 
respectively. 

If the reciprocal lifetime uncertainty associated with mea
suring the trend of CCI. in the atmosphere (0.004 years-I) is 
combined with the uncertainty associated with the release of 
Ccl. into the atmosphere, the trend reciprocal lifetime uncer
tainty is (0.011 2 + 0.004 2) I/l years - I. This Jives upper and 
lower (leT) limits to the trend lifetime of approximately 120 
and 31 yean, respectively. 

The uncertainty in the inventory estimate of reciprocal life
time arises not only from the release uncertainties described 
above (0.010 years-I) but also from absolute calibration un
certainties and from the uncertain content of eCI. in the 
stratosphere. From coulometry alone, Rasmussen and Lovelock 
[this issueJ estimate that the accuracy of the calibration of the 
ALE standards is 4%. In the absence of independent corrob
oration by other measurement techniques. we believe that this 
uncertainty should be increased. Based on the fact that di
lution provides an absolute calibration factor which is ap
proximately 22% more than that derived from coulometry 
techniques [Rasmussen lind Lm·t>/ock. this issue], we shall 
assume that the accuracy -of calibration of CCI4 in the ALE 
standards is 2212 - II "h.. We note that such an absolute 
calibration uncertainty ill consistent with the large differ-
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ences in absolute calibration noted by Rasmusun [1978]. 
This uncel1ainty may be translated into an uncel1ainty in 
reciprocal lifetime on the basis of the sensitivity shown in 
our two-dimensional model of the atmosphere to small 
changes in the atmospheric lifetime of eeL.. The model 
sensitivity is simulated by el{ln x)/el( lIT) ~ - 8 years where X 
is the simulated globally averaged mixing ratio at the loca
tions of the ALE sites for the 3 years of measurements. 
Thus, the uncertainty of 11% in absolute calibration is 
translated into a reciprocal lifetime uncel1ainty of 0.14 
years-I. Neglecting the much smaller uncertainty associated 
with our estimate of the stratospheric content, the combined 
uncel1ainty in the reciprocal lifetime derived from the inven-' 
tory technique is (0.014' + O.OIO')lf~ years-I. This gives an 
uncertainty range for the inventory lifetime of 57!,i years. 

The eel. production from photochemically induced oxida
tion ofperchloroethylene [Singh et 01 •. 1975,1976] would lead 
to approximately 20 kton/year of additional eCI. release 
during the 1970'. (based on PCE production figures obtained 
from the International Trade Commission) and to an increase 
in the predicted surface mixing ratio oC CO. oC approximately 
20%. It would, however, lead to a (hanle of only 0.1 %/year in 
the calculated trend over the 3-year period of ALE observa
tions. Hence, this cel. production mechanism does not pro
duce a determinable response in trend or, in Cact, in atmo
spheric inventory based on the uncertainties oC the ALE CO. 
measurements and release estimates. 

5. CONCLUSIOS 

The atmospheric concentrations of Cel" have been deter
mined at five coastal sites chosen to represent approximately 
the Cour major equal mass subdivisions of the global atmos
phere. The data have been fitted with an empirical model 
including a linear trend and an annual cycle. Averaging the 
observations Crom the four semi-hemispheres of the gJobe, the 
average mixing ratio oC CO" in the lower troposphere on 
January I, 1980, is estimated to have been 118 pptv, and it 
was increasing at 2.1 pptv (1.8%) per year. 

Using an optimal estimation technique incorporating a two
dimensional nine-box model oC the atmosphere and a pre
scribed atmospheric release scenario leads to estimates of the 
atmospheric lifetime oC eCI. of SO years (by the trend analysis 
technique) and 57 years (by the inventory analysis tcchnique). 
The maximum likelihood combinatiCln of these two lifetime 
estimates is 52 years. UncertaintiCl' in these estimates have 
been discussed and result from both release and measurement 
uncertainties Cor the trend technique and principally from re
lease and absolute calibration uncertainties Cor the inventory 
analysis. Based on the current estimate of the atmospheric 
lifetime of ca. due to stratospheric photodissociation oC ap
proximately SO years and on-the admittedly ad·hoc assessment 
of unccl1ainties in release and absolute calibration, we note 
not only remarkable agreement between the lifetime estimates 
obtained by using the two relatively independent analysis pro
cedures but also consistency between the proposed release ICC
nario . and destruction of eo" by photodissociation in the 
stratosphere only. 
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Atmospheric Lifetime and Annual Release Estimates for CFCl3 and CF 2Cl2 
From 5 Years of ALE Data 

D. M. CUNNOLD,I.2 R. G. PRINN,2.3 R. A. RASMUSSEN,4 P. G. SIMMONDS,S 

F. N. ALYEA!·2 C. A. CARDELlNO!·2 A. J. CRAWFORD,4 

P. J. FRASER,6 AND R. D. ROSEN' 

Atmospheric Liretime Experiment measurements or CFO, and CF 101 several times per day at live 
remote surface sites rrom July 1978 to June 1983 are reported. For January I, 1981, the mean latitudi
nally averaged mixing ratios were 177.S parts per trillion by volume (pptv) and 300.4 pptv ror CFa, and 
CF 101' respectively. The atmospheric content at that time is estimated to have been 3,960 million kg of 
eFCl, and 6,000 million kg of CF 202' The mixing ratios exhibited an annual rate of increase of 9.0 and 
I S.3 pptv/yr for CFCll and CF 201' respectively. Trend lifetime estimates for January I, 1981, from this 
S-year data set are 74_ g years for CFa, and III ~ll2 years for CF 101' On the basis of a comparison 
of CFCIJ data on two different chromatographic columns, it is shown that the spectrum of measurement 
errors maximizes at low frequencies but may be relatively flat at periods longer than approximately 3 
years. The uncertainties in the trend 'lifetime estimates are, however. dominated by release uncertainties. 
Inverting the analysis, assuming stratospheric photodissociation to be the only atmospheric sink of 
fluorocarbons, yields annual release estimates with an accuracy, based on the precision of the measure
ment system. or approximtely 8%. Excellent agreement with the Chemical Manufacturers Association 
release estimates is found for CFCI,: for CF 101 the estimates, although exhibiting variability from year 
to year, suggest that the emissions in the USSR and Eastern Europe have remained roughly constant 
over the years 1979-1982. 

I. INTRODUCTION 

Long-term measurements of the atmospheric concentrations 
of CFCI 3, CF lCll , CH3CCI 3• CCI., and N10 have been made 
at Adrigolc. Ireland (52°N. lOoW). Cape Meares, Oregon 
(45"N, 124°W). Ragged Point, Barbados (l3°N, 59°W). Point 
Matatula, American Samoa (14°S, 171°W), and Cape Grim, 
Tasmania (41°5, 145°E). The Atmospheric Lifetime Experi
ment (ALE) utilizes automated dual-column electron-capture 
gas chromatographs which sample the air four times daily. 
Measurements have been made since approximately mid-1978 
at four of the sites and since December 1979 at Cape Meares. 

Data for the period from July 1978 to June 1981 and the 
analysis for the atmospheric lifetimes of the constituents have 
been reported in a series of six papers [Prinn et al., 1983a, b; 
Rasmussen and Lovelock, 1983: Cunnold et al., t983a, b; and 
Simmonds et al., 1983]. The years 1984-1985 have been a tran
sition period for ALE during which funding of Adrigole 
ceased and preparations were made for replacing the 
HP5840A instruments by HP5880s with the capability of mea
suring CH •. 

This paper summarizes the data on CF03 and CF 202 for 
the 5-year period from July 1978 to June 1983. Separate re
ports are being written for NzO and (or CH3CCI3 and CCI •. 
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In this report the "3-year" lifetime estimates are updated, and 
in addition, the analysis is inverted to derive annual global 
release rates of the gases. Attempts have been made to sepa
rate variations of the measured concentrations produced by 
atmospheric transport from variations of instrumental origin; 
a separate paper will describe th~ results. However, at the 
long periods which affect the determination of lifetimes, evi
dence will be presented that the dominant measurement re
siduals are not transport related. The S-year data set provides 
a better sample for estimating these long-term variations than 
the 3-year data set. Accordingly, the analysis reported here 
results in more precise estimates of lifetimes than were possi
ble from the 3-year data set. 

2. THE 5-YEAR DATA SET 

Daily mean concentrations and standard deviations for 
CF03 (measured on both the silicone and PorasH columns) 
and CF zClz (which was measured on the Porasil column) for 
the fourth and fifth years of ALE (July 1981 to June 1983) are 
shown in Figures 1-3. Corresponding data Cor the first 3 years 
may be found in the individual 3-year analysis papers. Figures 
4-6 show the complete 5-year data record of monthly means 
(and standarEi deviations) at each measurement site. and 
Tables 1-3 list the monthly mean values ror the fourth and 
fifth ycars. Absolute calibration Cactors (~ which have been 
applied to the data are 0.96 for CFCl l and 0.95 for CF1CI1. 
These are the same factors which were used for the 3-year data 
set. Note that pollution events, determJ.led by simultaneous 
increases _ In several of -the measured gases or Crom measure
ments _ of perchloroethylene at Adrigole, have been omitted 
from the data set analyzed in this paper. Thus the Adrigole 
record, in particular, contains many short-term data gaps. 

The.daily data \lbtained in 1982 and 1983 are of a similar 
quality Clhat is. precisiunlto Ihat obtained in Ihcsecond and 
third year of the ALE experiment. The continuity of the data 
during the fifth year is remarkable. Following calibration tank 
changes, approximately I-week equilibration PeriOds, and dis
continuities of approximately I %, remain a characteristic fea-

1/17(J7 
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ture or the data set (for example, tank 082 at Ragged Point. 
Barbados). In March and April 1982 the instrument at Point 
Matatula was almost destroyed by lightning and required 
complete renovation. In July, August. and September 1981 the 
Cape Grim instrument was operated incorrectly and a con
taminated argon/methane-carricr ps mixture was used. Some 
of the data was, however, retrievable. In May 1982 the instru
ment at Cape Grim was moved from the ALE building to the 
new Commonwealth Scientific and Industrial Research Orga
nization (CSIRO)/Bureau of Meteorology laboratory a short 
distance away. No discontinuity is evident in the data at that 
time. This conclusion is.. moreover, supported by the simulta
neous operation of an HP5880 by one of the authors (P. J. F,) 
in the laboratory over a period of several months spanning 
May 1982. . . . 

To summarize efficiently the principal long-term compo
nents -of the ALE data, the time series have been fitted by an 
empirical model of the form 

X'I - (II) + b{t ~2t~J + d{t ~2t.J + e{' ~2t·r 
+ cl) cos e~] +'~~in e;l (I) 

where t - 0 corresponds to June IS, 1978; t Is measured in 
months; t. is the midpoint or the data records and is equal to 
30.5 months (January I, 1981), except where subsequently 
noted; and X'I is the volume mixing ratio of species f at station 
J. Note that the time series of mixing ratio is modeled in (1) 
and not its logarithm, which Was modeled for the 3-year data 

set. This change ,!as made because the year-by-year release 
rate estimates for each species are approximately constant 
over the S-year period. The time series should thus be pri
marily represented by the first two terms of (1). 

Weighted least squares fitting of the monthly mean 
measurements by (I) yields maximum likelihood estimates of 
the parameters. In this procedure each month's mean receives 
a weight (cr- 2) obtained from the estimated variance of the 
monthly mean value. This variance is derived from the sum of 
the variance of the measurements (cr .. 1) during the month 
about the monthly mean, divided by the number of IndepCn; 
dent observations n .. (which is approximately 10, based on a 
correlation time or 3 days) and the variance of the monthly 
means about the fitted empirical model (cro 2, calculated a pos
teriori). The residuals defining the latter variance are also cor
related, by an amount which may be calculated from an analy
sis of the residuals. This correlation is accounted for by in
creasing cro 2 by a factor M( ~ I) to give cro,2. Thus each 
monthly mean is weighted by 

cr-2 = [::2 + cro'2TI (2) 

The effect of this weighting is to give a little less weight to the 
first few months of operation in 1978 (when cr. 2 was large) 
and to those months Tn which only a few acecptabremeasure
men Is were possible. Note that the procedure gives zero 
weight to those months in which no observations were possi
ble. 

The factor M is determined from the smoothed power spc<:
trum of the residual variability of each individual time series. 
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The smoothing was performed using a Panen window (see, 
for example, Charjield [1975]) with a bandwidth of approxi
mately 2 cycles per year. Since this paper is particularly con
cerned with long-term trends in the time series, M is based on 
the power at the lowest frequencies [see Cunnold et al., 1983a]. 
Table 4 shows the calculated coefficients for the empirical 
model, together with estimated error bars. The error bars were 
determined directly from the weighted least squares esti
mation. Small adjustments were made to the error bars for the 
annual components, corresponding to variation of the power 
spectrum between frequencies of I cycle per 5 years and 1 
cycle per year. 

The coefficients at. b/, etc., correspond to the smoothed 
mixing ratio and trend, etc., at the midpoint of the data 
record. Because the Cape Meares data record is 18 months 
shorter than the others, the coefficients for Cape Meares are 
not directly comparable with those for the other sites. Perhaps 
the best way to view the Cape Meares data is to compare it 
against the portion of the Adrigole record which overlaps in 
time. Table 5 shows that comparison (note that the annual 
cycle terms are referenced to June I S in all the time series). 

Table 4 indicates a monotonic decrease of ftuorocarbon 
mixing ratio with latitude, starting at the northern hemisphere 
mid-latitude sites, and trends which are consistent from site to 
site and, in fact. almost equal when expressed in units of pptv 
per year (except perhaps for CF03 (S) at Samoa). (In this 
paper the letter S indicates the silicone column and the letter 
P the Porasil column.) Consistent seasonal cycles of the ftuo
rocarbons exceeding 10' in the background noise are found at 
Adrigole, Cape Meares. and Samoa (with amplitudes less than 

I ppt for CFCI J and less than 2 ppt for CF :CI:) and Barbados 
continues to exhibit an insignificant annual cycle. Maximum 
concentrations associated with the seasonal cycle occur in Oc
tober at Adrigole, November at Cape Meares, and in Febru
ary in Samoa. 

Table S indicates that CFOJ and CF :0: concentrations 
are approximately 1 % higher at Adrigole than at Cape 
Meares. We ascribe this difference to a slight increase in the 
base level at Adrigole due to a combination of its proximity to 
local sources of emission. the effect of which has not been 
entirely removed by filtering, and to a longitudinally nonuni
form distribution produced by ftuorocarbon releases in North 
America. 

Table 4 also indicates that at the end of 1980, CFCI3 in the 
lower atmosphere was increasing at an annually averaged rate 
of 9.0 ppt per year and I year later was increasing at 8.8 ppt 
per year. The globally averaged mixing ratio in the lower 
atmosphere on January I, 1981, is estimated to have been 
177.5ppt, thus implying that the rate orin crease was S.l % per 
year at that time. Also at that time, CF:CI2 was increasing at 
IS.3 ppt per year (and at the lame raje 1 year later). For a 
CF 202' miiing ratio of 300.4 ppt this implies a. rate of increase 
for CF 202 of S.l % 'per year, equivalent to that of CFClJ • 

3. UPDATED LrFETlME EsTIMATES BY THE TREND 

TECHNIQUE 

Th~~bserved time'series of ftuorocarbons at each ALE site 
have been modeled by a nine-box two-dimensional model of 
the atmosphere [Cunnold et al., 1983a]. This model contains 
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fixed vertical mixing times and horizontal mixing times which 
have been fitted to the mean observed latitudinal gradients of 
CFCI3 and CF lC11. In the following results the horizontal 
transport factor F was calculated to be 1.6 (the same value 
used in analyzing the 3-year data set). This adjustment of the 
horizontal transport should ensUre that the effect of transport 
on the trends at the ALE sites will be simulated by our model 
(unless the atmosphere exhibits a systematic change in trans
port rates over the 5-year period). The specification of the 
model is completed by prescribing atmospheric release rates, 
including their latitudinal distribution, and a destruction rate 
for tluorocirbons in the atmosphere. Assuming the atmo
r.pheric release rates are known, the destruction rate can be 
adjusted (that is, estimated) so as to provide an optimal fit to 
the ALE data. 

The Chemical Manufacturers Association has compiled esti- . 
mates of the annual emissions of ftuorocarbons in Ii series of 
reports, including Chemical Manufacturers Association (CMA) 
[1983], which contains estimates of the emissions through 
1982. In estimating the worldwide emissions for 1983, CMA 
[1984] broke with previous iradition and declined to estimate 
the emissions in the USSR and Eastern Europe because of the 
considerable uncertainty about the emissions there In recent 
'years. In 1982 the emissions in the USSR and Eastern Europe 
were estimated at approximately 6% of the worldwide total 
for CFCll and 20% for CF1CI1. The uncertainty in this por
tion of the global emissions is expected to have a significant 
impact on the CF lCI2 lifetime estimate but only a small effect 
on the CFCl l lifetime. Because of the smaller contribution to 
the worldwide emissions, we shall first report lifetime esti-

mates obtained by assuming that the percentage increase of 
ftuorocarbon releases in 1983 in the USSR and Eastern 
Europe arc similar to the percentage increases in emissions 
estimated for the rest of the world. This assumption about the 
1983 emission has a negligible effect on the lifetime estimates, 
since it impacts only 6 months of our data; this result is 
referred to as that corresponding to the CMA [1983] releases, 
which included estimates of the USSR an(J Eastern European 
releases for the years prior to 1983. The release estiqlates for 
the rest of the world giv~n by CMA [1984] will be used to 
assess the effect of the uncertainties in the releases in the 
USSR and Eastern Europe. 

The latitudinal distribution of releases, which primarily af
fects our estimates of global circulation rates (for example, the 
factor F) is similar to that assumed by Cunnold et al. [1983a, 
b]. Thus for CFCl l we assume that throughOut the 5-year 
period the global release is distributed in the proportions 
0.785, 0.160, 0.031, and 0.024 in the 900-300 N, 30oN-O°, 0°_ 
300 S and 300 -900 S semihemispheres, respectively. For CF20 1 
the proportions assumed are 0.789. 0.141, 0.038, and 0.032, 
respectively. _. 

The two-dimensional model of atmospheric transport is de
scribed by Cunnold et al. [1983a]. This model can, aU)e~t,
only be expected to simulate the annual cycle at each site and' 
the variations in ftuorocarbon concentrations from year to 
year produced by the annually averaged emissions. In fact, we 
find that although the seasonal cycle is well simulated at some 
sites (for example; Samoa), it is significantly overpredicted at 
others (for example, Barbados). Thus the variance of the time 
series residuals arc not reduced by including the seasonal cycle 
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in the two-dimensional model. Therefore even this cycle in the 
, model is removed, using a 12-month running mean filter, 

" before the model is applied to the determination of lifetimes. 
The lifetime estimates produced in this section of the paper 

are based on long-term trends in the time series. Yet the two
dimensional model does not, for example, simulate the effect 

of variations in atmospheric transport rates between one year 
and another. In order to produce unbiased estimates of the 
lifetimeS of the fluorocarbons and expected uncertainty limits, 
the residual variability of each time series should be examined 
and modeled. . 

Figure 7 shows the average of eight smoothed, normalized 
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power spectra corresponding to the time series residuals for 
CFClJ after removal of the variation at each site, described by 
a single, best fit two-dimensional model calculation. The re
sidual trends were not removed prior to calculation of the 
power spectra. This ensures that the power spectra contain all 
the unresolved variability, even though the contributions at 

individual low frequencies may be inadequately characterized 
by 5 years of data. Prior to calculation of the average. each 
individual spectrum was normalized such that 

f"'" P(w) (/ft) = I 
-'''''0 
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where Wo - 2n/2 months. The average standard deviation of 
the residuals is 1.4 ppt for CFCI, (8), 1.2 ppt for CFCI, (P), 
and 2.7 ppt for CFzClz. The error·bars at selected periods in 
Figure 7 indicate the range or variation covered by the eight 
individual spectra (± 10'). The smoothing used gives predicted 

uncertainty limits on Itn individual spectrum or approximately 
± 20%. corresponding to a smoothing bandwidth of 0.9 cycles 
per year [e.g.. Chatfield, 1975]. Since the error bars art con
siderably wider than ±20% at periods shorter than 1 year, 
the individual spectra appear to be significantly different rrom 
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TABLE 1. . Monthly Averaged CFCl l (Silicone Column) Mixing ratios x. Their Standard Deviations 11,.. and the Number of Measurements 
Durmg Each Month (N). Determined From Measurements at the Five ALE Sites Over the Period July 1981 Through June 1983 

Adrigole. Cape Meares. Ragged Point. Point Matatula. Cape Grim, 
Ireland Oregon Barbados American Samoa Tasmania 

x. fT ... X. a ... X. IS,.. X. IS,.. X. a,.. 
Month pptv pptv N pptv pptv N pptv pptv N pptv pptv N pptv pptv N 

July 1981 191.4 1.6 125 189.9 1.3 116 186.2 1.4 76 175.4 1.7 71 174.3 0.8 54 
Aug. 1981 193.6 1.5 118 190.9 1.6 III 186.4 3.0 95 177.5 1.1 103 
Sept. 1981 195.9 2.6 97 193.2 1.1 89 186.8 2.8 95 179.9 1.8 75 174.5 1.1 80 
O,\. 1981 197.6 1.5 59 195.5 1.7 112 187.4 2.1 123 179.9 1.2 92 
Nov. 1981 198.0 2.1 85 196.2 1.0 81 188.4 1.7 110 180.9 1.4 64 176.2 0.9 77 
Dec. 1981 198.6 1.9 87 196.7 1.2 104 189.0 1.2 108 182.3 1.4 87 176.3 0.5 76 
Jan. 19112 195.1 3.2 85 195.0 1.3 103 190.5 1.2 104 183.2 1.3 65 177.2 0.8 89 
Feb. 1982 195.4 2.4 100 195.1 1.6 62 190.9 0.9 68 183.1 1.6 64 178.0 0.7 86 
March 19112 196.3 2.1 113 196.3 \.3 99 191.3 1.0 110 1112.2 1.2 62 179.1 1.1 96 
April 19112 196.9 2.3 69 \97.7 1.1 112 192.5 1.0 119 180.2 1.0 89 
May 19112 197.8 1.8 40 197.5 1.2 61 193.5 1.1 123 181.2 1.2 76 
June 19112 197.7 1.11 87 197.7 1.0 110 194.0 1.1 118 185.2 1.4 19 183.4 0.7 107 
July 19112 198.3 2.3 69 198.0 1.2 91 195.4 1.2 49 184.9 1.4 108 184.1 0.8 106 
Aug. 19112 198.4 1.5 114 198.0 1.2 120 198.1 1.4 83 185.7 1.9 \13 184.8 0.9 86 
Sept. 1982 199.9 2.0 110 199.0 2.1 68 197.S 2.0 ll5 185.9 1.2 105 185.7 0.6 93 
Ol:t. 1982 203.3 \.S 97 201.9 1.6 7S 197.3 2.0 71 186.7 1.0 118 186.5 0.6 117 
Nov. 1982 204.4 1.4 III 204.2 1.6 89 199.1 I.S f20 186.1 0.7 95 187.6 0.6 102 
IA.'I:. 1982 204.4 2.0 125 204.6 1.2 61 200.4 1.4 151 186.5 0.7 86 188.0 0.5 114 
Jan. 1983 202.9 1.2 82 204.8 2.0 114 200.5 1.2 130 187.4 0.7 60 188.4 0.6 III 
Feb. 1983 204.9 1.7 65 204.6 1.0 81 199.9 1.2 122 189.6 1.2 90 188.9 1.2 86 
Miuch 1983 205.2 1.4 122 206.4 1.6 87 200.3 1.1 122 191.0 1.0 88 187.8 0.8 110 
April 1983 207.4 1.6 92 208.6 \.4 102 202.6 1.1 133 191.3 1.0 100 188.5 0.9 87 
May 19113 209.0 2.0 103 209.7 1.2 92 201.9 1.1 126 192.5 0.9 117 189.4 0.7 80 
June 1983 209.0 2.2 91 211.7 1.5 119 202.2 1.6 132 193.4 1.1 104 190.3 0.4 93 

one "not her on these time scale~. corresponding. for example. A comparison of the CFCI , residuals on the two different 
to meteorological variability associated with the different sites chromatographic columns at each site strongly suggests that a 
(see. for example. Pratller. [1985]). On the other hand, at substantial portion of this long-term (> I year) variability is 
periods longer than I year. where the range of variation is produced by the measurement system (that is, the combi-
approximately ± 20"1. •• the spectra may be similar (and. of tb~ nlltlon of the HP5840As and the calibration procedures). It 
same physical origin). was therefore decided to moda ibis measurement noise with a 

TABLE 2. Monthly Averaged CFCI, (Porasil Column) Mixing ratios x. Their Standard Deviations IS,.. and the Number of Measurements 
During Each Month (N), Delermined From Measurements allhe Five ALE Siles Over the Period July 1981 Through June 1983 

Adrigole, Cape Meares. Ragged Poinl. Poinl Matatu1a. Cape Grim. 
Ireland Oregon Barbados American Samoa Tasmania 

l. (1,.. x· a,.. X. CT,.. I. a,.. X. CT,.. 
Month pplv pplV N pplv pplv N PP\v pPlv N pplv pptv N pptv pplV N 

July 1981 192.0 2.5 101 189.8 3.6 114 184.9 1.8 511 176.0 3.2 74 175.3 1.6 52 
Aug. 1981 194.8 3.0 80 190.3 3.6 112 185.0 2.8 1'!. 177.8 2.3 101 
Sept. 1981 197.3 3.4 65 192.1 3.6 94 185.9 2.5 75 180.3 2.9 68 175.7 2.3 79 
Ocl.1981 1975 2.7 4~ 194.3 2.8 112 186.3 2.5 94 181.6 2.J 92 176.4 2.2 72 
Nuv. 19R I 199.1 J.O 70 195.1< 2.6 76 11<7.1< 2.2 III IR.l2 n 60 177.2 1.7 1115 
Dec. 19111 199.9 J.S 6K 11)5.1> 2.7 105 IKI<.2 \.(, 1<4 11<4.2 2.5 94 171<.0 1.2 84 
Jan. 1982 196.4 2.9 66 11)4.1 1.8 108 1119.K 1.5 76 1114.1 2.1 66 178.S 1.3 97 
Feb. 1982 196.9 2.4 78 194.6 2.1 60 190.1 1.4 56 1113.5 \.9 61 179.2 1.5 92 
March 1982 198.3 2.6 71 195.2 2.5 98 190.2 1.2 81 182.0 1.3 65 180.6 1.6 79 
April 1982 200.1 3.1 59 196.7 2.4 113 190.8 1.9 82 180.8 1.6 94 
May 1982 199.2 3.6 34 196.6 2.5 61 192.2 1.6 95 180.9 1.4 68 
June 1982 198.3 1.9 76 196.6 3.2 114 193.7 1.3 86 184.4 1.6 12 182.1 1.1 110 
July 1982 198.1 3.1 60 196.6 3.1 92 194.6 1.2 46 184.6 2.5 104 182.7 1.0 110 
Aug. 1982 199.0 2.0 92 197.3 2.5 117 196.8 2.3 69 185.6 3.7 100 183.6 1.1 89 
Sept. 1982 2O<i.3 2.5 87 198.4 2.6 65 196.7 2.3 85 186.0 t.8 104 184.2 1.0 97 
Oct. 1982 203.5 2.2 79 201.0 2.0 71 196.6 2.3 53 186.2 1.4 117 186.0 1.2 107 
Nuv. 1982 204.6 2.0 88 202.3 2.3 64 197.6 2.1 94 186.7 1.3 101 187.2 1.0 97 , Dec. 1982 204.6 .. 2.3 100 202.7 2.1 67 199.5 1.9 104 187.4 1.3. 94 187.4 0.9 112 

'" Jan. 1983 203.1 1.7 71 202.1 2.1 117 199.1 1.3 101 187.6 1.2 62 188.0 1.1 III 
Feb. 1983 204.5 1.5 53 202.7 2.0 87 199.2 1.2 . 90 190.5 2.2 92 188.4 1.2 79 
March 1983 204.8 . 1.7 98 203.7 2.7 83 199.1 1.2 96 192.0 2.6 83 189.0 1.2 111 
April 1983 207.0 1.9 72 205.2 

.-

1.8 91 20\.2 1.2 90 193.0 2.8 99 189.5 1.2 87 
May 1983 208.9 2.4 84 205.6 2.0 97 200.8 1.3 91 193.1 2.6 109 190.1 1.0 83 
June 1983 209.4 2.7 78 207.6 2.1 98 201.0 1.5 90 194.5 2.2 99 190.8 1.0 86 
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TABLE 3. Monthly Averaged CF zCI1 Mixing ratios x. Their Standard Deviations u •• and the Number of Measurements During Each 
Month (N). Determined From Measurements at the Five ALE Sites Over the Period July 1981 Through June 1983 

Adrigole. Cape Meares. Ragged Point. Point Matatula, Cape Grim, 
Ireland Oregon Barbados American Samoa Tasmania 

x, u .. X, u., X, u ... X' u., x. u .. 
Month pptv pptv N pptv pptv N pptv pptv N pptv pptv N pptv pptv N 

July 1981 322.7 3.6 101 320.7 2.4 107 314.6 1.7 58 296.8 3.7 66 294.8 1.4 55 
Aug. 1981 326.8 2.8 86 323.4 2.5 105 315.4 4.7 72 300.8 4.1 102 
Sept. 1981 329.2 3.5 68 326.7 2.7 84 318.3 4.2 75 304.2 3.0 64 297.3 1.4 78 
Oct. 1981 331.4 2.1 43 330.0 3.2 101 319.6 3.6 94 303.7 3.1 87 297.6 2.1 76 
Nov. 1981 334.0 2.8 70 330.0 2.2 67 320.8 3.1 81 305.3 4.3 52 299.2 1.0 91 
Dec. 1981 335.3 3.2 68 330.4 3.0 100 317.6 2.0 84 308.0 3.8 84 300.2 1.0 82 
Jan. 1982 331.0 3.4 66 330.0 2.0 100 320.5 1.7 76 310.6 3.7 64 301.4 1.0 97 
Feb. 1982 332.5 2.8 78 330.7 2.6 S4 321.4 \.3 56 311.8 5.6 S7 302.4 1.1 89 
March 1982 334.1 3.0 71 332.2 1.9 91 322.2 1.7 82 311.2 5.1 S2 304.7 1.4 84 
April 1982 337.0 3.3 59 333.4 1.7 99 326.9 1.6 84 306.0 1.0 92 
May 1982 335.6 3.5 34 333.5 1.9 58 328.0 1.9 95 306.4 1.6 63 
June 1982 341.3 3.4 77 334.6 1.7 113 330.8 1.8 86 314.5 1.8 11 309.5 1.0 109 
July 1982 342.2 3.9 58 335.0 2.2 97 331.8 2.0 46 314.5 2.7 91 311.0 1.1 109 
Aug. 1982 344.4 2.8 92 336.6 2.4 116 332.9 2.7 69 316.7 3.0 99 312.6 1.4 88 
Sept. 1982 347.7 3.2 87 340.0 3.2 53 332.6 3.0 87 317.0 3.8 92 313.4 0.9 94 
Oct. 1982 3SO.7 2.8 79 342.2 2.8 68 332.4 3.3 53 317.7 1.8 113 316.5 1.2 107 
Nov. 1982 352.3 2.8 88 344.6 2.5 87 335.2 10 94 319.7 1.1 101 318.8 1.1 97 
Dec. 1982 351.3 3.6 101 345.0 2.4 62 341.5 2.4 104 321.0 1.2 94 319.2 1.0 112 
Jan. 1983 349.2 2.4 71 34\.8 3.2 105 341.5 \,7 101 322.4 1.1 62 320.1 I.l 107 
Feb. 1983 351.4 2.7 S3 342.1 2.2 84 341.1 1.6 89 324.0 2.2 87 322.0 1.8 81 
March 1983 352.7 2.2 98 344.4 2.6 83 34 \.6 1.7 96 324.0 2.6 74 324.0 1.4 III 
April 1983 354.9 2.7 74 345.7 2.4 98 341.6 1.4 90 324.8 2.7 98 325.2 1.4 87 
May 1983 359.7 2.7 87 346.7 1.7 90 341.0 1.3 91 326.3 2.3 104 326.4 1.1 80 
June 19R3 358.0 3.6 78 349.8 2.7 102 341.3 1.8 90 329.5 2.7 89 328.0 1.0 87 

first-order autoregressive (AR) model. Figure 7 indicates that Because of a nonlinear dependence of the two-dimensional 
such a model provides an excellent fit to the average power model on the lifetime T, the estimation procedure seeks to 
spectrum if the autocorrelation of the AR model is O.S at a minimize the squares of the deviations~ 
time lag of 1 month. . C 1 ] { o(ln xl The complete model describing the fluorocarbon time series In [x(t)] - In [itt)] = a + - - - - --
then consists of three parts: the two-dimensional model, the T To O(l/T) 

autoregressive model, which essentially accounts for the vari-
d [O(ln X)] } ation of the measured trends about the two-dimensional -- -- (t -to) (3) 

model predictions, and a site-(and species-) dependent model 
dt O(I/T) 

describing meteorological variations and measurement errors. in a weighted least squares sense. Here x(t) and .i(t) are the 
particularly on time scales shorter than approximately I year. observed and Calculated mixing ratios of an individual ftuoro-
These last models are needed to account for the uncertainties carbon at a particular site, liTO is the inverse of the lifetime 
associated with determining the long-term trend in the indi- {"inverse lifetime; assumed in the two-dimensional model 
vidual time series. computation, and a and lIt are the absolute calibration factor 

TABLE 4. Empirical Mod~1 Fit (Equation (1) With t. ~ 30.5 Months) to the 5 Yean of CFOJ and CF 202 Data 

Variance or 
Residuals 

Site a. b. d. ~. C, 5. uo'2 

Adrigole, Ireland 187.5 ± 0.4 8.3 ± 0.5 
CFCll(S) 

-0.1 ± 0.2 0.1 ± 0.1 -0.2 ±0.4 0.5 ± 0.4 4.3 
Ragged Point, Barbados 181.2 ± 0.3 9.1 ± 0.3 -0.2 ± 0.1 0.1 ± 0.1 0.1 ± 0.2 0.2 ± 0.2 1.4 
Point Matatula, American Samoa 171.4 ± 0.5 10.7 ± 0.6 0.0 ± 0.2 -0.4t 0.1 -0.3 ±O.S -1.0 ± 0.5 S.7 
Cape Grim, Tasmania 169.3 ± 0.3 8.9 ± 0.3 -OJ ± 0.1 0.2 ± 0.1 -0.2 ±0.2 0.6± 0.2 1.4 

Adrigole. Ireland 
CFCI)(P) 

188.4 ± 0.6 8.6 ±0.5 -0.3 ± 0.2 O.O± 0.2 -0.3 ± 0.5 0.3 ±O.S 4.4 
RaggcJ Point. Barbados 180.5 ± 0.3 8.7 ± 0.4 0.0 ± 0.3 0.0 ± 0.1 0.0 ± 0.3 0.3 ±0.3 2.0 
Point Matatula, American Samoa 172.2 ± 0.4 9.9 ± 0.5 -0.4 ± 0.2 -0.1 ± 0.1 -0.3 ± 0.4 -0.7 ± 0.4 3.9 
Cape Grim, Tasmania 170.0 ± 0.2 8.8 ± 0.2 -0.5 ± (}.I 0.2±0.1 -0.1 ± 0.2 0.1 ± 0.2 0.8 

, 
CF2CI2 '" Adrigole, Ireland 318.3 ± 0.4 15.0 ±O.S -0.5 ±O.2 0.6 ± 0.1 -0.7 ±0.4 1.5 ±0.4 3.2 

Ragged Point, Barbados 305.7 ± 0.5 15.9 ± 0.6 0.0 ± 0.2 0.0 ±0.2 0.0 ± 0.5 0.9 ±O.S 6.0 
Point Matatula, American Samoa 292.8 ± 0.6' 14.9 ± 0.7 -0.9 ± 0.2 0.3 ± 0.2 -0.8 ± O.S -1.7±0.6 6.9 
Cape Grim, Tasmania 286.2 ± 0.4 14.8 ± 0.4 O.O±O.I 0.4 ± 0.1 -0.1 ± 0.3 0.1 ± 0.3 2.7 

Values are in units of parts per trillion per volume. 
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TA~LE 5. Comparison or the Empirical Model Coefficients at Adrigole and Cape Meares for the 
Period December 1979 to June 1983 for CFCl) and for the Period November 1980 to June 1983 for 

CF1Cl 1 

Variance of 
Residuals, 

Site a, h, d, " 5, (Jo'] 

CFC/,(S) 
Adrigole, 193.2 ± 0.7 8.1 ± 0.7 0.2 ± 0.4 -0.3 ± 0.7 0.4 ± 0.7 4.3 

Ireland 
Cape Meares. 192.2 ± 0.6 8.4 ± 0.5 0.9 ± O.S -0.5 ± 0.6 0.5 ± 0.6 3.6 

Orcgon 

CFC/,(P) 
Adrigole, 194.2 ± 0.8 8.1 ± 0.9 -0.2 ± 0.4 -0.3 ± 0.8 -0.1 ±0.8 4.4 

Ireland 
Cape Meares. 191.6 ± 0.4 8.2 ± 0.3 0.2 ± 0.3 -0.7 ± 0.4 0.5 ± 0.4 1.5 

Oregon 

CF1C/l 
Adrigole. 335.5 ± 0.8 16.6 ± 0.8 2.1 ± 0.7 -1.0 ± 0.6 1.4 ± 0.6 3.2 

Ireland 
Cupe Meares. 331.7 ± 0.3 14.3 ± O.S -0.8 ± O.S -1.2 ± 0.4 t.t ± 0.4 1.3 

Oregon -

Values are in units or parts per Irillion per volume: I .. = 39.S monlhs ror CFCI,: too co 44.S months ror 
CFlel,. 

and the inverse Iiretime which are being estimated. The partial 
derivatives are calculated in the two-dimensional model. Each 
month's squared deviation from (3) is inversely weighted by a2 

(from equation (2)) plus a. 2, which describes the low-frequency 
energy in the power spectrum of the autoregressive model. 
After an estimate of 1ft has been obtained from the entire 
60-monlh data set, the estimation is repeated with revi~ed 
values of X(I), obtained from a new two-dimensional model 
calculation which used the latest estimate of 1ft. 

In addition to an ail-station lifetime estimate, estimates for 
individual time series were also calculated. In these calcula
tions the two-dimensional model results were fixed, based on 
that lifetime which provides the best fit to a\1 the time series. 
The individual site lifetime estimates are thus determined 
using the partial derivatives. The resulting lifetime estimates 
are given in Table 6. They may be approximately linearly 
combined to produce the all-site lifetime estimate. 

The 5-year data shows clear evidence of slightly higher fluo
rocarbon concentrations at Adrigole than at Cape Meares. 
This difference can produce spurious trends in the combined 
data for mid-latitudes of the northern hemisphere because of 
the incomplete record at Cape Meares. This difference was 
ignored by Cunnofd et al. [19830, b) because it was not judged 
to be statistically significant based on 19 (or fewer) months of 
data. The averages of the differences (which are persistent) 
over the months during which observations were made at 
both sites are 0.3 ppt (0.2%) for CFCl3(S), 2.1 ppt (1.2%) for 
CFCI3(P) and 5.5 ppt (1.6%) for CF lCll (these numbers may 
be derived from Table 5 if allowance is made for the effect of 
d, on the mean). The combined Adrigote/Cape Meares record 
is obtained by averaging the monthly data after reducing the 
Adrigole data and Increasing the Cape Meares data by one
half of these differences. This procedural change is the prin
cipal reason for the differences between the "3-year" lifetime 
estimates shown in Tables 6 and 7 and those given by Cunnold 
et al. [1983a, b). 

The lifetime estimates vary from site to site but do not 
exhibit a systematic latitudinal tendency. In order to place a 
lower bound on how much of this variation is of instrumental 

origin, the differences between the CFC's inverse lifetime esti
mates on the silicone and Porasil channels were examined. A 
standard deviation of 0.003 year- t is calculated. which may 
be compared against a standard deviation in the eight inverse 
lifetime estimates for the four sites and two columns, also of 
0.003 year - I. Thus most of the long-term differences between 
the CFCI 3 measurement!! and the two-dimensional model re
sults is probably of instrumental origin. 

It is useful to examine the convergence of the individual site 
lifetime estimates using 3 and 5 years of data. The average 
power spectrum of the residuals (Figure 7) suggests that the 
spectrum is flattening out at periods longer than approxi
mately 2 years and that it may therefore be possible to extra
polate the effect of measurement errors on uncertainties in the 

O.Ot L-__ ...L..._L--I:-_~~-=-_ 
00 40 20 10 5 2.5 

OSCILLATION PERIOD (MONTHS) 
Fig. 7. The smoothed power spectrum of eFa, residuals with 

respect to the twtH:Iimensional inodel. The vertical lines indicate ± 1 
standard deviation produced by the eight spectra. The power spectra 
have been nonnalized to give an integral with respect 10 frequency 
(radians/month) or 0.5. The full line is a first-order autoregressive 
model fit to the spectrum with a correlation of 0.5 aner I month. 
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TABLE 6. Lifetime Estimates for CFCI) and CF 102 Derived From Trends in 5 Years of ALE Data at 
Each Site 

Reciprocal 
Lifetime, 

years- 1 ± 1(7 
Lifelime, 

years ± 1(7 

Approximate Weight 
Given to Site 

in Optimal Estimate 
of Lifetime 

CFC/J• Silicone Column 
59;:~ 0.24 

0.29 
0.17 
0.30 

Adrigole, Ireland/ 0.017 ± 0.004 
Cape Meares. Oregon 

Ragged Point. Barbados 0.009 ± 0.003 111 ;~: 
Point Matatula. American Samoa 0.016 ± 0.004 62;H 
Cape Grim, Tasmania 0.011 ± 0.003 90- 19 

·35 

CFC/3• Porasil Column 
59;~1 0.21 Adrigo\e, Ireland/ 0.017 ± 0.003 

Cape Meares. Oregon 
Ragged Point. Barbados 0.014 ± 0.003 72;:~ 0.27 

0.17 
0.34 

Point Malatula. American Samoa 0.012 ± 0.003 83;~: 
Cape Grim, Tasmania 0.012 ± 0.002 83;g 

CF1C/z 
Adrigole. Ireland/ 0.008 ± 0.005 12S;;~, 0.24 

0.25 
0.23 
0.28 

Cape Meares. Oregon 
Ragged Point, Barbados om 5 ± 0.005 67:n 
Point Matatula, American Samoa 0.009 ± 0.005 \11;~~9 
Cape Grim. Tasmania 0.004 ± 0.005 250;::9 

Error bars for the first ~ years given by Cunnold el al. [1983a. b] do not include allowance for the 
average bias of individual time series, inferred from the variance of the lifetime estimates. 

lifetime estimates for periods longer than 5 years. using a 
white-noise assumption. Since, however, this spectrum has 
been smoothed over a bandwith of approximately 0.9 cycles 
per year, this cOllclusion has been tested using the individual 
site results. The variance of the CFCl l inverse lifetime esti
mutes after 3 years of data is 36 x to· to year' Z and after 5 
years uf data it is 7 x 10 h year 1 (cf. Table 6). If the nuise is 
white. the ratiu or these variances should be 5"jY :: 4.6. Thus 
these results also suggest thai the measurement errors mny be 
described by a white-noj~e spectrum at periods beyond ap
proximately 3 years. 

In Table 6 the values indicated as the approximate weights 
given to individual stations do not vary much, although less 
than average weight is given to Point Matatula and more than 
average weight to Cape Grim. The combined lifetime esti
mates. which are given in Table 7, should therefore be COI11-

pared principally against the average lifetime estimates given 
by Cunnold el al. [1983a]. Table 7 shows that the 5-year data 
sel indicates a lifetime for CFCl l in 1980, based on its tempo
ral trend, of 75 years. On the basis of our two-dimensional 
model calculations this corresponds to a steady state lifetime 
of 63 years; this result (as well as the 3-year result) is in 
excellent agreement with the CFCIJ lifetime resulting from 
stratospheric photodissociation calculated by Owens et al. 
[1982]. Ko and Sze [1982], and Fraser et al. [1983]. 

There is a substantial change In the lifetime estimate for 
CFzClz, from an indeterminately long lifetime estimated from 
the first 3 years of data to a lifetime shorter than that expected 

. to be produced by stratospheric photodissociation. Note. 
however. that the error bars are lIubstantial. Moreover, in the 
work by Cunnold el al. [1983b] we commentCd on inconsist
encies between the estimated emissions for CF zClz and the 
year-to-year variations found in the CFzClz measurements. 
Since CF lCll should be even more stable than CFCI 3, it is 
most likely. based on the long lifetimes exhibited by the ALE 
results, that the only sink of {;:F zClz in the atmosphere is 

photodissociation in the stratosphere and that the variability 
in the CF zell lifetime estimates over the ALE measurement 
period is caused by differences between the estimated and the 
actual emissions of CF ZCll into the atmosphere. These differ
ences are probably related to the almost unknown emissions 
of C'FlCl l in the USSR and Eastern Europe; it should be 
noted. moreover. thllt the relative proportion of world pro
duction in thilt region is believed to be substantially higher for 
CF2CI 2 than fur CF<'IJ r(,MA. 19101. The lifetime uncer
tilinties given in Table 7 reflect the differences between the 
ALE observations and the two-dimensional model results. 
They thus allow ror year-to-year differences between estimated 
and actual emissions. They do not, however, account for 
biases in the trends of atmospheric release of fluorocarbons 
which might be produced by gross uncertainty in the emis
sions_ in the USSR and Eastern Europe. 

At the current time there -issignifieant uncertainty about the 
absorption cross section of molecular oxygen. This affects the 
penetration of solar ultraviolet radiation into the middle and 
,lower stratosphere and hence the calculated photodissociation 
rates and lifetimes of the fluorocarbons. Ko and Sze [1982] 
have calculated that the Herman and Mentall [1982] cross 
sections produce a change in the steady state lifetime of CFCIJ 

TADLE 7. Combined Lifetime Estimates by the Trend Technique 

1976-1981 1978-1983 

Species I/t T, years - lIt T, years 
-

CFOl (S) B3 u2 0.012 ± 0.004 0.013 ± 0.002 77!1: 
CFCll(P) 0.010 ± 0.003 100+11 0.014 ± 0.001 71 ~! -Zl 

CFzClz -0.003 ± 0.004 I ()()() 
0.009 ± 0.002 III :~~ 00 

Error bars include measurement errors but not uncertainties in 
release. 
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TABLE 8. Emission Estimates for eFel) 

12-Month Period 
(July 1 to June 30) 

1978-1979 
1979-19110 
19110-19111 
1981-1982 
1982· 1983 

ALE Estimate 
CMA [1983] Estimate --------

(World Total) CI-'CI) IS) CFel) (P) 

285 255 ±:l1 291 ± 2K 
270 ~Ml ± 22 2M ± 22 
265 271 .t 17 271 ± 26 
262 25X ± IK 248 ± 16 
2M 2(,) ± 3!i 259 ± 23 

Estimates are given in million kilograms per year. 

in a one-dimensional model from 73 to 56 years and of 
CFzClz from 133 to 115 years. Another study. by Jackman and 
Guthrie [1985]. indicates that the 1980 lifetime of CFCl l 
would change from 67 to 47 years and, for CFICll , from 154 
to II8 years. These changes correspond to approximately lo
in our CF lCll results and to approximately 20- in the CFCIJ 
results. The CFCIJ results favor the original oxygen cross sec
tions. while the CFClz results (less strongly) favor the Herman 
and Mentall [1982] results. Considering this ambLvalence in 
our results and the variation in lifetime calculations by differ
ent investigators and between models of different dimensions, 
we conclude that the trend lifetime estimates are currently 
consistent with both sets of molecular oxygen cross sections. 

4. ATMOSPIIERIC INVENTORY OF FLUOROCARBONS 

The total atmospheric content of CFCIJ and CF lCl l may 
be estimated by combining the measured concentrations in the 
lower troposphere with model results to fill in the con
centrations in the rest of the atmosphere. Using the measured 
mixing ratio of CFCh on January I, 1981, of 177.5 ppt and a 
model-determined factor of 0.915 [Cunnold et al., 1983a] gives 
a globally averaged mixing ratio of 162.4 parts per trillion by 
volume (pptv). Assuming an atmospheric mass of 5.137 x lO" 
kg [Trenberih, 1981], the global inventory of CFC13 on Janu
ary I, 1981, is estimarcd to have been 3,960 million kg. The 
uncertainty in this estimate due to modeling uncertainties is 
110 million kg (for additional details on the procedure for 
obtaining these estimates, sec Cunnold et al., 1983a). -
. A two-dimensional model computation based· on a lifetime 
oC 75 years on January 1. 1981 (that is, the trend estimate oC 
the IiCetime) gives a mixing ratio of 178.5 ppt in the lower 
troposphere at that time. The observed mixing ratio, which is 
0.6% smaller, using a model-calculated partial derivative of 

. O(ln x)/O(I/t) - -4.4, implies an inventory estimate oC the life
time of 68 years. This is similar to the inventory estimate of 
lifetime of 70 years for January I, 1980, obtained from the first 
3 years of ALE data [Cunnold et al .. 1983a]. 

The measured mixing ratio of CFlCll on January 1, 1981, 
was 300.4 ppt. For a IiCetime of 111 years the model gives a 
factor of 0.93 for determining the globally averaged mixing 
ratio (this is a smaller factor than is given by CUMold et al. 
TI983b], which was- based on a much larger estimate of the 
trend liCetime, giving more CF lCiz in the stratosphere). This 
gives a global inventory oC CFzCll on January 1, 1981, of 

.,' 6,000 millio-n- kg. The uncertainty in this estimate due to mod
eling uncertainties' is approximately 130 million kg (to-}. The 
inventory estimate of the lifetime, based on the worldwide 
emissions given by CMA [1983], is 68 years on January I, 
1981. This is silnilar to the estimate of 69 years for January I, 
1980,-ooiainCd from the 3-ycar data set [Cunnold et al., 
1983b]. 

5. CFCI J AND CF 2C1 2 ANNUAL EMISSION ESTIMATES 

The ALE data, together with the two-dimensional model, 
may be used to produce a yearly atmospheric budget of fluo
rocarbons. If the sink is known, the yearly input into the 
atmosphere (and annually averaged transport rates to be dis
cussed in a separate paper) may he estimated. Since the life
time eslinHlles for CFCl j indicate photodissociation is the 
only loss process and since CF 2CI2 should be even more 
stahle than CFCI J • we shall base our emission estimates on 
the assumption that photodissociation is the only loss process 
for both species. The steady state lifetimes assumed in the 
rollowing calculations arc 63 years for CFCl l , corresponding 
to a current lifetime oC 74 years, and 140 years (170 years 
currently) for CF 2C12' based on Owens et al. [1982], Ko and 
Sze [1982]. Golombeck and Prinn [1986], and Jackman and 
Guthrie [1985]. Small errors in the calculated lifetimes will 
affect the average emission level (/) over the five-year period. 
ac:c:ording to the approximate formulae 

llr (CFCI3) = 3700 1l(I/t) million kgfyr 

llr(CFzCll ) = 5900 lli/f million kgfyr 
-(4) 

The impact of such errors on the year-to-year variations in 
emission rates is negligible (roughly, S% of the sensitivity de
scribed by equation (4». 

On a time scale of I year or less. atmospheric variability 
produces significant variations in the measured fluorocarbon 
concentrations. In order to reduce the impact of this varia
bility on the emission estimates, we have utilized the empirical 
model results, which constitute a smoothed representation of 
the 5-year data record but which .have a sufficient number of 
degrees oC freedom to resolve trends on a time scale oC ap
proximately 1 year. The emission estimation procedure is then 
to usc the empirical model results to estimate the fluorocarbon 
concentrations in each of the four semi-hemispheres between 
1000 and 500 mbar and to use the two-dimensional model 
calculations to estimate the proportion of the atmospheric: 
fluorocarbon content which is between 500 and 200 mbar and 
that which is in the stratosphere. To utilize the full 5-year 
ALE data record, 12-month periods are US¢. starting on July 
leach year. 

Table 8 shows the emission estimates. For comparison, 
Table 8 also shows the emissions obtained by taking 2-year 
averages oC the annual GMA estimates [CMA, 1983] (this is 
an approximate adjustment for the 6-month time difference 
between the two emission estimates). Error bars on the emis-

. sion estimates arc based upon the residuals with respect to the 
single "best fit" two-dimensional model computation. Trends 
in the time series residuals have been estimated for each site 
for each 12-month period. The variance of the trends from the 
'iour" sites in any 12-month period is used to provide error 
bars on the emission estimate for that period, on the basis that 
the emission estimate is approximately determined by the 
average of the four trends for the year. The assumption here is 
that the two-dimensional model is able to simulate. and hence 
ac:c:ount for, the expected dependence of the annual trends on 
latitude .. 

The· results in Table 8 show excellent agreement between 
the CFClJ emissions estimated by CMA [1983] and the emis
sions inferred Crom the ALE measurements. This agreement 
extends to the average emission level for CFCIJ over the 
5-ycar period; this is consistent with the overburden lifetime 
estimate for CFCl l being similar to the trend estimate of life-
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TABLE 9. Emission Estimates for CF2CI 2 

ALE-CMA= Previous Column 
CMA Estimate (Estimated Release Adjusled for 

12-Month Period (Reporting ALE Estimate From Nonreporting Inventory 
(July I to June 30) Company Only) (World Total) Companies) Discrepancy 

1978-1979 339 457 ± 67 lIS ± 67 138 
1979-1980 335 366 ± 51 31 ± 51 48 
19S(H981 337 377 ± 29 40±29 58 
1981-1982 339 351 ± 33 12 ± 33 29 
1982-1983 341 406 ± 31 65 ± 31 84 

Estimates are given in million kilograms per year. 

lime. The agreement does not. however. hold for CF zClz. 
Since the largest uncertainty in the CF zCI 1 emissions prob
ably arises from the emissions in the USSR and Eastern 
Europe. Table 9 shows the differences between the ALE emis
sion estimates and the emission estimates for the rest of the 
world [CM A, 1984]. Column 4 in Table 9 might therefore be 
interpreted as an estimate of the emissions of CFzClz in the 
USSR and Eastern Europe. 

Assuming that the only sink for CF zClz is photo
dissociation in the stratosphere, with a steady state lifetime of 
140 years. the differences between the releases for reporting 
companies estimated by CMA [1984J and the estimates made 
from the ALE data exhibit several significant features. First, it 
should be noted that our estimate of the atmospheric inven
tory of fluorocarbons on January 1. 1981, from the ALE data 
is 6,000 million kg. This may be compared to the inventory 
from the model calculation based on CMA [1983] estimates 
of release of 6.340 million kg. Excluding the unreported emis
sions [CM A. 1984]. primarily in Eastern Europe and the 
USSR. gives a model-calculated inventory of 5,930 million kg. 
Thus the ALE-estimated inventory is only 70 million kg great
er than the inventory estimated from the release figures for 
reporting companies only. If the releases in Eastern Europe 
and the USSR had continued at the 1975 level reported by 
Borlsenkov and Kasekov (1977], the model-estimated inven
tory would be 6,270 million kg. The difference between the 
estimate based on CM A [1983] and the ALE Inventory esti
mate of 6,000 million kg corresponds to the additional de
struction which would result from a lifetime of 68 years (the 
inventory lifetime estimate) relative to an assumed lifetime of 
170 years currently. 

The releases indicated in column 4 of Table 9 suggest that 
the CF lel l releases by nonreporting companiesbCtween 1979 
and 1982 were roughly similar to those projected by eM A 
[1983]. Assuming that this release scenario also provides a 
reasonable way to project the releases backward in lime. there 
then exists an inventory discrepancy of approximately 300 
million kg (5%) between the ALE measurements and the pre-
dicted releases. . 

An nbsolute calibration error in the ALE experiment could 
account for part of this discrepancy. For example. the mixing 
ratios reported by Butlister and Weiss [1983] were approxi
mately 1.5% higher in the vicinity of Adrigole than those 
reported here. This could account for approximately 100 mil
lion kg. The extrapolation of lower aUTtospb'eremeasurements 
to a globally averaged mixing ratio might also contribute ap
proximately 100 million kg to this discrepancy. primarily be
cause of uncertainty about the stratospheric content. How
ever. the inventory agreement found for CFCl3 suggests that 
the modeling uncertainty is not this large. The release uncer
tainty having the largest impact on the overburden (cf. Table 9 

of Cunnold et al. [1983b]) is the effective release time for non· 
hermetically sealed uses of CF lClz. A prolongation of the 
release time from 4 to 5 years would reduce the atmospheric 
release of CF zClz by approximately 120 million kg. (A change 
in the release time for this use would have little impact on the 
CFCl3 budget, since this does not represent a substantial use 
of CFCI3.) A combination of such a change in the release rate 
for CFZ01 and an absolute calibration error would seem to 
be required to explain the CF 101 observations. 

An absolute calibration error would increase the ALE emis
sion estimates in Table 9 and a nonhermetically sealed release 
delay error would decrease the release estimates determined 
from production by reporting companies. Internal consistency 
between the release estimates for non reporting companies and 
the measured atmospheric inventory may be obtained by 
using the estimates in column 5 of Table 9. These estimates 
were obtained by increasing the ALE emission estimates by 
25% and decreasing the CMA estimates by 2.5%. Although 
we consider thc rde'lsc estimates in column 5 to be our best 
guesses, based on an atmospheric lifetime of CF zClz (cur
rently) of 170 years. it should be recognized that not only do 
these release estimates contain year-by-year random uncer
tainties associated with the imprecision in the measurement 
system (as indicated by the error bars given in Tables 8 and 9), 
but the estimates may be biased because of uncertainty about 
how to adjust for the inventory discrepancy. These biases con
sist of absolute calibration uncertainties (2%) and model
associated uncertainties. As described by Cunnold ~t al. 
[1983a. b], the laller uncertainties are estimated to be 1 % (lu) 
for the troposphere and 2% (lu) for the stratosphere. corre
sponding to a 10%. uncertainty in, the- content there. Thus 
possible biases in all our release estimates are expected to be 
in the range ± 5'X.. . 

If the current lifetime of CFlOZ is 118 years [Jackman and 
GUII,,'(', 1985], using equation (4). our emission estimates for 
the nonreporting comp;lnies would increase by 15 million kg. 
Ilowever, such u Iiretime would result in a reduction of the 
inventory discrepancy by approximately 100 million kg and 
ltive n cllrrespomlilllt reduction in the IIdjustcd emissions by 
upprllximalely (, million kg.. Thus lIsing. the ""'III(/Ild mId M,'''
,ult [1982J cross sections for moleculnr oxygen leads to an 
increase in the emission estimates of column 5 (Table 9) of 
approximately 9 million kg. This would also lead to an in
crease in the CFCI) emission estimates. using a lifetime of 47 
years [Ja('kman and Guthrie. 1985] of approximately 
29 - 9 = 20 million kg. 

Interpreting the release from nonreporting companies given 
in column 5 of Table 9 as being due to production in Eastern 
Europe and the USSR, the release over the period 1979-1983 
averages 55 million kg/yr and possesses no significant trend. 
On the basis of emissions estimated by CMA [1983]. these 
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results could be considered as indicating a growth rate of 18% 
in the USSR and Eastern Europe from 1975 to 1979, followed 
by no growth since that time. 

The release estimates in Table 8 are based upon the mea
sured year-to-year dinerences in fluorocarbon concentrations. 
Thus just as for the lifetime estimates, rele;ll;e estimates ob
tained from several years of data possess substantially more 
accuracy than single-year estimates. Our analysis indicates a 
factor of approximately 2 increase in accuracy for 2-year 
average release estimates and a factor of 4 increase in accuracy 
for 3-year average release estimates. 

Individual year differences shown in Table 9 are worthy of 
mention. The large discrepancy in 1978-1979 possesses a sub
stantial error bar because it is primarily the result of the 
upward trend in the measurements at Samoa and Tasmania 
during the first 6 months of operation of the ALE instruments. 
During November 1978, sample loop sizes were changed at 
both of these sites: the sample loop sizes have remained fixed 
since that time and the overall consistency of the trends has 
also been much better (see Figure 6 of Cunnold et al., [1983b]). 
Thus we suspect that the exceptionally large CF 2CI; release 
estimate in 1978-1979 is caused by start up problems for the 
ALE network and is not real. The change in the ALE/CMA 
differences between 1981-1982 and 1982-1983 might be associ
ated with the change in business conditions in the USA and 
Western Europe during that period. A similar but smaller shift 
in CFCL1 usage may be noted in Table 8. 

Since the ALE sampled only the surface values of fluorocar
bons, some year-to-year variation might be caused by interan
nual variations in the rate of transport of material between the 
lower and the upper atmosphere on a global scale. The time 
for transport between 350 and 100 mbitr assumed in our two
dimensional model is 4 years. If this time constant is changed 
to 3 years for a period of 1 year, the change in the tropo
spheric mixing ratio may easily be estimated by neglecting the 
effect of any change in the gradient between the troposphere 
and the stratosphere on atmospheric transport. It is calculated 
that the tropospheric mixing ratio would be reduced by ap
proximately 0.6%, for CF 2Cll and 0.80

;', for CFCIJ (which 
possesses a relatively larger vertical gradient between the 
troposphere and stratosphere). Therefore if such a change in 
the vCJtical transport were to have occurred, the ALE annual 
release estimates would be reduced by approximately 35 mil
lion kg Cor both CFCIJ and CF lCl l . Thus year-to-year 
changes in the estimated release rates for non reporting com
panies might be caused by variations in the rate of transport 
of material between the troposphere and stratosphere. On the 
basis of ALE release estimates shown in Tables 8 and 9, it 
w~:)Uld be interesting to see whether there is any meteorologi
cal evidence for a small transport change occurring in 1981-
1982. 

6. EFFEcTs OF RELEASE UNCERTA1NTIF.5 

ON LIFETIME EsTlMA TF.5 

The pri~cipal releaSf; uncel'taintyfor CFCI) remains the 
rate at which CFCIJ is emitted by c1osed-cell foams. As dis
cussed by Cunnold el 01. (19830], these uncertainties contrib
ute 0.005 year - 1 to the inventory inverse lifetime uncertainty 
and 0.004 vear- I to the trend inverse lifetime uncertainty. For 
the trend inverse lifetime the combined uncertainty resulting 
from measurement and release errors is (0.0022 + 0.0041)1/2 = 
0.004; it is clearly dominated by release uncertainties. The 
trend estimate of lifetime, including release uncertainties, is 

74~ n years. The inventory inverse lifetime uncertainty is ob
tained by combining the 2°;', uncertainty in absolute calibra
tion with modeling uncertainties and is the same as it was in 
the 3-year data analysis [Cunnold et 01., 19830). The uncer
tainty is 0.008 year- I and gives upper and lower (I t) limits on 
the 6R-year inventory lifetime for January t, 1981, of 149 and 
44 years. Clearly, the trend estimate of the lifetime is more 
precise. 

The principal release uncertainties for CF lClz are the re
leases in Eastern Europe and the USSR and the rate of release 
from nonhermetically sealed containers. The annual release 
estimates obtained in this paper suggest that a 20' uncertainty, 
corresponding to 3% and 18'Yo growth in the releases in East
ern Europe since 1975, as was assumed by Cunnold et al. 
[1983b), is reasonable. Using the other release uncertainties 
described in that Cunnold et al.'s paper [\983b] (Table 9~ the 
effect of release uncertainties on the trend inverse lifetime is 
±0.006 year-I. This may be combined with measurement un
certainties of 0.002 year- I to give an uncertainty of (0.0021 

+ 0.0062
)1/1 .. 0.006 year-. The trend estimate of lifetime is 

then III ~;P years. Combining release uncertainties with un
certainties in absolute calibration and modeling gives an in
ventory inverse lifetime uncertainty of 0.005 years - I. This cor
responds to an uncertainty range for the inventory lifetime of 
51 to 103 years (the 20' upper limit being 212 years). 

7. CONCLUSIONS 

Fivc years of continuous global ALE data on the con
centrations of CFCI J and CF lClz in the lower atmosphere 
have been analyzed. For January I, 1981, the mean latitudi
nally averaged mixing ratios of CFCI) and CF lCl l are 177.5 
pptv and 300.4 pptv, respectively: Also, at that time the annu
ally averaged rate of increase of the mixing ratios are 9.0 pptv 
per year and 15.3 pptv per year for CFOJ and CF lCll . The 
increases were 8.8 and 15.3 pptv per year, I year later. 

The short-term variability (including Imprecision) of the 
measurements is approximately I Ufo. However, from an analy
sis of the residuals with respect to a two-dimensional model of 
the atmosphere and, in particular, from a comparison of 
almost simultaneous measurements of CFCIJ on two different 
columns of the same instruments, it has been shown that the 
spectrum of the noise in the measurements is dominated by 
periods longer than I year. Fortunately, for trend measure
ments, at such periods the noise spectrum is found to be ap
proximately flat. The determinability of physically induced 
variations in the data is expected to be influenced by this 
noise. Thus for example, .we suspect that interannual varia
bility in transport is not large enough to be readily evident in 
the data. 

The data is dominated by an almost linear increase in the 
fluorocarbon mixing ratios over the s-year period. This fea
ture has been used to determine the atmospheric lifetime of 
fluorocarbons using the year-by-year increase in the logarithm 
of the mixing rlltios, which tends to eliminate absolute calibra
tions uncertainties. The trend lifetime for CFCIJ is calculated 
to be 74~~~ years and II1~U2 years for CF2Cll . The uncer
tainties in these lifetime estimates are dominated by uncer
tainties in the rate of release of fluorocarbons into the atmo
sphere. 

The atmospheric content or fluorocarbons may be estimated 
from the data when combined with a model which provides an 
estimate of the stratospheric content of fluorocarbons. On 
January I, 1981, we estimate that there were 3,960 million kg 
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of CFCIJ and 6,000 million kg of CF 2CI2 in the atmosphere. 
Given the historical record of the releases of fluorocarbons 
into the atmosphere, these figures may be used to provide 
lifetime estimates by the inventory technique. These estimates 
are 68 years for each gas on January I, 1981. Since the lifetime 
estimates for CFCIJ by both the trend and inventory tech
niques are in excellent agreement with the calculated lifetime 
for CFCI l due to photodissociation in the stratosphere and 
since CF zCl z should be an even more stable species, errors in 
the CF zClz release estimates are suspected. In fact, the 
CF zClz releases are known to be particularly uncertain be
cause of inadequate knowledge of the releases in the USSR 
and Eastern Europe. 

The ALE data analysis has been inverted to yield estimates 
of the release of fluorocarbons into the atmosphere, year by 
year, during the S-year period from mid-1978 to mid-1983. 
These calculations are based on the assumption that the only 
sink for fluorocarbons in the atmosphere is stratospheric 
photodissociation. It has been shown that annual release esti
mates may be obtained from the ALE data with an accuracy, 
based on measurement system noise, of approximately 8%. 
Release estimates averaged over 2 years may be estimated 
with an accuracy of approximately 4%. Biases in these esti
mates are expected to be in the range ± 5%. The annual 
release estimates for CFCI3 exhibit excellent agreement with 
the estimates by the Chemical Manufacturers Association. For 
CF zClz, estimates oC the release in Eastern Europe and the 
USSR have been obtained by subtracting release estimates 
from reporting companies by the CMA from the ALE esti
mates of the releases. Although the data suggests some year
to-year variability in the emissions, within the accuracy of the 
estimates the emissions in Eastern Europe and the USSR have 
been roughly constant since 1979 at a level of approximately 
55 mitlion kg/yr. This emission estimate is sensitive to mod
eling errors, absolute calibration uncertainties, and any error 
in the calculated atmospheric lifetime of CFzCI2 as well as 10 

the accuracy of the release estimates for reporting companies. 
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Atmospheric Methane at Cape Meares: Analysis of a High-Resolution 
Data Base and Its Environmental Implications 

. 
M. A. K. KHALIL, R. A. RAsMUSSEN, AND F. MORAES 

GWbaI Cluznge R~arch Cmler, Depart17tml of EnvironmmtJJ1 Science IIIUl Engineering. 
Ortgon Gra4wJte InstiJuJe of Science and TechnoIog, PonJmuI, Orqon 

BetwccD 1979 and 1992 we took lOme 120,000 measurements of atmospheric methane at Cape Meares 
on the Oregon coast. The lite Is representative of methane concentratloDi In the northern latitudes 
(Crom 3()-N to 9O"N). The average concentration during the experiment wu 1698 parts per billion by 
vclume (Ppbv). Methane concentration Incre3Sed by 190 ppbv (or 11.9%) during the 13-year .pan of 
the aperiment. The rate of Increase was about 20 ± 4 ppbvlyr In the fint 2 years and 10 ± 2 ppbvlyr 
In the lut 2 yean of the experiment suggesting a lubstantial decline In the trend at northern middle and 
hi&h latitudes (.1 ppbv~). Prominent ICUOnal cycles were obaerved. During the year, the 
concentnltion '11)'1 more or Ieaa constant until May and then Ital1l Calling, reaching Iowcat Icvela in July 
and August, then rIsea rapidly to nearly maximum concentrations In October. The average amplitude 
ol this cycle Ia about 30 ± 7 ppbv and has Increased during the counc of the experiment. Interannual 
variations with small amplitudes of 2·3 ppbv occur with periods of 1.4 and 6.5 yean. The residual 
concentrations, after accounting Cor the trends and cycles, have a standard deviation of 6 ppbv for 
monthly averaged data and 12 ppbv for the daily data. Mass balance ealeulatioDilhow that to explain 
the observed seasonality of concentrations, the emissions must peak in late summer and early rail 
(August-September). No Increases In regional annual emlssloDi are required over the last decade to 
explain the data. For further research, readers may obtain the complete and averaged data Crom the 
archives. 

1. lNTRODUcnOl'l 

Atmospheric methane is of considerable scientific interest 
because its concentrntion is increasing and it has an important 
role in global atmo..~pheric chemistry and the greenhouse effect. 
In the troposphere, methane affects the oxidizing capacity of 
the atmosphere, it may create ozone in the presence of NOx, 
and it causes global warmIng. In the stratosphere, methane 
scavenges chlorine IItoms preventing the dc.~tructjon of the 
ozone Illyer from chloronuor<lc1lrbons lind olher chlorine. 
containing gases. II also produces water vapor in the 
stratosphere, and possibly high clouds, which may have the 
opposite effect on ozone (for reviews see World Meteorological 
Organization [1985. 1988, 1989, 1991]. 1ntergoverrunental 
Panel on Climate CIWI~ [1990]. and Wuebblesand Tamaresis 
[1993]). 

More than a dealde ago, automated measurements from 
Cape Meares established that methane was increasing in the 
atmosphere at a rapid rate [Rasmussen and Khalil, 1981]. The 
Cape Meares data have been used in many subsequent 
analyses of the trends and budgets of methane (see, for 
example, Khalil and Rasmussen [1983, 1990]). The subject of 
this paper is the present record, which spans the 13 years 
between 1979 and 1992 contaIning some 120,000 Individual 
measurements linked to a single absolute calibration standard. 

We will discuss the nature of the data in section 2. Section 
3 Is on the most significant patterns in the data set, namely the 
trends and seasonal cycles; both have been changing during the 
past decade. The Vlliidity of the measurements is discussed in 
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section 4. The Cape Meares data provide information on the 
nature and seasonality of sources and sinks as discussed in 
section S. We have tabulated the monthly data for use by the 
readers; the complete data are available from the archives as 
explained at the end. 

2. MEASUREMEN'IS Al'lD nlE NATURE Of TIlE DATA 
The measurements were taken uslng an automated sampling 

and measurement system. At the heart or the system Is a gas 
ehmmntogrnph with" flume IonIlJlllut1 detector (Ge/FIO). 
Air is drawn with a pump and dried to a dew point of ·30·C by 
a Natione Dryer. The sample Is Injected into the gas 
chromatograph and the analysis cycle begins. Each analysis of 
an ambient air sample is followed by an analysis of a precisely 
calibrated laboratory standard. The chromatographiC peaks 
representing methane (and CO and CO2 in the early part of 
the. experiment) are Integrated using a electronic integrator. 

At the start of the experiment a Carle 211·MS Gas 
Chromatograph was installed. In mid·198S a Hewlett·Packard 
GC was also installed so that the Carle instrument could be 
replaced. The two instruments were operated simultaneously 
until the beginning of 1987, after which the Carle instrument 
Was removed. The overlap period Is used to adjust for the 
small dirr~rence between the Instruments. The overlap also 
allowed time to fine tune the Hewlett·Packard GC to obtain 
a high degree of precision before the established instrument 
was discontinued. Details of the analytical system and 
experimental methodology arc discussed by Rasmu.ssen and 
Khalil [1981]. 

The ambient concentration qt) is calculated as 

Cmeu (t) = Aa(t)C/{l12[As(t-l3) + AsCt +c5)]} (1) 

where C. Is the concentration In the standard, Aa is the peak 
area for methane In the ambient sample, and A.Ct-l3) and 

14.753 
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AsCt +8) are the peak areas for the standard analyzed before 
and after the ambient sample. 

The same primary calibration standard was used throughout 
the experiment. The precision relevant to the interpretation 
and use of these data is estimated from the variability of 
observed daily concentrations. It represents the overall 
precision including instrumental, atmospheric, and sampling 
variabilities. We represent the precision with two variables: 
the daily standard deviation (representing the variability of an 
individual measurement .. sd) and the daily % standard error 
(representing the variability of the daily mean .. sd 
100%/(CIN», where C is the mean concentration and N is 
the number of measurements taken during a day • 

The results are shown In f1gure 1. The daily standard 
deviations are about 10 parts per billion by volume (ppbv) with 
90% of them between 4 and 21 ppbv. The daily % standard 
error is about 0.1 % with 90% lying between 0.03% and 0.34%. 
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In the beginning of the experiment we took 72 ambient 
measurements per day. In May 1984 the sampling frequency 
was reduced to 24 samples/day, and in January 1986 the 
frequency was further reduced to 12 samples/day. More than 
120,000 measurements were taken during this experiment. We 
wiII refer to this set as Wcontinuous· data. After discarding 
data from periods wben the Instruments were found to be 
malfunctioning and a few extreme cases, the resulting data 
base consists of 118,762 points. This is about 70% of the 
maximum data that could have been collected under our 
sampling frequencies (during the rest of the time the 
instrument was not working). 

We took daily and monthly averages of the data for further 
analysis. From the daily data we found that an average of 
82% of the days between 2/1979 and 12/1992 were sampled. 
In the year of I~t Dumber of daily measurements, 71 % of the 
days were sampled and In the year of most daily 
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Fig. 1. The precision of daily concentrations or methane. (a) Frequency distribution of daily standard deviations. (b) 
Cumulative frequency distribution of daily standard deviatio~ .. (c) and (d) Analogous to Figures la and lb ~ut 
representing the percent variability, which is 100% standard dCVl3lion/mean/lN. These results show the extremely high 

daily precision or the measurements. 
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measurements, 91 % of the days were sampled. There is a 
seasonal variation in the number of days sampled per month. 
For most months, 80 - 90% of the days were sampled. The 
lowest number of days sampled per month were for January 
months (73%) and highest for May months (90%). Generally 
between November and January, fewer days were sampled 
(per month) than during other months. This effect is due to 
the adverse weather conditions during the winters when storms 
cause power outages and make the station inaccessible for 
several weeIcs at a time. Sufficient data were available to form 
monthly averages for au the months of the experiment. 

3. TRENDS, SEASONAL CYCLES AND INTERANNUAL 
V ARlABIU1'Y 

3.1. Representation 0/ the Data 
The atmospheric concentrations are plotted in Figure 2 

The continuous data are shown in Figure .2a, daily averages in 
Figure 2h, and monthly averages in Figure 2c. These data 
clearly show that there are Significant seasonal variations, that 
the concentration Is Increasing, and that the prescnt rates of 
increase are slower than In the earlier part of the data. 

For most applications, daily or monthly average data are 
more appropriate than the continuous data. Using daily 
numbers, we have used three methods to obtain monthly 
concentrations and the variability of the means: arithmetic 
averages, nonparametric estimates of the middle value, and the 
medians. The different methods give very similar results, 
which are tabulated in Khalil and Rasmussen [1992] (see also 
Snedecor and Cochran [1980] and Hollander and Wolfe 
[1973]). The monthly averages are given in Table 1 (see 
section 2). All plus or minus valueS quoted in this paper are 
90% confidence limits. 

To discuss the patterns in these data, it is useful to state a 
parametric model so that each feature can be quantified 
according to the variables of this model. We chose the 
following model 

C(t) • Trend + Annual Cycle + Interannual 
Variability + ~ (2) 

• Cr
r 
+ C~ + ClAY + ~ 

Cr • a +bt +ct2 (3) 
r 

N 
C~ • g(t»' aJ Sin(Co)J t +¢J) 

t:r 
.g(t)<C ...... > -[I +A(t-!')]<C > (4) -.,- 2 C)IC 

M 

ClAY • E a J Sine Co) J t +4>J); Co) J > ~ months (5) 
J~ 6 

(6) 

In this model the trend is defined as a quadratic equation 
in time, which includes the decline in the accumulation rates 

that has been observed all over the world. The annual cycles 
have a duration s 1 year and are here represented as 
sinusoidal functions. The function get) Is included to represent 
the change of cycle amplitude, which is small in this case and 
can be approximated by the linear function as in (4). The time 
series Cdea ... C - Cc:ye Is the deseasonalized data, Cdc1 ... C -
Crr is the detrended time series, and T is the time span of the 
experiment (ISS months or 4715 days). The interannual 
variability includes variatiOns, cyclic or not, that span times 
longer than a year and are not represented by polynomials 
such as used to dcacrlbe the trend. F'tnBlly, .(t) are residuals, 
presumed to be random and represented by some statistical 
distribution D with mean, ml • zero and described by 
canonical moments m2' • .mN' There are many approaches for 
decomposing the time series Into tbe components described by 
(1). Here is how we did it. 

Seasonal cycles. The first step is to evaluate the seasonal 
cycles. We subtract a 12-month running average of 
concentrations from the data. The end points of the running 
average time series are estimated by linearly extrapolating the 
trcnds of the closest year (calculated from the mOVing average 
time series). These running averages are a (digital) filter that 
remove cycles of 12 months or less. The original data minus 
the filter leave behind only cycles of 12 months or less. 

In the second step, we evaluate the average seasonal cycle 
<Ccyc>. We have used two approaches, which give almost the 
same results. One way to estimate the cycles is to search for 
sinusoidal periodicities of the (ann: aj sinC Co)j t + ¢j) where 
Wi are the frequencies inherent In the data. The approach 
described by Khalil and Moraes [1993] produces a Fourier-type 
spectral analysis with the advantages that the algorithm does 
not require evenly spaced data and searches for true 
frequencies rather than the base frequencies and its harmonics. 
The spectral decomposition of the time series is shown in 
Figure 3. 

The other way we estimate seasonal cycles is to calculate the 
average concentration, from the detrended data, on each of 
the 366 days of the year during the course of the experiment 
(365 are normal days and February 29 is the additional day (or 
which there are data only during leap years, unless the 
instruments were not working on that day). The Fourier 
decomposition produces a parametric representation of the 
cycles in terms of a set of sinusoidal terms with frequencies Co). 
(i = 1...n) and phases ¢j (I ... 1. .. n) as in (4). The second 
method produces 366 seasonal indices rather than a parametric 
representation. The main content of these Indices is almost 
the same as the Fourier decomposition. The procedures are 
the same when applied to the month-averaged concentrations 
except that there are 12 monthly indices instead of 366 daily 
indices and the Fourier frequencies are in radians/month 
instead of radians/day. 

Long-term trends. The third step is to subtract the average 
seasonal cycle from the original data: C-<Ccyc>. We then fit 
a polynomial trend to this deseasonalized data (in this case a 
quadratic function) to determJne "I," "b: and "c· in (3). 

In the present case there Is an additional calculation at this 
point. Since the amplitude of the seasonal cycle is increasing 
(to be discussed later in more detail), we have assumed a 
simple model to describe the trend In cycle amplitude by (4); 
1 is estimated by linear regression through zero, between C
Crr-<<:grc> and (t-TIl) x <Ccyc>. This turns out to be a 
small effect but worthy of documentation. 

Next (fourth step) we subtract the polynomial trend from 
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TADLE 1. Monthly-Averaged Concentrations of Methane, in parts per billion by volume, at Cape Meares, Oregon 

1979 1980 1981 1982 1983 1984 1985 

Jan .. 1610 ± 3 1627 ± 3 1650 ± 3 1664 ± 5 1680 ± 8 1711 ± 7 
1-cb. 1589 ± .. 1594 ± 3 1637 ± 3 1648 ± 5 1672 ± 3 1692 ± 3 1713 ± 5 
March 1593 ± .. 1615 ± 2 1640 ± 2 1662 ± 3 1677 ± 2 1691 ± 3 1713 ± 4 
April 1600 ± 2 1624 ± 2 1641 ± 3 1666 ± 2 1683 ± 2 1700 ± 1 1716 ± 4 
May 1601 ± 2 1627 ± 2 1640 ± 3 1659 ± 2 1677 ± 3 1692 ± 2 1710 ± 3 
June 1595 ± 3 1606 ± 4 1623 ± 2 1640 ± 3 1667 ± 1 1681 ± 2 1697 ± 3 
July 1592 ± 7 1600 ± 4 1612 ± 4 1640 ± 4 1660 ± 4 1675 ± 4 1680 ± .. 
Aug. 1599 ± .. 1617 ± 6 1614 ± 6 1638 ± 4 1672 ± 5 1675 ± 5 1695 ± 6 
Sept. 1610 ± 3 1629 ± 7 1653 ± 3 1653 ± 5 1686 ± 5 1697 ± .. 1715 ± 5 
Oct. 1620 ± 3 1641 ± 3 1659 ± 6 1659 ± 2 1697 ± 3 1706 ± .. 1719 ± 3 
Nov. 1611 ± 7 1633 ± 2 1649 ± 4 1666 ± 3 1688 ± 3 1712 ± 3 1728 ± .. 
Dec. 1609 ± 5 1630 ± 5 1648 ± 2 1664 ± 2 1696 ± 5 1715 ± 4 1724 ± 3 

1986 1987 1988 1989 1990 1991 

Jan. 1709 ± .. 1735 ± 3 1750 ± 2 1759 ± 3 1765 ± 2 1784 ± 5 
Feb. 1708 ± .. 1727 ± 5 1745 ± 3 1761 ± 9 1767 ± 4 1782 ± 5 
March 1708 ± .. 1725 ± 3 1753 ± 3 1756 ± 3 1769 ± 3 1783 ± 3 
April 1729 ± 3 1739 ± 3 1752 ± 3 1764 ± 4 1766 ± 5 1786 ± 4 
May 1729 ± 3 1727 ± .. 1744 ± 6 1760 ± 2 1759 ± 5 1781 ± 2 
June 1711 ± 2 1723 ± .. 1731 ± 3 1747 ± 2 1754 ± 3 1766 ± 3 
July 1699 ± .. 1703 ± .. 1719 ± 4 1729 ± 3 1741 ± 5 1751 ± 5 
Aug. 1690 ± 6 1703 ± .. 1723 ± 5 1731 :I: 4 1734 ± 6 1754 ± 6 
Sept. 1724 :I: 5 1723 :I: 6 1741 :I: 4 1761 :I: 4 1772 :I: .. 1773:1: 8 
Oct. 1729:1: 5 1742 :I: 4 1745 ± 5 1764 ± 3 1792:1: 4 1780 ± 5 
Nov. 1720:1: 4 1747 ± 2 1752:1: 3 1762 :I: 3 1782 ± 6 1779:1: 4 
Dec. 1733 ± 2 1755 :I: 2 1759 :I: 3 1758 :I: 4 1792 ± 6 1783 :I: 5 

Monthly averages and variability are calculated from daily·averaged concentrations. The plus and minus values are 90% contidence 
limits. 

--..,. .-~-.--'--~-r-. ----.---. 

..... No Season 

-.- Season 

4 6 8 
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Fig. 3. The spectral decomposition of methane concentrations at 
Cape Meares. 

the dcseasonalized data: C-Crr"Ccyc' We are now left with a 
time series that has no seasonal variations (including increase 
of cycle amplitude) and DO long-term trends. A Fourier 
spectrum of these data reveals long cycles (the interannual 
variability). When these are subtracted from the 
deseasonalized and detrended data, we are left with the 
residuals. 

The fifth and final step is to analyze the residuals. We now 

look at the results of these calculations for various components 
of the time series . 

3.2. Seasonal Cycles and Changes in Cycle Amplitude 
and Cycle Length 

The first graphical view of the seasonal cycles, based on the 
continuous data, is shown in Figure 40. It is obtained by 
subtracting the quadratic trend from the data and then plotting 
all data by the hour of the year on which it was taken 
regardless of which year. 

The daily-averaged data were analyzed according to the two 
methods mentioned earlier. In Figure 4b, the results of both 
methods are shown. The solid circles are the daily seasonal 
index, and the line is from the Fourier decomposition using the 
three most prominent frequencies (see section 3.7). Days are 
sequentially numbered starting with January 1 as day 0 to 
December 31 (which is day 364 or 365). Between leap years, 
February 29 is treated as a missing value. 

Finally the monthly-averaged data are used to obtain 
seasonal variations by the two methods as shown in Figure 4c 
and represented analogously to Figure 4b. Ninety percent 
confidence limits are added to the monthly indices. 

The cycle essentially consists of two features, namely, the 
cycle amplitude and the cycle length. We analyzed the changes 
in these features during the experiment. 

We defined the cycle length, using the detrended daily
averaged data, as the time between the day of minimum 

Fig. 2. The atmospheric concentrations of methane at Cape Meares, Oregon, between 1979 and 1992. (a) Continuous 
data. Samples were collected and analyzed every 20 min. in the beginning or the record and at lower frequencies during 
latcr yeara (see text). Thcsc data 'how the detailed nature of the trends, slowdown in the trend in recent yeara and the 
seasonal variations. (b) Daily averages. (c) Monthly-averaged concentrations of methane. The line is the parametric 
statistical model based on quadratic trends, seasonal, and intcrannual variations (see text). 

lL.f.~:Slo" ' 
"'~~ PJi'h."'ll~.AhK i~l t::,., •. :';., 

C--Z-. 



14,758 

j 
Q, 
Q, ...., 
c:: 

.S! .. 
til .. .. 
c:: 
G 
U 
I::: 
0 
t> 
G 
'0 
t; 
... 
== t> 

I::: 
.S! .. 
til .. .. 
I::: 
4) 
U 
c:: 

8 

KHAuL ET AL.: ATMOSPHERIC MImlANE AT CAPE MEARES 

30 

20 

10 

0 

-10 

-20 

-30 

-40 
0 73 

Time (da~) 

: • , . 
146 219 

Time (days> 

411 

292 365 

20 r------------------, 

T 
10 

o ~4_---~~---~-----~ 

-10 

-20 

- 3 0 L--'----L.---'_...L-.-1----L_"---'---'----''---' 

J F M A M J J A SON D 
Time (Months) 

concentration in one year to the day of minimum 
concentration in the next year. The day on which minimum 
concentrations occur are very precisCly defined in the data, 
while the maxima are not. The results show a remarkable 
stability o( cycle length from year to year. The average cycle 
length is 365.6 days with a standard deviation of 19 days. The 
maximum cycle length Was 397 days, and the minimum was 
331 days. Both these occurred in the early part of the data. 
There is no trend in the cycle length (0.2 :t 2 days). 

The cycle amplitude does have trends. We defined the cycle 
amplitude as the average difference of maximum and 
minimum concentrations during the year using the detrended 
data. For monthly data the cycle amplitude is defined as the 
average concentration during January to April and October to 
December mInus the average concentration during 1uly and 
August. For the daily averages the cycle amplitude is defined 
as the average concentrations during days;()'110 and 290-365 
minus the average concentrations during days 190-250. 

The calculations are &bown In Figure S.. The amplitude of 
the average seasonal cycle is about 30 ± 7 ppbv by aU methods 
considered. 1be relative cycle, the cycle divided by the average 
concentration (or the year, is about 1.7% ± 0.4%. There Is a 
trend in the cycle amplitude of 1.2 ± 0.9 ppbviyr and varies 
somewhat by the method of calculating average concentrations. 
The trend o( the relative cycle is less statistically significant at. 
0.05% :t 0.05% per year. The cycle amplitude during the first 
year is anomalously small and probably due to experimental 
errors rather than atmospheric behavior, it is therefore not 
included in the calculations or In Figure S. In section 4 we will 
return to the possible causes of the changes in cycle amplitude . 

3.3. RaJe 0/ Long-Tenn Increase and lIS Slowdown 
The long-term trends bave one noteworthy feature, namely, 

that the rate of accumulation Is slowing down. The slowdown 
of the methane trend has been reported earlier [see Khalil and 
Rasmussen, 1990, 1993; SMaru and Khalil, 1989; Steele el aI., 
1992] . 

There are several methods for evaluating the change of 
trends; each method provides a unique perspective. The 
simplest calculation is the quadratic formula of (3). Another 
method is to calculate a time series of trends from the 
deseasonalized data using "running slopes." In this approach 
the slopes (or trends) of the concentration data from time T + j 
to T+j+&5 are calculated by a linear regreSsion model (where 
j = 0 to N.J1, N is the number of data, number of months or 
number of days in the data set as appropriate). -

The results of these calculations for various assumed values 
of &5 = 3, 5, 6, and 8 years are shown in Figure 6. The solid 
line is for the daily data, and the circles are for the monthly
averaged data. The decline of the trend is apparent. There 
are various other features that may represent atmospheric 
behavior or result from experimental errors. 

A third analysis of the trends is to use the average data 
(without deseasonalization) and calculatcthe trends for each 
day or each month. For Instance, the average concentrations 

Fig. 4. The seasonal cycle or methane concentrations. (a) 
Continuous measurements. (b) Seasonal cycle based on daily 
measurements. The poilUS are the 366 dail)ilndices of the seasonal 
cycle and the line is the sum~o~C three sinusoidal components Crom the 
Fourier decomposition (see text) with the highest amplitudes. (e) 
Same as Figure (b) but for monthly-averaged concentratio!lS. The 
periods of these cycles are 12, 6, and 4 months. 
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Fig. 5. Increase In the amplitude or the ICISOnal cycle or methane al 
Cape Meares. The legend at the right refen to the various averaging 
methods (see text Cor Cunher detaill). 

In January of each year between 1979 and 1991 constitute a 
time series from which a trend can be calculated for January, 
and similarly for each month of the year. For the daily data 
the same procedure Is applied to each of the 365 days 
(February 29 Is eliminated). For both these calculations we 
use the quadratic model: 

CJ(t) = aJ + bJt + cJt2 + ~J(t) (7) 

where CJ is the monthly (1 - m) or daily average 
concentration (1 = d), aJ, bJ, and cJ are constants determined 
from multiple linear regression, and .J(t) are the residuals. 
The average trend during the experiment Is 

<bJ> = bJ + cJ T (8) 

where T is the length of the experiment (here 13 years). 
For the monthly data, the average trend during each month 

Is shown In Figure 7a, and the rate of decrease of trend, which 
Is 2cJ, Is given in Figure 7b. Analogous results for the daily 
data are shown in Figure 8. The trends In the summer months 
are significantly lower than during the other months. The 
Increase of cycle amplitude discussed earlier Is Implicit In this 
result. If the cycle amplitude Increases, then trends In the 
months of highest concentrations have to be different from 
trends In months of lowest concentrations. 

There Is a curious anticorrelation between the bJ and the cJ 
coefficients of the calculations of the quadratic trend for each 
day of the year. It is shown In Figure 9. While the average 
trends are less in the summers compared to other times, they 
are also decreasing more slowly (or not at all) compared to 
other seasons. . 

The trend of methane was about 20 % 4 ppbv,yr in the first 
2 years and about 10 % 2 ppbv,yr In the last 2 years of the 
experiment, repreaenting a decline of about -1 ppbv,yr. The 
methods and an analysis of our global data set are given In 
more detail by KhaliJ and Rasmussen [1993]. In that paper we 
argue that most of the decrease in trend Is likely caused by the 
slowdown In anthropogenic emissions, while a smaller effect 
may be caused by a possible Increase of OH [Prinn el aI., 
1992; Madronich and Granier, 1992]. 

3.4. Interannual Variations 
The Interannual variations are cycles over times greater than 

a year. There are two such cycles of periods 1.4 years and 6.5 

years. Both are weak with amplitudes of only 2-3 ppbv, yet 
they are apparent to the eye In the detrended monthly data. 
The causes of these Interannual cycles are unclear at present 

3.5. Residuals 
The realduals are the concentrations left after all the known 

features (as In (2» are subtracted from the data. The 
distribution of the residuals for daily averages Is shown In 
Figure 10 along with a fit to a normal distribution for the same 
average and standard deviation. The mean Is 0, and the 
standard deviation of the residuals is 12 ppbv for the daily data 
and 6 ppbv for the monthly data. The residuals are not quite 
normally distributed but exhibit both skewness, gl = ~.16, and 
kurtosis, 82 = 0.93. A normal distribution would have 81 and 
g2 • 0 with standard deviations of about 0.04 and 0.08, 
respectively, so the observed skewness and kurtosis are 4 and 
11 times bigher than the standard deviations for a normal 
distribution. The skewness meaDS that the model 
underestimates the measured concentrations more oftcn than 
overestimating it, but the underestimates are usually smaller 
than the overestimates (since the mean is 0). The kurtosis 
means that the tails of tbe distribution have more cases than 
would be expected if the distribution was normal [see SnedecOl' 
and Cochl'tJn, 1980]. 

To further check whether the residuals are random or not, 
we applied the tumlng point test to the monthly data [Kendall 
and Ord, 1990]. In this test, we calculate the number of points 
that are either higher or lower than the two points immediately 
before and after, representing either peaks or troughs. U the 
data of 156 points were random, we would expect about 103 
turning points with a ~ of 24.4. In the Cape Meares 
time series of residuals, there are 96 tumlng points. This 
suggests that our residuals are Indeed approximately random 
(z = -1.27). Nonetheless, there may be small signals that still 
have not been fully accounted for by our parametric 
representation. 

3.6. Other Cycles and VariabiJities 
In addition to the patterns Inherent in (2), other cycles and 

variabilities also exist in the data. Ftrst, there are submonthly 
variabilities that take the form of bigher than average 
concentrations that are sustained for various number of days. 
The occurrence of sustained higher than average 
concentrations for a week or longer occur more frequently 
than may be expected from chance. These occurrences are 
probably related to long-distance transport of air from source 
regiOns. 

Small diurnal variations are also seen in the continuous 
data In most cases the concentrations during the day are 
higher than at night. We calculate the difference of 
concentrations between day and night for each day when 
appropriate data are available. Day concentrations are taken 
from 1000-1400 hours and night concentrations from 2200-
0200 hours. We then calculate the average diurnal diffcrence 
for each month during the course oC the experiment. The 
results are shown in Figure 11. During late summer and part 
of fall (August - October) the day concentrations are 
Significantly higher than night concentrations by about 2 ppbv. 
During other months there appears little or no difference 
between day and night concentrations. This cycle is likely 
related to local production of methane since diurnal changes 
are too fast. to respond to distant processes. The exact 
mechanisms and sources that generate these cycles are not 
known. 
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Finally. using the dally data we can also calculate the 
variability of the monthly c:onoentrations, which we estimate by 
the standard deviation. The monthly standard deviations of 
observed concentrations undergo a seasonal cycle but appear 
to have DO other significant patterns sucb as trends or change 
of cycle length and ampUtudc. 

3.7. Swnnuuy 0/ the Tune Serks Decomposition 
The standard deviation of the concentrations in the (raw) 

daily or monthly averaged time series is about 56 ppbv. When 
the trend is subtracted the standard deviation of the remaining 
data is reduced to about 17 ppbv for the daily data and 12 
ppbv for the monthly data. Iu each feature is subtracted. the 
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Fig. 6. Thechanp.e of the trend of methane at Cape Meares. The moving trends are plotted for various "averaging" 
periods. The slopes of the concentration data from time T+j to T+j+S are calculated by a linear regression model, where 
j = 0 to N.s, N is the number of data, number of months,or number of days in the data set as appropriate. (a) The 
period over which the trends are calculated is 8 years, (b) the period is 6 years, (c) the period is 5 years, and (d) the period 
is 3 years. Solid lines are based on daily data; circles are from monthly-average data. 
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variance of the remaining time series Is reduced until we come 
to the random residuals (E). The reduction in variability from 
each feature of the parametric model of (2) Is listed in Table 
2. The parameters of the time series model are also given in 
Table 2. 

The parametric formula Is a compact representation of the 
daily-averaged data. If one accepts that the residuals between 
the observed concentrations and the sum of the factors 
Isolated In (2). as evaluated here, contain no additional 
Information except a measure of random variability 

(represented by the standard deviation), then the parametric 
model can be used to reconstitute the daily data by adding a 
normally distributed random c(t) with mean 0 and standard 
deviation sci. 'IbJs amounts to substituting a normal 
distribution N(O,sd) for the actual dJatributioo of the rca1duala 
D(O,sd,m3.m.). The recoost1tuted data should then be 
indistinguishable from the actual measurements and could 
therefore be used in any model requiring a methane database 
with a daily average measurement frequency. As discussed 
earner. the residuals arc not quite normally distributed, but we 
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Fig. 7. The trends of methane during caclr'day of the year. The 
concentrations OIl January 1 of every year during the experiment 
constitutes a I3-point lime ser\ca. Similarly. f:VCrj day of the year Is 
I different time series. Each .uch time aeriea II analyzed to 
determine the trends by a quadratic formula. (a) The average trend 
on each day oC the year during the experiment. (b) The decline of 
trend for each day of the year (d2cldt2 - 2c). where CJ is the 
coefficient of the quadratic formula Cor each day (designated by J). 

believe that this difference is of 00 practical Importance for 
most application&. 
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Fig. 8. The trendJ oC methane for each month of the year. Same as 
Figure 7 except these results arc Cor monthly-averaged concentrations 
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There are five features of the data that have seasonal 
variations: the concentrations, the variability (standard 
deviations) of monlhly oooccntrations, the diurnal patterns. the 
rate of change. and the cycle of emissloos (which will be 
discussed in section S). or these, the sources, the standard 
deviations. and the diurnal variations have patterns of seasonal '0 variation that are similar (correlated). all are al their highest 
during the summer and early faD. The correlation coefficients 
between the average seasonal cycles of these three factors are 
between 0.6 and 0.8. Taken together these features may mean 
that there are regional sources that are effective during the day 
and occur primarily in summer and early fall (July - October). 
Such emissions would then cause greater variability of 
atmospheric concentrations, would lead to larger emissions 
(per month). and would &how diurnal variations during the late 
summer and early fall. 

4. CAUBRATION AND VERIFICATION IssUES 

4.1. Stability 01 Calibralion Standards 
Measurements of methane arc obtained by comparing the 

response of a GOFID instrument 10 ambient samples and to 

-0.7 

10 14 18 22 26 30 

Trend Term - B 

Fi,. 9. The relationship between the initial rate oC increase and the 
rate of decline in the trend based on the analysis daily-averaged data 
5hown in Figure 7. These results .how the relationship between bJ 
and cJ. where J indexes each day of lhe year and bJ and cJ are derived 
from the quadratic equation of the trend Cor each day. 
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Fig. 10. Distribution oC the residual daily average concentratiollJ 
after trends, seasonal cyclc:a, Increase oC cycle amplitude and 
Interannual varlabllltica are .ubtracted Crom the dall. (a) Frequency 
distribution. The aolid line II the expected normal di.tribution with 
the lime mean ( - 0) and .18ndard deviation (12 ppbv) as the 
distribution oC ob5crvcd rcsiduall. The distribution oC observed 
residuals has both skcwucsa and kurtosis. (b) The cumulative 
Crcquency distribution of the daily-averagcd residuals. From this 
graph, readers may estimate the .prcad of the residuals. 

samples taken from precisely calibrated air stored in high 
pressure stainless steel (calibration) tanks as in (1). For long
term measurements it is crucial that the calibration not change 
over time (stability). If the calibration drifts, an apparent trend 
will appear in the measurements that does not represent 
increases or decreases in the atmospheric concentration. 

Furthermore, continuous measurements such as reported here 
depend also on secondary calibration standards that are used 
in the field and arc calibrated against the standards kept in the 
laboratory. During the course of long experiments, several 
primary and many IeCODdary caUbratJon tanles are used, 
although all may be tied to the first or some Intermediate 
single calibration standard. 

During the course of this experiment, 11 primary calibratioo 
standards were used over periods of a year or more. The 
earliest tank is 0-002, derived from the dilution of a standard 
purchased from Scott Research Laboratories (933) (used 
between 1978 and August 1980). Tanks 0-111, 0-110, and 0-
132 were made from another Scott standard (321) (used 
between August 1980 and July 1983). Tanks 0-213, 0-271, and 
0-264 were derived from 0-132 and later tanks (used becweeo 
July 1983 and December 1985). The remaining primary 
calibration tanks were derived from NBS-SRM 982 (Natiooal 
Bureau of Standards, now NIST. Standard Reference Material; 
used from January 1986 to the preseot). All data reported 
here arc referenced to the original Rasmussen scale, wblch 
may be converted to the NBS (or NIS1) scale by multiplying 
by 1.00927. 

The primary calibration tanks mentiooed above were 
measured periodically against the NBS standard (when it 
became available) or another standard that was later calibrated 
against the NBS-SRM 982. These measurements were to 
determine changes and drifts In coocentration; none were 
found. The rcsulta of the pe(iodic analyses arc shown as 
percent ditrcccllCCl from the originally measured 
concentratlooa for the 11 taob used between 1979 and the 
preseot (Figure 12). 1bc deviations appear to be random 
fluctuations of which 88% Uc within ~O.s% of the originally 
measured values. For example, the original tank (}.002 

changed by -0.3% between two measurements taken 11 years 
apart (August 1981 and August 1992). The trends of CH. 
concentrations in the calibration tanks, in percent per year, arc 
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TABLE 2. Parameters of the Statistical Model Cor Continuous Measurements oC CH4 at Cape Meares, Oregon 

Trend 

Daily 
Monthly 

Cyclea 

Daily 

Monthly 

Interannual Variability 

Daily 

Monthly 

Variance 

Daily, 
ppbv, 
% 

Monthly, 
ppbv, 
% 

C 

56 
3.3 

56 
3.3 

a 

1590 : 28 
1590 : 11 

CI 

10.7 
10.3 
4.2 

10.4 
9.6 
3.4 

a 

2.4 
2.4 

2.6 
3.4 

b 

0.057 : 0.0014 
1.77 : 0.08 

tot 

0.0172 
0.0344 
0.0516 

0.52 
1.05 
1.57 

w 

0.0119 
0.0027 

0.08 
0.36 

C-Crr C-Crr-<C.,...> 

17 12.8 
1 0.75 

12.3 6.75 
0.7 0.4 

c " 
-3.6E.()6 : 3.0E-07 9.6E-5 : 2.3E-5 

-0.0036 : 0005 0.004 : 0.002 

~ T 

1.24 365.2 
3.95 182.6 
0.5 121.4 

1.51 12 
4.42 6 
1.39 4 

• T 

6.15 527.6 
2.39 2374 

2.31 78 
0.07 17.3 

C-Crr -Ccy:: Residual 

12.7 12.4 
0.75 0.73 

6.7 5.9 
0.39 0.35 

Units: The units of "a", "b", "c," and 1 are ppbv, ppbv/day, ppbv/dayZ, and ppbv/day Cor daily-averaged data and ppbv, ppbv/month, 
ppbv/month2, and ppbv/month for monthly-averaged data. The units of a, w, f.. and T are ppbv, radians/day, radians and days Cor 
daily-averaged data, ppbv, radianslmonth, radians and months for the monthly-averaged data. 
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Another way to unequivocally verify the accuracy of the 
trends is to compare the continuous data with ~n independent 
data set. We were able to construct such a data set of 
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Fig. 12. TIme course oC concentration changes In primary calibration 
tanks. The dOlled lines mark :0.5% changes. Most fluctuations are 
within :5%. Note that tanks were put together at different times. 

shovm in Figure 13. Most tanks have trends less than 0.1 %/yr 
and are not statistically significant. For instance, the original 
tank O-OOZ shOWI a CH, trend of -0.05% :t O.09%';r. For 
all practical purposes we can assume that the primary 
calibration tanks used in this study did not drift or fluctuate in 
concentrations enough to affect the methane measurements at 
Cape Meares. Further discussion of the calibrations is 
contained in the microfilm appendix of our earlier paper 
[Rasmussen and Khalil, 1981]. 
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methane concentrations at Cape Meares. It is, of course, not 
of comparable frequency or duration. 

The independent time series consists of combining twO data 
sets. The first is from the NOANCMDL netwOrk that 
Includes Cape Meares, Oregon, and spans 1983-1989 (these 
data are publicly available (NOANCMDL, 1990). The 
samples are taleen In glass flasles at Cape Meares and some 20 
other locations and analyzed at NOANCMDL laboratories in 
Boulder, Colorado. In addition, we have been storing high
pressure samples of air from Cape Meares (and other 
locations) In 36-L stainless steel tanles similar to those used for 
the calibration standards. Numerous experiments (including 
the tC.~IS of calibration Itabllity discussed in the previous 
section) have Ihown that luch tana can preserve methane 
concentrations over decadal time scales. We had 217 stored 
air samples from Cape Meares between 1978 and recent times. 
To support the present study, we measured the methane 
concentrations in these tanks. Methane in these tanks was 
measured against a single standard (referenced to NBS-982), 
and the whole experiment was done over a 6-week period. 
This method gives us a snapshot of the trends of methane (or 
any other gas) in tanles containing air collected over a long 
time. The results are not affected by changes or possible drifts 
of standards. --

It happened that we had a good distribution of stored air 
before 1984 but a much lower number of samples afterwards. 
During some years crucial for the verification of the trends, 
particularly 1985-1989, we had almost no stored air. 
Therefore, the stored air tanks by themselves were not 
adequate for verifying the results Of the continuous data. By 
combining these data with the NOANCMDL flask sample 
data, we obtained a composite data set that was suitable for 
validating the main features of the trends in the continuous 
data. We took monthly averages of both these data sets to 
construct the composite data. For the measurements on 
stored air we accepted a monthly average only if there were 
three samples collected during the month to make the monthly 
averages compatible with the NOANCMDL data. The two 
data sets were complementary, with the stored air representing 
the earlier and later concentrations (before 1984 and after 
1989) and the NOAA data representing the intervening years. 
The results are shown In Figure 14. It is apparent that the 
Independent data set constructed here agrees well with the 
continuous methane measurements as monthly averages. 

We calculated the parameters of the model described by 
(2)-(6) using only the trend (quadratic), seasonal cycles, and 
residuals (no IA V or changes of cycle amplitude). We then 
interpolated the values for the missing months by substituting 
the values calculated from the model equations (2)-(6) 
Including the addition of random fluctuations with mean 0 and 
standard deviation of. - 10.6 ppbv, which, as expected, is 
much larger than for the continuous data. All of the numbers 
in these equations (trend, cycle, and residuals) were
determined from the NOANCMDL+stored air composite 
data set and not from the continuous measurements. So the 
resulting Interpolated data had no dependence on the 
continuous measurements or the effects -of calibration 
standards used to obtain the continuous data. The results 
were as follows: a... 1591 -± 18 ppbv, b .. 1.69 ± 0.23 
ppbv/month, C = -0.0033 ± 0.0017 ppbv/month~ (a In ppbv, 
t/J in radians/month) for periods of 12, 6, and 4 months are 
(14.9, 1.35), (8, 4.61), and (3,0.74), respectively. These values 
muy be compured to resulta for the monthly uvcrugcd 
continuous data in Table 2. . 

Next we calculated the running slopes as discussed earlier 
but now applied to the interpolated composite data set The 
results are shown In Figures 150 and 15b. It shows treeds 
over 2- and 3-year overlapping periods of time. The 
agreement with the results from the continuous measurements 
is apparent. In particular, the somewhat abrupt decrease of 
trend, between 1984 and 1986 is verified by the independent 
data set. Similarly, the magnitude of the large net change of 
trend between 1979 and the present is also verified to be from 
around 20 ppbv/yr down to about 10 ppbv/yr (actual results 
from the composite data are 21 : 6 ppbv/yr for the first 3 
years, from 1979 to 1982, and 11 ± 8 ppbv for the last 3 
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years, from 1987 to 1990). The agreement between these 
independent data and the continuous measurements lends 
considerable support to the validity of the high.resolution data 
base. 

We note for completeness that there is yet another data set 
on methane at Cape Meares based on our flask sampling 
program. These data come from weekly samplcs taken 
between 1981 and the present. We have not used these 
measurements here because they are not entirely independent 
of the continuous measurements. They are based on the same 
calibration standards and the changes of standards during the 
course of the experiment, as well as periodic cross calibrations 
with the continuous measurements. 

S. CAUSES AND lMPUCATIONS OP TRENDs AND CYCLE 
VARIATIONS 

S.l. Estimates of Seasonal Emissions 
We consider next the emissJon and removal rates of 

methane and the possible reasons for the existence of the 
trends, seasonal cycles, and the increase of cycle amplitude. A 
local mass balance of methane in the middle- and high·latitude 
quadrant of the Earth's atmosphere (3O"-OOON), represented by 
Cape Meares, may be written as 

S = dCldt + Clr(t) + (C - Cr)/T,{t) (9) 

T(t) = [TOH·1 + T5·1r1 (10) 

where S are the emisslons in ppbv/yr or Tgfyr, C is the 
concentration, TOH(t) is the atmospheric lifetime due to 
reactions with OH, T5(t) is the lifetime due to removal of 
methane by soils, and TT is the transport time between the 
middle latitude quadrant and the Northern tropical quadrant 
(where the concentration is Cr). 

In (9), S is put on the left-band side because data are most 
deficient for defining emissions, even though emission rates 
from many sources have been experimentally measured. For 
this reason, our aim will be to calculate the emissions from the 
knowledge of the other factors in this equation. The other 
quantities, on the right.hand side are at present, amenable to 
experimental and theoretical analysis and estimation. The 
concentrations (hence C, dCldt and (C-Cr) = A) are 
measured quantities, TT can be determined from observations 
of winds, turbulence and tracers, and T(t), the atmospheric 
lifetime, can be calculated by using photochemical or other 
models for OH, recognizing that 80-90% of the methane is 
removed from the atmosphere by reacting witb tropospberic 
OH radicals. The average concentrations of OH radicals are 
constrained by the budget of CH3C03• The possible effect of 
soils will be discussed later. Calculations based on (9) and (10) 
are highly constrained by observations (c, T(t), and TT<t», 
particularly observations of methane concentrations at Cape 
Meares, and are easily reproducible, allowing readers to 
reevaluate our conclusions. The atmospheric lifetime of 
methane varies according to the seasonal and latitudinal 
variations of OH concentrations. The OH concentrations can 
be obtained from photochemical. mQde~. sucb as the one 
described by Lu and KhaliJ [1991] or the results tabulated by 
Spiwuwvski et aJ. [1990]. From these calculations it appears 
that the average lifetime of methane in the northern quadrant 
(306.90") of the atmosphere is about 2.2 times longer than the 
lifetime in the equatorial quadrant (00-30,,). From the 

calculated average OH concentrations and the small effect of 
the soil sink, the global atmospheric lifetime of methane ls 
between 10 and 12 years, 10 that the lifetime in the northern 
quadrant Is between 16 and 19 yeara. This Ufetlme varies 
seasonally being shortest in the local summers (8-10 years) and 
longest (60-70 years) in the winters. The destruction rate, 
which is the Inverse of the lifetlme (1h'r), Is 0.0167, 0.056, 
0.012, and 0.06 in tbe four seasons from winter to faUIn the 
nortbern quadrant [Lu and Khalil, 1991; Spivakovsld el aJ., 
1990]. These are taken to represent the middle of the seasons 
and the rates for the rest of the mooths are obtained by linear 
Interpolation. 

The (intrahemispberic:) transport time results from the 
motions of the winds and turbulent transport processe&. While 
the average transport timc is about 70-80 days, thc seasonal 
variations are quite difficult to dcfine precisely for the type of 
model in (9). Fortunately, the seasonal variations of transport 
do not have a large cffect on the calculated emisslon rates 
(although it does effect the expected seasonal cycle of the 
concentration). The seasonal variations of the transport are 
discussed by Cunnold et aJ. [1983], NeweU et aJ. [1969], and 
KhaliJ and Rasmussen [1983]. Here we take the seasonal 
transport timCi to be 61, 65, 113, and 80 days for winter to fall 
seasons. The transport times are linearly interpolated for the 
transition months between the middies of the seasons. 

The other term In the transport part of (9); namely, A = C 
-Cr happens to be approximately constant at 37 :t 3 ppbv 
where the concentration Cor Cr are from measurements taken 
at Mauna Loa and Cape Kumukahi in Hawaii from 1981 to 
1986. There are DO trends or seasonal variations In A during 
this period. We chose to take this constant value of A rather 
than use the actual measured concentrations at Hawaii 
primarily because the certified data at Hawaii span a much 
shorter time (S years) compared to the Cape Meares data 
base, which spans 13 years. 

. The effect of the wsoil sinkw is not explicitly included in tbe 
calculations because there arc no data to assess Its 
hemlspherical..scale seasonal variation or even the magnitude 
of the effecL Globally, 10-50 TghT are believed to be 
removed by soils. Since a large fraction of the land mass is in 
the region of our mass balance, the role of the soil sink may 
be ImportanL We expect that the sink, which requires dry, 
active soil conditiOns, ls most effective during summers and 
\east effective during winters. In this case; the soil sink would 
reinforce the seasonal cycle of ~missioJ1S found from the 
seasonality of OH. 

Using the measured monthly-averaged concentrations at 
Cape Meares for C and dC/dt, we follow these steps In our 
analysis: We calculate the emissions from (9) based on the 
values of the remaining variables already described (seasonally 
varying OH and transport times are assumed throughout). 
This gives us a monthly time series of emissions that is 
analyzed by a model analogous to (2), or S = Trend + 
Seasonal Variation + Residuals, from which we estimate the 
seasonal variations of the emissions. We used several different 
time series for the concentrations In (9). We took just the 
trend represented by (3) to see what emission patterns would 
be needed to explain it (in this case dCr/dt = 2ct). Then we 
took C = Crr + <C~> to see the effect of adding the 
average seasonal cycle; next we took the concentration to be 
Crr + C~ + CIAV' which represents the full model without 
the residuals. These calculations using the parametric model 
of the concentrations were carried out for a lifetime of 16 
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years ·(in this quadrant) and tbe dCldt term was calculated 
explicitly by differentiating the appropriate formulae. The 
ability to explicitly calculate derivatives and integrate is an 
advantage of the parametric model. In the last two 
calculations, we used the full model C - Crr + Ccyo + CIA V 
but for average lifetimes of 12.8 and 19.2 years (representing 
global average lifetimes of 8 and 12 years). 

From the calculations shown In Figure 16, it is evident that 
sizeable seasonal variations in the emIssIons of methane are 
required to explain the observed seasonal cycle of 
concentrations. Annual emlsslon from this region add up to 
about 200 Tg/yr based on our model Both the annual 
emIssIons and the seasonal variations of the emissions are close 
to our original estimates [Khalil and R.asnauuen, 1983]. 

It Is noteworthy that these calculations do not require the 
annual average emissions to be Increaslng during the last 13 
years to explain the Cape Meares data. Apparently, methane 
emissions from this quadrant were substantially out of balance 
with ambient concentrations so that even though the emissions 
may not be increasing anymore, concentrations will continue to 
rise, asymptotically, approaching a new equilibrium value. The 
stable annual emission ratcs from this quadrant are probable, 
since large sources controlled by human activities such as cattle 
and rice agriculture have not increased during this time. 
Furthermore, the calculated seasonality of emissions is 
consistent with the current data on the seasonal emissions 
from wetlands and rice fields {Aselman and CrulUn, 1989; 
Malthews, 1993; Khalil el aL, 1991]. 

To further explore tbe role of seasonal emissions in 
determining the observed seasonality of methane at Cape 
Mearcs, we did the following calculations: We took the 
average emissions from the previous calculations just described 
(which are about 17 Tg/month for a globalli(etime of 10 years 
or 16 Tg/yr for a lifetime of 12 years). Next we calculated the 
expected concentrations under several assumptions with a finite 
difference form of (9): 

C(n+l) = [1+1/T(n)JC(n) + Sen) + [1I1'nn)J.1C (11) 

Rrst we assumed that the emissions were constant at th~ 
average rates S(n)= 5 and Tnt> is constant, so that there are 
no seasonal cycles in transport or emissions (but the seasonal 
cycle of OH is always included). We then calculated the 
expected concentrations by (11) (base case). Next we included 
the seasonal variation of the transport times and calculated the 
expected concentrations (base case + transport). We then 
repeated the previous two calculations but we added an 
increase of OH (resulting in a decreasIng lifetime of methane) 
at 1%lyear. The results are shown in Figure 17. 

The main conclusions are: First, the seasonal cycle 
calculated using the seasonal cycle of OH alone (no cycle for 
transport) is clearly out of phase with the observed seasOnal 
cycle of concentrations. Curiously, the amplitude of the 
seasonal cycle of concentrations Imposed by the cycle of OH 
is about the same as the observed seasonal cycle. The 
remaining Observed cycle of concentrations must be drlvcn by 
seasonal variations of emissions and transport. 

Adding the seasonal cycle of transport does not substantially 
Improve the agreement but reduces the amplitude of the 
calculated cycle,leaving a substantial role Cor the seasonal cycle 
of emissions In determining the observed seasonality of 
concentrations. The seasonal source cycle required to explain 
the observations is shown earlier in Figure 16. 
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Adding a trend ofOH at 1%1yr does not much affect the 
conclusions regarding the average seasonal cycle of observed 
concentrations. The addition of an Increasing trend of OH 
requires that the emIssions In this quadrant also must be 
increasing. Such Increasca are difficult to verify from the 
current blowledge of the source&.. 

These calculations also provide insights on the Increase of 
cycle amplitude. The cycle amplitude is expected to increase 
as ·the concentration rises. This is so because the rate of 
removal of methane II ClrOH • -K{OH]C as in (9) and (10). 
As the concentration rises, more methane is removed during 
the peak of the OH concentration creating a larger dip in 
concentration each summer •.. Accor~ing to our calculations 
described above, this effect amounts to about a 2 ppbv change 
in the cycle amplitude ovcrlbe 13 ~ of the data. IT we add 
increasing OH at 1 %Iyr, the CbBnge in cyCle amplitude is about 
S ppbv during the last 13 years. The ~mc8sured change of 
amplitude Is about 10 ppbv over this time. Therefore only a 
small amount of the change of cycle amplitude is explained by 
the increasing concentration, and a little more is explained by 



14,768 KHAUl. ET Al..: An.&OSPHI!JUC MB'lliANE AT CAPE MI!AlU!S 

the dubious possibility of fast rising OH concentrations. It 
seems, then, that a large part of the increase in cycle amplitude 
is driven by seasonal changes In methane emissions in the 
northern quadrant of the Earth's atmosphere. The magnitude 
of the changes in emissions needed to explain the change of 
cycle amplitude are small and generally require some increase 
of emissions during late summers and small decreases during 
other seasons. 

S.2. SpaJial Scales AssociaJed with the Cape Meares 
Methane Tune Seria. 

We have discussed many features in the continuous 
methane data taken at Cape Meares. These features span 
time scales from diurnal variations to Interannual variability. 
As usual, the temporal scales of variability are correlated with 
the spatial scales of the processes that produce the observed 
cycles. There is little doubt that the long-term increase, its 
recent declining rate and probably the interannual variations 
are representative of very large scale phenomena spanning this 
hemisphere and close even 10 global average trenl.ls. Simllurly, 
diurnal variations and submonthly variability are probably 
representative of local and regional effects of undefined but 
relatively small spatial scales. This leaves seasonal cycles and 
their long-term variability, which is neither clearly 
representative of the northern semihemisphere nor of local or 
regional scales. 

We ha\,e_~_sed the seasonal variation as a prinCipal factor in 
the mass balance of the previous sectIon and the claim of 
significant seasonal cycles in emissions deconvoluted from the 
measurements taken at Cape Meares. Cape Meares is far 
from populated areas and affected mostly by winds from over 
the Pacific Ocean. It is ·upwind" of Portland, Oregon, Bnd 
separated from it by the coast range. We therefore expect 
that Cape Meares is representative of concentrations over a 
very large spatial scale, but is the Cape Meares seasonal cycle 
representative of this semihemisphere? 

To answer this question, we again used the independent 
methane data base from the NOAAlCMDL network. In this 
network: there are eight stations between 300N and 67°N 
representing the middle northern latitudes and three stations 
in the northern polar latitudes (we have added Sable Island, 
making 12 stations in all). These sites and their north latitudes 
and longitudes are Alert, NWf-Canada (82.45,62.5), Azores
Terceria Is. (38.75, 27.08), Barrow, Alaska (71.32, 156.6), Cold 
Bay, Alaska (55.2, 162.7), Cape Meares, Oregon (45, 124), 
Mould Bay, NWf-Cariada (76.23, 119.33), Niwot Ridge, 
Colorado (40.05, 105.63), OlympiC Peninsula, Washington 
(48.25, 124.75), Shemya Is., A1aska (52.72, 185.9). Ocean 
Station M (66, 358), and Sable Island, Canada (44, 59.8), 
which is not a NOAA site but is In -our long-term flask 
sampling network. Measurements are available between 1983 
and 1989, but not all sites have measurements throughout this 
period. 

We treated the data according to -our general model 
descrioeain (2)-(5) and determined the seasonal cycles. Then 
we took the average of the seasonal cycle at the middle 
latitudes and tbe average for the polar latitudes. - Finally, we 
obtain'ed the composite se"asonal cyt:le for. the _ ~!l2rthem 
semihernisphere as an area weighted average so that the 
semihemisphere cycle = 0.84 x middle latitude cycle + 0.16 x 
polar latitude cycle. In calculating this cycle we have not 
included the continuous data from Cape Meares, but we have 
included the NOAA Flask data from Cape Meares. The 

semihemisphere cycle according to these calculations is shown 
in Figure 18 along with the cycle from the continuous 
measurements at Cape Meares for the same period of time 
(1983-1989). The Cape Meares cycle is close to the 
semihemispherical average cycle. It differs In several details 
from the polar cycle, but the polar cycle makes only a small 
contribution to the semihemispherical average, so Cape 
Meares may be taken to represent this region. The only 
substantial differences between the Cape Meares cycle and the 
semihemispherical cycle arise in winter and early spring 
(December, J anuacy. February, and March). These differences 
do not greatly affect our conclusions on the seasonal emissions 
required to explain the seasonal cycle of concentrations at 
Cape Meares. The deconvoluted source Is shown in Figure 19 
In which we have used the semi-hemispherical average cycle to 
calculate seasonal emissions and compare it to the results of 
the previous section using continuous data only from Cape 
Meares. 

6. CoNCLUSIONS 

The detailed methane data taken at Cape Meares during 
the last 13 years contain many prominent features as well as 
many details. The prominent features are the seasonal cycles 
and the increasing trend including the slowdown in the rate of 
accumulation. In addition to these features there are other 
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smaller effects. These are the increase of cycle amplitude, 
interannual variations, diurnal variations and its seasonal cycle 
and the seasonal cycles in the variability of concentrations. 
While these effects do not greatly influence the atmospheric 
concentrations, they provide uolque information on the sources 
and sinks of methane from the mlddle northern latitudes which 
probably Is the region of largest methane fluxes In the world 
because of the large land mass and population. Moreover, 
these features provide opportunities to test and tune detailed 
photochemical or transport models for methane and OH. 

To explain the observations requires seasonally varying 
sources with highest emissions occurring In late summer and 
early fall. Annual emissions are not required to Increase In 
order to explain the observed trends. These features 
quantitatively agree with assessments of the seasonality and 
trends In the emissions from sources such as cattle, rice 
agriculture, and the wetlands. 

cape Meares Is the earliest station Cor continuous 
automated measurements of methane and othcr stable trace 
gases. While the experiment has provided much information 
on atmospheric methane, It has also provided valuable 
experience on Implementing automated long·term 
measurements of trace gases In the Earth's atmosphere. The 
data discussed here are a prototype of the high·preclsion and 
high.frequency measurements that can be obtained from such 
experiments at various ground·based sites. The most 
important prerequisite to obtaining such measurements is 
producing calibration standards that are stable for decades and 
producing many reliable secondary standards that are used in 
the experiment over the years. A flask-sampling methodology 
is a direct competitor of the continuous automated 
measurements strategy that has distinct advantages that will be 
analyzed and discussed In subsequent papers. 

The data are archived at the Carbon Dioxide Information 
and Assessment Center (CDIAC) and may be obtained by 
writing to the Carbon Dioxide Information and Analysis Center 
(CDIAC) , Oak Ridge National Laboratory, Oak Ridge, TN 
37831·9984. The data at CDIAC arc In three tables that can 
be directly retrieved into the computer. Table 1 contains time 
and continuous data in ASCII format. Table 2 contains the 
time, daily average concentration, standard deviations (of daily 
concentrations), number of data during each day, and a 
column with interpolated data as described In section 3.6. The 
interpolation is used to fill gaps when samples were not 
COllected. Table 3 contains monthly-averaged data and 90% 
confidence limits of the mean. Data based on the three 
averaging methods discussed earlier are included and are the 
same as Table 1 of this paper. The report by Khalil and 
Rasmussen [1992] and this paper are the primary reference for 
these data. 
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Depanment of Energy (DE·FG06-8SER6031). Some of the recent 

work was lupponed by the Environmental Protcction Agency through 
a contract to Andarz Company for modeling and data analysis 
(contract 1D3216NASA). Additionalluppon was provided by the 
resources of the Biospherica Research Corporation and the Andarz 
Co. The authora and Dot the IpoDlOra are rcsponalble Cor the 
contenlJ, Interpretations, and oplnlona expressed in thLs paper. 
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Atmospheric Emissions and Trends of Nitrous Oxide 
Deduced From 10 Years of ALE-GAGE Data 

R. PRINN,l D. CuNNOLD,2 R. RAsMUSSEN.3 P. SIMMONDS,4 

F. ALYEA,l A. CRAwroRD,3 P. FRAsER.s AND R. Ros~ 

We preKDt mel inleIptet looa-lerm meuuremenu d the cbemicaDy md ndiatively importantlnce ,U 
Diuow oxide (N::O) obtained during the Almospheric: Lifetime Experiment (ALE) md iu 1Uc:c:ellor the Globll 
Almospherie Gues Experiment (GAGE). The ALFJGAGE data for N::O c:omprise over 110,000 individual 
c:Ilibnted ral-time air lJIaIysel carried out over a 100year (July 1978-June 1918) time period. These mea
mrcmentl indicate that the lVerage concentration in the nonhero hemisphere it penistently 0.75 ± 0.16 ppbv 
higher thm in the IOIlthern hemisphe~ IJId that the cIobIl average linear bend in N::O lies in the rmge from 
0.25 to 0.314 yr! , with the laller result CXlntingent on certain Ul1IIIIpbons about !be looa -term stability of the 
c:aIibntiOll gues used in the experiment. Interpmation of the data, usm, mene theory IJId a 9-box (grid) 
model d. the global atmosphe~, indicates that the NzO IUdace cmiuiOll' into the 9OoN-300N, 3OoN-O°, 0°_ 
3OOS,IJId 3O°S-90°S IeIllihemispheJU aCQOl11ll for about 22.-34, 32-39, »'-291J1d 11-154 of the global total 
emilliOlll, respectively. The measured trends and latitudinal diltn'butiorui are conlistent with the hypochesil 
thatltralospheric photodinoeiatioo il the major lImospherie link tor NzO, but they do DOllUppon the hypoch
esi. that the temporal NzO inc:reue it caused salely by increaJel in anthropogenic NzO emillionJ UlOCiated 
with fOilil fuel combUstion. Instead, !be eanse for the NzO bend awean to be a combinatioo d a growing 
tropiea11OW'Ce (probably retulting from tropiea11md diJlUrbance) IJId a ,rowing DOnhero mid-latitude 1OIlrc:e 

(probably ~lIl1ting from a c:ombinatioo of feniliz.cr use and foslil fuel combustion). The exac:t combination 
of these 1OIlrc:e1 which best fiu the data depends on the all1lllled tropospheric-stratospheric exchange ntea 

for NzO in the northern heroisphe~ relative to the IOUlbem hemisphere. Ac:c:epUng a theoretic:ally-c:alculated 
NzO lifetime d 166 ± 16 yean due to stratospheric: destJUc:tion only, we deduce from the ALE,(]AGE data a 
to-year average global NzO emission rate of (20.5 ± 2.4) )( 10'2, NzO )'1"'1, but with lignificant )'UI'~)'UI' 
variations ill emiJliOll' ulOCiated pemipl with year~)'UI' variatiOllI in uopiea1lmd disturbance. 

1. INTRODUcnON 

NiIJous oxide (N10) is a vr:ry long-lived atmospheric species 
with both anthropogenic (e.g., combustion) and biogenic (e.g-. 
JOil microbes) sources whose only important recognized 11-
mospheric sinks lire sIJatospheric photodissociation and photo
oxidation. Its concenIJation has been observed cwrently to be 
increasing over the globe as first reported by Weiss [1981] and 
since confirmed by other observations [Khalil tmd RasmlUse1l, 
1983; Prinn t!l 01., 1983; RasffUUSe1l tmd Khalil, 1986; W. 
Komhyr et al .. (unpublished manuscript, 1987)]. We",s [1981] 

concluded that the observed rat.e of increase is consistent with 
combustion of fossil fuels and to a lesser extent agricultural 
activity as the cause of the increase. 1bis trend in N10 is a 
historically recent one since analyses of polar ice cores indicate 
thll the N10 mixing ratio over the preinduslrial period sao Be 
to 1800 AD was relatively constant 11 around 285-289 ppbv" 
[Peamtan el 01., 1986; Khalil tmd RasffUUSe1l, 1988]. Using a 
simple mISs balance model with JI1 N10 lifetime of 170 years, 
this rate of increase in modem times can be intapm.ed as 
indicating an approximately 4K current excess of the ,lobal 
N10 annual source over its stratospheric annual sink and an 
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approximat.ely ~ growth in N10 emissions from preinduSlrial 
times. The increase is of concern both because N10 is the major 
slJatOspheric lOurce of NOx. which is important iD c:ata1ytic 
destroction of SIJl10Spheric OlOne [Cr&lturt, 1970; McElroy lind 
McConnell, 1971], and because N20 is One of the greenhouse 
gases that may conlribute to fumreclimatic change [WQ1t8 eI til .. 
1976; DickinsoPl and Cicerone, -1986]. -

Since 1978 we have cairied out high-frequency (four to 12 
measurements per day) real-time glS duomatographic measure
ments of N10 at aeveral globally distributed stations. first IS a 
part of the Atmospheric Ufetime Experiment (ALE) and, IIlbse
qaently (since late 1984). as a part of the Global Atmospheric 
Gases Experiment (GAGE) [PriM el til .. 1983, 1987; CIIIIIIOld 
t!l 01., 1986; Simmtmds t!l 01 .. 1988].1be SodlCe measurement 
stations Ire located at coastal sires" ~ from Industrialliad 
UJbIn IJ'eU and Ire designed io measure 8cx:urit.eiy the 'tropo-
spheric trends of IrICe gases whose lifetimes lire long cornparOd 
ID global tropospheric mixing' tUnes. The station lcxiiions .e 
Cape Grim, Tasmuda (41°S, 14SoE). Point Matatula, American 
Samoa {14°S, 171oE).Ragged Point, Baro.dos (i3°N, S90 W), 
Cape Meares, Oregon (4S0N, lloi°W). AdrigOle, beland (S2°N, 
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100 W), and Mace Head. Ireland (S3°N, lO°W). The Cape 
Meares station was opened in JanuaI)' 1980, the Mace Head 
station was opened in January 1987 and all other stations WC'l'e 
opened in July 1978. The Adrigo1e station closed in December 
1983 (the Mace Head station is a (belated) replacement). 

We present in this PapC'l' the temporal and spatial variations 
in NzO based on over 110,000 individual calibrated rea1-tim8 
ALEIGAGE air analyses curled out over a period of 10 yean 
Quly 1978 to June 1988). The ALFJOAGE data for this 
species are particularly useful because they Ire high-frequency 
measurements 11 fixed locations designed to be indicative of the 
four lower tropospheric semihemispheres of the globe. Using 
inverse methods, the observed persistent differences between 
NzO concentrations and trends in each semibemisphere over 
this long time period are interpreted in terms of varying 
emissions in each semihemisphere. thus providing fundamental 
information on the magnitude and nature of the JftSentiy poorly 
quantified surface sources of NzO. In particular, our malysis 
tests the hypotheses that fossil fuel combustion, which is highly 
concentrated in the 30"N-9O"N semibemisphere. is a major 
source of NzO [Pieroni and RasnuLSSen, 1976; Weiss tuJd Craig, 
1976] md that increases in fossil fuel combustion .e the 
major cause of the observed global temporal N20 increase [Hao 
el aI., 1987]. An application of the ALElGAGE NzO data, 
complementary to that presented here, involves analyzing the 
high-frequency variation of N20 relative to several anthropogenic 
halocarbons (CFCl3, CFzClz. CH3CCl3, CC4) also measured in 
ALEIGAGE to determine, for example. fundamental information 
on European sources using the Adrigole station data [Prather, 
1985, 1988]. 

2. ExPERlMENT 

Atmospheric NzO is analyzed 11 each station by tint drying 
the air sample with a Nafion dryer [Fowger and Simmonds, 1979] 
and then using a microprocessOr-controUed gas chrOmatograph 
equipped with an isothermal (SO"C) 1.8-m column packed with 
80-100 mesh Porasil D md an electron capture dtMctor for 
the maIysis [PriM eI til.. 1983}. In the iniiW phase of the 
experiment (ALE. 1978-1984) HP 5840 gas chromatographs 
takin& four calibrated air measurements per day were UJed, 
whereas in the foUow-on phase ~(GAGE, 1981 to present) the HP 
5840 instruments were tint run together wi~.nd,then replaced 
by HP 5880 instruments taking 12 air measurements "Per day. 
Agreement between ALE and GAQ~iristninla;ts for ~O' WU 
excellent considering the factJflIl~e:r~tcah1Jrati<)D tanks were 
used for each instrument In" particular, "the average magnitude of 
the difference between the monthly"me.n'NzOmeasurements on 
the two instruments was onl>< 0.7 :!: 0.4 ppbv for ttie j~motlth 
overlap Ii Oregon, 0.6 :I: 0.4ppbV

cfor_thI: 9 __ mcmth overlaP '11 
Barb.oos, 0.3 ± 0.2 ppbVfor the IO:rriOnth oVemp~8t~Slmoa,~ 
and 1.2 ± 0.9 ppbv for the 43-month overlap 11 Tasmmia (la 
standard devillioni). These diff~, are largely aurlbutabfe 
to the finite accuracy With whiclt individull Calibration tanks IU'e 
prepared in Al..EIOAGE. . ' .• ,~ , " " ",' ~ 

The ~mbination 0(. 'P9r'lSii D .column' pacidit"'"felative!y 
low column temperature' (So~tj, "ana Ipeclauy purified' 9S~ 
Ar/S~ CH.t carrier glS"enables Nz(j"tO'be'rCli8bly'~sCp~ 
from other major electxon.capturing IlmOspti~ ~,~)'ie 
separation 11 not optimal, since the NzO chromatographiC "peak 
ties on the tail of the air (malnly ~) peak'(see';.p(iM'" aI. 
(1983] for a sample chromattigraiit>':'" ThC precision, of our 
NzO malysis based on repeated ari8IysCi 'ofcilibraHOti go is 

about ±0.35% (la) for ALE and about ±O.13% (1a) for GAGE. 
Co-elution of Oz and COz with NzO, which is a problem 
with certain choices of column packings, column temperatures, 
and carrier gases (e.g .. Porasil A, 7SoC, md Nz u used by 
W. Komhyr et al. (unpublished manuscript, 1987» does not 
occur in our system. This was established by complring gu 
chromatographic malyses of NzO in a calibration tank with 
and without quantitative removal of COz using a trap filled 
with Carbosorb (NaOH on asbestos). The ratio of successive 
NzO analyses with and without COz was 1.000:!: 0.005 (10) for 
30 comparisons on a simulated GAGE system in the laboratory. 
Similar results were obtained using a Clrbosorb trap with the 
Cape Grim GAGE instrument This conclusion thIl COz does 
not interfere with our NzO analyses is conoborated by the lack 
of my evidence for the existence of the significant (=::: 3% 
amplitude) northern hemispheric mnual COz cycle (Keeti", tuJd 
Bacastow. 1977; Frasu eI aI., 1983; Ko".Jryr eI aI., 1985] in 
the ALE/GAGE northern hemispheric NzO dIlL Instead, u we 
will discuss later, the only stllistically significant mnual cycles 
in NzO are in the southern hemisphere where in contrast COz 
annual cycles have vay low' amplitudes [Keeling and Bocastow, 
1977; Fraser et aI., 1983; Komhyr et aI .. 1985]. 

Absolute calibration is achieved on site by complring in
terspersed analyses of air and on-site (Nafion-dried) cah1Jration 
gas. The on-sile calibration gas tank is used for about ~ 
months and is analyzed relative to working secondary standards 
11 the Oregon Graduate Center both before and after use 11 the 
site [RasnuLSsell aM Lovelock, 1983). This calibration procedure 
assumes a linear relation between instrument response R and 
mixing ratio I (i.e.. in the general expression R oc 1(1-£), the 
nonlinearity parameter £ = 1 - din R/ d In I = 0). For small 
values of £, 6ln R and 6ln X. as in ALEIGAGE, the error in I 
due to nonlinearity is therefore approximately -£XAln R. The 
linearities of the instruments at each of the five sites and of the 
instrument used to malyze the on-site calibration tanks relative 
to the secondary standards have been investigated using a suite 
of test tanks with mixing ratios ranging from 0.5 to 1.3 times 
present atmospheric concentrations. From these tests we find 
£ = 0.055 ± 0.081. The largest difference between, unknowns 
and standards in ALFJQAGE is 3~ (i.e .. 4ln R S 0.03). Thus 
the llllest error in I due to nonlinearity is £ )( 0.03 )( 100 
= 0.17 :!: 0.24% (or 0.5 ± 0.7 ppbv for I ~ 300 ppbv), and 
this error would apply to 1988 atmospheric malyses in northern 
mid-latitudes calibrated against our original secondary standards. 
The above E values could also reflect in"part the finite ecaracy 
with which the individual tanks for testing nonlinearity (:In 

be prepared. A recent reanalysis of the worting secondary 
standards maintained by the Oregon Graduate Center relative to 
m original ALE secondary stmdard (RCUllllUI~1I and Lovelock, 
1983] ho necessitated corrections to the UJigned values for 
these worldna seconclary standards. These corrections IU'e small 
for NzO . (the required changes to the on;;sile calibration tInks 
averaging only 0.18 :!: 0.54; 10) but not for some of the other 
GAGE species.--'· 

Calibrations of the secondary standa:rds .-ellpdated based on 
die best information currently available and the updated values 
IU'e expressed in tenns of the so-alled ALEIGAGE calibration 
factor e which is the dimensionless factor by which the nominal 
values assigned to the standards at the beginning of ALE are to 
be multiplied. For NZO our best cummt estimate for e is hued 
on four calibration studies. First, the A.I..E/GAGE secondary 
standards have been compared to new primary standIJ'ds prepared 
11 the Oregon Graduate Center indicating e - 0.91 [RCUllllUse,. 
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and Khalil. 19861. Second, the ALE/GAGE standards have 
been compared to the primary standards from the National 
Bureau of Standards (NBS-SRM numbers 1631B and 1727B) 
yielding e = 0.89 [Rasmusstn and Khalil, 1986]. Third, we 
have related our standards to the Wtiss [1981] N20 primary 
standard specifically by comparing our daily mean Samoa 
and Barbados data to shipboard measurements made by Weiss 
[1981] in the Pacific east of Samoa (24 measurements, August 
1979 to May 20, 1980) and in the Atlantic east of Barbados 
(seven measurements, Septembec-October 1978). Representative 
advcctive times between ship and ALE/GAGE stations of 2 
days (Samoa) and 1 day (Barbados) due to the predominantly 
easterly winds are taken into account but the low variability 
in the ALEIGAGE data does not make this an important 
consi<icration. This comparison yields e = 0.901 ± 0.007 
(lo). Finally, the ALElGAGE standard has been compared 
to the National Oceanographic and Atmospheric Administration 
primary standard for N20 (NOAA-OMCC Tank 3072) yielding 
e - 0.904 ± 0.006 (10) (J. Elkins, private communication, 
1989). For the results presented in this paper we have adopted 
the average e = 0.90 ± 0.01 (10) from these four detennlnations 
with the standard deviation being used as an indicator of a 
possible systematic error in e of ± 0.01. 

For determination of long-term trends in N20, the long-term 
stability of the ALFJGAGE scconduy standards is clearly vf:CY 
importanL These secondary standards are stored in internally 
e1ectropolished stainless steel tanks which have been drained of 
water to minimize any possible aqueous phase production or 
removal of N20. The relative stability of N20 jn different tanks 
is checked using a suite of specially maintained tanks which 
are periodically analyzed relative to the original secondary tank 
033 as described by Rasmussen and Lovelock. (1983) (see their 
Table 1 for N20). For the six oldest surviving members of this 
suite (tank numbers 022, 028, 032, 036, 004 and 017) measured 
(relative to tank 033) 9 years apart (1978 and 1987) the 1987 
N20 values differed by -1.05 ± 132 ppbv or -035 ± 0.44% 
(lo) from the 1978 values which is not statistically different 
from zero. This result does not of course test whether tank 033 
itself is drifting. If the drift In the six test tanks relative to 
tank 033 is indicative of the magnitude of the possible drift in 
033 itself this implies the possibility of a Hnear downwan:l drift 
in the secondary standards of -0.12 ± 0.15 ppbv yr-l (-0.039 
± 0.049% yr-I) or, alternatively, a quadratic downwan:l drift of 
-0.013 ± 0.016 ppbv yr-2 (-0.0043 ± 0.0054% yr-2), where 
all uncertainties Ire 10. Again these possible drifts are not 
statistically different from zero but we make the caveat that the 
long-term trends reported in Ibis paper may be biased because 
they depend on explicit assumptions concerning the stability of 
N20 in the above ALElQAGE tanks. 

3. ALElQAGE OBsERvATIONS 

Daily averlleN20 mixing ratios and their standard deviations 
delemtlned from the measurements at five ALElGAGE sites 
during the middle year (January-December 1983) of the 10 
years addressed in this paper are given in Flgure 1. These 
results are illustrative of the data for this species. In Ibis figure 
the times of cab'bration tank changes (and the caliiration tank 
numbers) Ire indicated along the top of each graph. Objective 
and reliable teicJmiques i:ie used to recognize periods (typically 
less than a few days in duration) of local air pollution [PriM 
et aI., 1983] .. Episodes of obvious lOcal nitrous oxide pollution 
occur from time to time It Adrigole/Mace Head but are mucb 

rarer at the other sites. For the analyses undertaken in this paper, 
each station is intended to be indicative of the air between the 
surface and • pressure of 500 mbar in the semihemispbere in 
wbich it lies, so periods of obvious local nitrous oxide pollution 
are removed. On the other hand, as noted earlier, the polluted 
periods can be used to deduce information on local sources 
[PrDt/aer. 1985. 1988). 

It is evident from Figure 1 that the daily N20 variability 
at the two 3OoN-9OoN sites (Ireland, Oregon) is generally 
greater than that It the other sites. This is evidence for large, 
spatially~aete regional sources (e.g., industrial, agricultural) 
at the latitudes of these stations not present to the same degree 
at the other stations. 

Figure 2 illustrates and Table 1 tabulates the monthly mean 
N20 mixing ratios and their monthly standard deviations for the 
entire 100year period. July 1978 to June 1988. Gradual upward 
trends lire evident at all sites with superimposed annual and 
longer period oscillations evident at some stations. The first 6 
months of data at each lite represent a start-up phase for the 
field instrument and are generally less reliable than subsequent 
data. The first 4 mon~ of data at Samoa, in which there exists 
a steady anomalously large Inaease from inception in July 1978, 
until a caliiration tank change and an alteration of the sample 
loop size were made on November 10, 1978. are particularly 
suspect The other species analyzed on the Porasil D column 
(CFCl3. C~Cl2) also sbowed anomalously large increases at 
Samoa in this same time period. This will be considered in our 
analysis. A lllrge portion of data at Adrigole, Ireland (Felruary 
1979 to Marcb 1980) unfortunately had to be discarded because 
of persistent instrumental problems evidenced by large variability 
in analyses of the caliiration gas. There are also spuriously low 
values at Adrigole in April-June 1980 that Ire suspect but we 
have no obvious instrumental reason to discard them. 

The long-term Variability in the monthly mean mixing ratio 
Xi at station ; is described conveniently by an empirical model 
containing linear, quadratic. and cyclic (annual, quasi-biennial) 
temporal dependencies 

Xl .. Qj + b;t + dit 2 + Ci cos(2rt) + Ii sin(2rt) 

+ Pi COl [(2r(t+S)/'t)] + qisin [(2r(t+S)/'t)] (1) 

In which I is time (in years) measured from the "midpoint" of 
the record (July 1. 1983) and 't .. 2.25 years is the assumed 
period of the quasi-biennial oscillation. Maximum likelihood 
estimates of "i, bit d;, Cit Ii. Pi, and qj and their uncertainties 
Ire computed using an optimal estimation technique (see section 
5) and the results are shown in Table 2.. A statistically 
significant quasi-biennial oscillation is evident at Barbados (0.45 
ppbv amplitude) and at Tasmania (0.28 ppbv 8IIlplitude) but 
otherwise both annual and quasi-biennial oscillations are wea1c 
or insignificant at all sites. Based on the first 16 months of 
ALElQAGE data at Oregon and the first 3 ~ of data at 
Tasmania, Khalil and RasmIUsen (1983) concluded that large 
seasonal cycles exist in N20 but this conclusion is DOt supported 
by the IUbsequent data reported here. The 10-yell' AVerlies of 
the mixing ratios (given by a; + 8.33d;) and the 1rendi (given 
by bi) at the Oregon, Barbados, Samoa, and Tasmania stations 
are 302.9 ppbv and 0.91 ± 0.03 ppbv yr-l (10), respectively, 
implying a ",Ioba!" trend in N20 of 030 % 0.01 ~ yr-l (10). 
Positive values for di at three of the five stations suggest that 
the N20 Increase is accelerating at a rate of about 0.03 ± 0.01 
ppbv yr-2 (10) or about 0.01 ± 0.003% yr-2 (10) over the 
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TABLE 1. Monthly Mean Mixing ratio X (PPbv), SWldard Deviations (J (ppbv), md Number of Measurernenu Each Month N at the ALPJGAGE 
lites over the period July 1978 to June 1988 

Ireland Oregon Barbados Samoa Tasmania 

Year Month X (J N X (J N X (J N X (J N X (J N 

1978 7 301.5 1.7 294 296.6 1.7 as 293.8 2.6 43 297.8 3.1 59 
1978 8 299.2 2.6 241 298.8 1.7 102 m.7 1.6 77 298.5 2.4 84 
1978 9 299.9 1.8 279 298.6 2.0 136 294.4 2.1 97 297.8 2.4 6S 
1978 10 301.4 2.0 275 298.9 1.3 84 294.8 2.7 70 298.2 1.7 49 
1978 11 300.8 1.7 211 299.4 1.0 86 'NT.6 2.0 59 299.3 1.1 78 
1978 12 301.0 1.6 93 298.3 1.2 106 300.1 1.5 48 297.2 l.4 92 

1979 1 301.8 1.9 12 299.2 1.1 96 300.1 1.4 23 ·299.2 1.2 5& 
1979 2 300.8 1.3 94 300.1 1.5 96 299.0 0.8 104 
1979 3 299.7 1.2 76 299.7 0.9 117 29&.8 0.7 112 
1979 .. 301.0 0.9 4 299.6 0.8 111 298.6 0.7 120 
1979 5 300.2 0.7 76 299.3 0.8 104 298.6 1.2 117 
1979 6 300.1 0.8 42 299.0 0.7 114 299.5 0.5 112 
1979 7 299.6 1.0 92 299.4 0.8 116 299.4 0.8 9& 
1979 8 299.3 0.9 103 299.5 0.9 112 299.1 o.s 118 
1979 9 299.8 0.7 110 299.2 1.& 113 299.3 0.6 115 
1979 10 300.2 0.& 107 299.5 1.1 115 299.0 0.6 114 
1979 11 300.0 0.9 75 - 300.3 1.1 122 299.1 0.7 113 
1979 12 300.0 0.9 112 299.7 1.5 116 299.1 0.6 85 

1980 1 300.2 0.& lOS 299.9 1.7 91 299.2 0.7 95 
1980 2 299.4 0.8 90 300.3 1.1 111 299.3 0.6 73 
1980 3 301.1 1.1 18 299.5 0.5 104 299.9 1.0 112 299.2 0.6 119 
1980 4 297.1 3.2 41 301.0 1.5 72 299.& 0.7 96 299.9 0.8 92 299.3 0.8 79 
1980 5 294.0 4.3 113 300.& 1.5 89 300.3 0.8 lOS 299.7 0.8 102 299.7 0.8 88 
1980 6 295.3 4.7 107 301.0 1.4 104 300.9 0.8 106 299.8 1.0 82 299.5 0.7 83 
1980 7 297.9 2.1 110 300.7 1.4 79 301.6 0.8 97 299.7 1.0 109 299.6 0.7 102 
1980 8 298.1 1.7 115 300.5 1.5 7& 300.9 1.3 56 299.3 1.1 91 299.7 0.6 100 
1980 9 298.6 2.2 102 300.9 1.6 89 302.5 2.2 88 299.7 1.0 78 300.6 0.8 74 
1980 10 300.6 1.4 99 300.6 1.7 99 302.9 1.2 63 299.5 0.6 13 300.1 0.7 49 
1980 11 301.0 1.8 116 300.3 1.4 110 301.5 0.7 93 300.2 1.0 56 300.5 0.6 112 
1980 12 299.9 2.4 117 300.4 1.3 lOS 300.6 1.0 80 300.0 0.9 94 301.0 0.6 88 

1981 1 298.6 2.6 119 300.8 1.3 129 300.7 0.8 92 300.3 0.4 32 300.6 0.7 53 
1981 2 298.6 2.6 109 300.6 1.5 104 300.6 0.8 81 299.3 o.s 39 
1981 3 298.5 1.9 9& 300.6 I.S 114 300.5 0.& 76 299.6 0.7 94 
19&1 4 300.9 2.3 114 300.9 1.3 114 301.0 1.0 83 299.7 0.8 67 
1981 5 300.6 1.3 74 301.2 1.7 110 300.3 1.0 77 300.4 1.4 82 299.1 0.9 101 
1981 6 300.2 1.9 61 300.8 1.1 110 300.2 0.7 84 300.3 1.1 104 29&.7 0.7 66 
1981 7 299.& 1.5 107 300.7 1.2 111 300.0 0.9 69 299.4 2.2 69 298.4 0.6 59 
1981 8 300.7 1.5 97 301.3 1.2 110 300.3 0.7 89 300.4 1.7 103 
1981 9 301.1 1.9 89 301.4 1.1 114 300.7 0.9 89 300.2 1.3 65 299.4 0.7 80 
1981 10 301.4 1.3 97 301.7 1.3 116 301.0 0.9 97 299.8 1.7 94 299.7 o.s 76 
1981 11 301.8 1.3 117 301.7 1.4 85 301.3 0.9 87 300.4 1.1 58 300.2 0.5 106 
1981 12 301.9 1.6 lOS 301.8 2.0 104 300.7 0.7 lOS 300.3 1.4 93 300.9 0.8 384 

1982 1 303.2 1.3 113 302.0 1.4 100 300.6 0.5 99 301.2 1.3 68 300.9 0.7 360 
1982 2 303.S 1.2 104 302.3 I.S 72 300.7 0.6 75 302.2 1.0 61 300.9 0.7 396 
1982 3 303.& 1.1 97 302.5 1.6 111 301.0 0.9 9S 3CXU 1.1 68 301.0 0.7 368 
1982 4 304.3 1.1 113 302.3 I.S J03 302.8 0.9 84 301.1 0.9 414 
1982 5 303.7 1.7 40 302.5 1.7 60 303.7 0.8 9S 301.6 0.6 417 
1982 6 304.7 1.4 106 302.5 1.4 113 304.3 0.9 86 303.6 1.6 7 301.9 0.6 430 
1982 7 304.1 1.7 117 302.4 1.2 112 303.9 1.4 51 302.0 1.7 90 302.0 o.s 447 
1982 8 303.7 1.7 113 302.5 1.3 113 302.3 0.9 77 302.3 1.4 104 302.2 o.s 379 
1982 9 303.3 1.8 109 302.8 1.2 100 302.9 0.8 97 302.1 0.7 107 302.3 1.1 421 
1982 10 302.7 1.8 116 303.1 1.3 94 303.0 0.8 70 302.1 0.6 116 302.2 1.2 466 
1982 11 303.1 1.2 100 302.8 1.1 89 303.2 0.8 104 302.2 0.8 110 302.2 1.2 411 
1982 12 303.4 1.2 121 302.6 1.0 6S 303.3 0.8 lOS 302.3 0.7 122 302.1 1.1 473 

1983 '1 303.3 1.2 102 302.3 1.4 118 '302.9 0.5 101 302.3 0.8 121 302.3 1.2 470 
1983 2 304.1 I.S 98 302.2 1.4 100 303.1 0.6 100 302.0 0.8 17 302.2 1.1 334 
1983 3 304.0 1.3 121 302.0 1.3 91 303.5 0.6 103 301.7 0.7 9S 302.3 0.9 473 
1983 4 304.2 1.3 lOS 302.1 1.4 98 303.0 0.6 98 301.6 0.9 100 302.3 0.8 461 
1983 S 304.2 1.3 115 302.3 1.2 97 3Q2.2 0.7 91 lOtoS 0.7 106 302.4 1.0 462 
1983 6 303.9 1.8 112 303.3 - 1.2 109 301.1 0.7 97 301.6 0.8 101 302.3 1.0 460 
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TABLE I. (cootinued) 

Ireland OIegon Barbados Samoa Tasmania 

Year MonIh X (J N X (J N X (J N X (J N X (J N 

1983 7 302.9 1.8 74 303.4 1.1 104 301.7 0.8 as 301.6 0.9 121 302.3 0.9 439 
1983 8 303.2 I.S 93 303.2 1.1 99 302.6 0.8 102 302.8 0.6 118 302.4 1.2 475 
1983 9 303.3 1.5 114 302.0 1.3 444 302.4 0.6 82 302.9 0.7 114 302.2 1.4 439 
1983 10 302.4 1.4 109 302.2 1.2 391 302.6 0.6 81 302.6 0.6 120 302.4 1.3 484 
1983 11 303.2 1.2 112 302.S 1.3 351 302.6 005 94 302.9 0.7 116 302.S 1.4 389 
1983 12 302.9 1.0 122 302.7 0.9 327 302.S 0.6 103 303.2 0.7 119 302.6 1.4 478 

1984 1 302.6 0.5 24 302.S 0.6 102 303.4 0.7 123 302.S 105 404 
1984 2 303.0 0.9 369 302.7 005 90 302.9 0.8 113 302.5 1.8 372 
1984 3 302.7 0.8 44S 302.8 005 74 302.4 0.7 116 302.2 105 440 
1984 4 303.1 0.8 424 302.S 0.7 82 302.S 0.6 110 302.4 1.2 441 
1984 S 303.6 0.9 354 302.9 0.6 96 302.2 0.8 119 303.8 0.9 461 
1984 6 303.6 1.0 418 303.4 005 91 302.3 0.7 114 303.7 0.9 383 
1984 7 30305 1.0 328 303.3 0.6 80 302.3 0.7 11S 303.8 0.9 382 
1984 8 303.8 0.7 279 303.8 0.8 93 302.3 0.7 119 304.0 0.9 439 
1984 9 303.7 o.S 329 304.6 0.7 109 302.6 0.7 119 304.1 1.0 442 
1984 10 303.9 o.S lSI 3OS.3 0.7 102 302.4 0.6 86 304.1 1.0 473 
1984 11 304.2 o.S 245 3OS.8 0.7 106 302.S 0.9 104 304.0 0.8 445 
1984 12 304.1 0.5 350 30505 0.7 107 303.3 0.8 119 304.1 0.8 478 

1985 1 304.3 0.5 300 3OS.3 0.7 107 303.4 1.0 119 304.S 0.6 383 
1985 2 304.3 0.6 280 3OSo5 0.6 97 304.2 0.9 104 304.6 0.6 315 
1985 3 304.4 0.6 304 3OSo5 0.8 114 304.0 0.9 109 304.4 0.6 491 
1985 4 305.3 0.7 289 3OS.8 0.7 98 303.9 1.0 120 304.S 0.7 475 
1985 5 305.2 0.8 246 306.3 0.6 109 304.0 1.1 113 304.6 0.7 481 
1985 6 30405 0.7 296 30605 0.7 72 303.8 0.8 107 304.5 0.7 442 
1985 7 305.6 1.0 225 305.8 0.5 19 304.3 0.9 221 304.9 0.6 353 
1985 8 305.5 0.7 191 305.2 0.7 297 304.2 0.8 382 304.7 0.7 230 
1985 9 305.5 0.7 241 305.5 0.6 269 304.3 0.8 277 304.5 0.5 299 
1985 10 305.8 0.7 266 306.1 0.6 194 305.5 0.9 231 304.6 005 361 
1985 11 305.8 0.7 226 305.5 0.5 422 304.9 0.7 512 304.6 0.6 lS2 
1985 12 306.1 0.6 189 305.5 0.6 431 305.2 0.7 54S 304.7 0.6 355 

1986 1 305.9 0.6 214 306.0 0.8 <tOO 305.2 0.9 4S1 304.8 0.7 359 
1986 2 306.6 0.7 292 306.5 0.9 360 305.4 0.8 o4Ol 304.6 0.6 316 
1986 3 307.0 0.8 232 306.6 1.1 401 305.6 l.2 340 304.5 0.7 364 
1986 4 307.1 0.8 2M 307.1 1.4 242 305.7 1.4 427 305.2 2.1 309 
1986 S 306.2 0.8 210 305.9 0.7 230 3OS.5 1.3 26S 305.4 2.4 299 
1986 6 306.5 0.7 116 306.8 '0.3 286 306.7 0.9 76 305.8 1.8 321 
1986 7 306.9 0.7 300 306.9 0.7 303 306.1 0.7 69 306.1 1.7 344 
1986 8 307.3 0.8 307 307.0 0.8 317 306.0 0.6 237 305.9 2.9 295 
1986 9 307.4 1.0 18S 307.1 0.7 303 306.4 0.8 24S 306.2 1.9 323 
1986 10 307.8 I.S 341 306.8 1.0 324 306.6 0.7 337 305.3 1.8 134 
1986 11 307.1 1.3 269 306.8 0.7 326 306.4 0.8 28S 305.9 2.4 180 
1986 12 306.8 1.4 277 307.0 1.0 222 " 306.2 0.8 341 306.0 1.7 333 

1987 1 305.8 0.6 lOS 307.3 1.1 191 307.3 1.0 320 306.2 0.8 220 306.0 1.7 336 
1987 2 305.S 0.6 17S 306.8 0.9 21S 307.2 0.8 302 " 306.1 1.1 210 305.8 2.0 309 
1987 3 305.2 0.7 280 30705 1.0 %7S 307.0 0.5 290 306.3 0.8 244 306.0 1.4 340 
1987 4 305.6 0.7 159 307.9 t.s 217 307.1 0.7 313 305.9 1.2 %71 306.0 105 2S7 
1987 S 30505 0.4 309 308.0 2.0 268 307.1 0.7 264 306.3 1.1 307 306.0 1.3 334 
1987 6 305.3 0.3 351 307.3 1.7 304 306.8 0.1 53 306.9 0.9 %71 306.3 1.3 346 
1987 7 305.2 0.4 343 307.1 1.7 316 306.4 0.6 294 306.9 0.9 3S8 
1987 8 305.2 0.4 326 307.4 1.6 336 306.6 0.7 333 ,,306 .• 1.4 369 305.9 1.1 199 
1987 9 305.8 0.4 351 307.4 I.S 267 30705 0.6 320 306.9 0.9 331 305.1 1.2 345 
1987 10 305.9 o.S %78 308.1 1.4 302 307.8 0.1 336 30605',).0 89 306.0 1.1 303 
1987 11 306.0 0.4 2S7 308.1 l.2 2BS 307.6 005 232 307.0 0.7 316 305.6 1.4 324 

" 

1987 12 306.2 0.4 170 308.0 1.3 145 30705 0.6 368 307.3 1.3 338 305.8 1.6 345 

1988 1 306.0 o.S %71 308.2 1.2 261 30705 0.6 3SO 307.4 1.2 355 306.1 1.4 277 
1988 2 305.8 o.S 297 308.4 1.2 262 307.4 0.7 321 306.3 105 316 305.4 2.0 338 
1988 3 305.4 0.4 308 30805 105 321 307.0 0.7 338 307.8 0.9 323 305.S 1.9 293 
1988 '" 305.9 0.7 318 308.7 1.9 339 307.1 0.6 311 308.2 1.0 312 305.5 105 60 
1988 S 306.2 Q.6 328 309.2 1.4 Il7 307.0 0.4 356 307.3 1.0 201 306.6 1.6 69 
1988 6 306.3 o.S 335 309.2 1.6 315 307.2 0.6 342 307.7 1.1 341 306.3 1.6 304 

For <>reaon (beSimina Seplember 1983). Bazbadot (begiming August 1985), s.mo. (besinnina July 1985) •• TasinUda (beginning July 1981) 
the ALE (lIP S840) mel GAGE (lIP 5880) monlhly da1I are tombined by weighting equllly ALE and GAGE monthly means 10 dctennine X md 
ALE md GAGE individual measurcmenU 10 dctennine 0. The calibration faaor e = 0.90 is included ~' -
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Fig. 2. Monthly mean N20 mixinc ratios (ppbv) and their atmdard clevillionl for the fint 10·yeaii rl AJ...EK;AGE It the five ALElGAGE lites. Data 
for the Adriaale.lrelmd (197&-13) IDd MaceHead, Ireland (1987-88) lilel Ire shown on the same anph. ALB (lIP 5840) and GAGE (lIP 5880) data 
canbined where they overlap al delcribed in Table I. 
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TABLE 2- Optimally Detennined Cocfficic:nll (± 10 Uncertaintics) in Our Empirical Model for the 1978-1988 Monthly Mean N10 Data in Table I 

ai bi d; Ci Si Pi qi 

Site ppbv ppbv yr-l ppbv yr-l ppbv ppbv ppbv ppbv 

Adrigole/Mace Head, Ire1md· 303.0:1:0.7 0.76±0.17 -0.02±0.06 -O.32±0.26 0.00±0.27 
Cape Meares, Oregon t 302.8±0.2 0.94±0.07 OJfT±0.03 0.08±0.08 0.01±0.08 -0.10:1:0.15 -O.06±0.15 
Ireland plu. Oregon- 303 .0:1:0.3 0.88±0.08 0.04±0.03 -0.10:1:0.12 0.08±0.12 -O.2O±Q.26 0.15±0.26 

Raued Point, Barbados- 303.1±0.3 0.94±0.06 0.01±0.02 -O.07±0.10 0.O4±O.10 0.02±0.21 0.45:0.21 

Point Matatula, s.mo.t 302.2±0.2 0.91:0.04 0.06:0.02 -O.16±0.16 -0.07:0.16 -0.02:0.16 0.09:0.16 

Cape Grim, Tumania· 302.4:0.2 0.9O:I:O.OS -0.00%0.02 0.00%0.08 0.10:1:0.08 -0.08:0.15 -O.28±0.15 

The calibrllion factor e = 0.90 is included h~ The mean coocel\uatim i. given by ai + 8.33d; md the mean umd by hi' 
• July 1978 10 June 1988. 
t Man:h 1980 10 June 198B. 
t Jamwy 197910 June 1988. 

1978-1988 time period. The stability of the seoondaIy standaJds 
discussed in section 2 implies possible positive biases in these 
global trends (bi) and trend increase (di) of 0.04 ± 0.05% yr-l 
(10) and 0.004 ± 0.005% yr-2 (10), respectively. Larger biases 
cannot be ruled out as discussed earlier. 

The above mean linear trends bi can be compared to those 
measured by (1) Weirl (1981] in real-time at oceanic localities 
(45°N to 65°S), Barrow (Alaska), Mauna Loa (Hawaii), and 
South Pole (0.17 ± 0.04% yr-l (20) or 0.52 ± 0.12 ppbv 
)'il (20) over the 1976-1980 time period); (2) Khalil and 
RQS11IIUIUI [1983] using the early data from two of the five 
ALE stations (Cape Grim from July 1978 to June 1981; Cape 
Meares from January 1980 to June 1981) (0.30 ± 0.1% yr-l 
(90% confidence) or 0.8 ± 0.3 ppbv yr-l (90% confidence»; (3) 
RQS11IIUltn and Khalil [1986] using January flask collections in 
the Pacific Northwest and South Po1e (0.34 ± 0.05% yr-l (90% 
confidence) or 1.04 ±0.14 ppbv yr-l (90% confidence) over 
the 1975-1985 time period); (4) W. Komhyr et al. (unpublisbed 
manuscript, 1987) from periodic flask sampling in Colondo 
and at four globally distributed NOAA}GMCC stations (0.23 ± 
0.07% yr-l (20) or 0.68 ± 0.20 ppbv yr-l (20) over the 1977-
1984 time period). Taking into account the stated uncertainties 
and possib1e biases in the ALEIGAGE trends and the tentative 
evidence from the ALEJGAGE data for an accelerating rate of 
increase for N:zO, the ALE/GAGE trends do not contradict the 
smaller trends reported by Weiss [1981] and W. Kortlbyr et al. 
(unpublished manuscript, 1987). Because the same secondary 
standards are used. the surprisingly poor agreement at the 10 
level between ALEIGAGE and RQ.fl'l'Ul.fltn and Khalil {1986] 
may resuh simply from the fact that the RQ.fl'l'Ul.fltn and Khalil 
[1986] flask collections were infrequent and made at only two 
stations. 

4. A PRIORI EMIssIONS Esm.IATEs 

Wbile a wide vlriety of sources for armospheric N:zO have 
been identified, the relative importance of these sources on a 
global scale and their lemporal and spatial vlriations are in 
general neither well quantified nor well understood. Because 
of these inadequacies. it is not presently possible to provide 
sumcient constraints on N:zO emissions to enable lCCurate 
determinations of the N"O atmospheric lifetime from the 
~AGE data. We can however answer the following 
questions: are present ideas on emissions consistent with the 

measurements at the ALEJGAGE sites and with present ideas on 
atmospheric links for N207 

For the lattc:r purpose we have formulated an a priori model 
for emissions based on a number of recent papers which 
address the following individual N20 sources: fossil fuel 
combustion. biomass burning and land clearing, fertilized soil. 
natural temperate soil, natural tropical soil, and oceans. The 
first and thUd of these sources are anthropogenic:. the second is 
predominantly anthropogenic, and the last three are natural. For 
convenience the annual inputs 1, into each semihemlsphere (see 
Figure 3) in the year Y are expressed in terms of the annual 
global emissions Ej associated with the above six surface source 
types using 

j-6 

Ii = L aijEj (i", 1,3, S, 7) 
j- 1 

wbere aij is the fraction of Ej emitted into semihemlspbere i. 

(2) 

Global N:zO annual emissions from fossil fuel combustion 
(designated here as El) have Jong been suggested as one 
of the major contributors to total N10 emission [Pierotti and 
RQS11IIUltn, 1976; Weirl and Craig, 1976]. Also, because El 
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Fig. 3. Sdlematic of the Dine-box lW<Hiimensimai model of the atm0-
sphere UIed in the data invenion technique. Values rime eddy diffusion 
bma (t,) IDd inverse edvectioa times (Vij, IV) fnlm CIIIIIIOId., III. (1983) 
but Wiifi Certain adjustments u deIm"bed in the ten. IqJuu Ii wumed to 
occur direc:dy into boxcs I, 3, S, and 7. 
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is generally increasing with time. this combustion is a possible 
major cause for the observed upward trend in atmospheric 
N20 [Hac III aI .• 1987]. We have specifically chosen values 
for El in each year Y (see Table 3) consisting of a smooth fit 
(using exponential and linear functions of Y) to the estimates 
by Hac III aI. [1987]. The fractions of El assigned. to 
each semihemisphere (see Table 4) are assumed proportional 
to 0.83 x (coal consumption) plus 0.17 x (oil consumption) 
in each semihemisphere. Coal and oil consumption data 
for relevant countries were taken from Clevllland [1987] and 
weights applied to coal and oil for N20 production were liken 
from the experimental study by Hac f!t aI. [1987] which 
demonstrated the dominant role of nitrogen in coal as a sautee 

of N20 during combustion. Note from Table 4 that the fossil 
fuel combustion source for N20 is strongly concentrated in the 
30o N_90o N semihemisphere (and indeed PraJher [1988] deduces 
an N20 industrial source of about 1.3 x 1012 g N20 yr-l from 
Europe alone); this will be important in our subsequent analysis. 
The emissions from fossil fuel combustion estimated by Hac el 
aI. [1987] have been questioned recently by Muzio and Kramlich 
[1988J. who report formation of N20 (apparently from NO, SO:l. 
and H20) in sampling containers of the type used by Hoo el aI. 
[1987] to collect combustion effluents. Therefore we explore in 
this paper the extent to which decreases in El provide a better 
explanation for the ALE/GAGE data. 

Global N20 annual emissions from biomass burning are 

TABLE 3. A Priori Estimates d Annual Global N~O Emi.sions in Vcious Categorie. 

Emissio" Sowce 
Emission SUmgth. 101~ g N~O yr-l Reference 

FClUiIfwl combuslio" (EI) 
2.5-4.8 (1978) Weiu [1981J 
1.0 (1910). 2.3 (1955). 5.0 (1982) Hao el aI. [1987] 
1.0 X exp([Y -1910]120) (bef<R 1910) RUN AUI (1,2) 

1.0 + l.3x(y -1910)/45 (1910-1955) RUN Aut (1,2) 

2.3 + 2.7x(y -1955)127 (1955-1988) RUN AUI (1,2) 

1/4 X But RUN BUI 
0.5 X EI (R~ Alii) RUN AlII 
1/8 X But RUN BlII 
0.25 X EI (RUN AlII) RUN AJII 
0.1 X El (R~ Alii) RUN AlII 

0.02-3.5 
0.6-1.9 
0.0 
1.5 X (y -1946)136 
3/40 X But 
1!3 X EJ (RUN AlII) 

(before 1946) 
(after 1946) 

Slmrr d Ill. [1984] 
KeUer ellll. [1986J 
RUN AIM. AljI. AJII (1.4) 

RUN AlII. AljI. AJII (1.4) 

RUN BJII. BljI 
RUN AlII 

NalllTallropiclll 60il (Es) 
4.7 
4.9-14 
4.3(6) 

5.2 

6.0 
1~ X Es (RUN AlII) 
3nO X Ewt 

(1) y = year (A.D.). 
(2) Piecewise fit to HQI) e,al. [1987]. 

Slmrr d Ill. [1984] 
Keller e' aI. [1986] 
UVilagllora " Ill. [1988J 
lriauOft IJIId VilOIGd: [1989J. 
VilolUek [1989)(1) 
RUN AlII. AljI. AJM 
RUN-AlII 
RUNBJM.BljI 

Emiuioft SOlITa 
Emillioo StrengIh. 1012 g N20 yr-l Refererx:e 

Tropicalliuld dUlwrballCe (El) 
0.8-7.5 (burning) C11IIUII ellIl. [1985] 
0.2-0.9 (burning) CnduIt ellIl. [1989J 
1.3-2.0 (1Oil) l.MWIo ellIl. [1989J 
2.S X UP(-I) (before 1946) RUN AlII (3) 

2.S X up( [Y -1982] fJ6) (after 1946) R~ AlII (1» 

1/8 X Ewt RUN Bill 
2 X El (RUN AlII) RUN Alii 
1/4 X E..c RUN BlII 
2.S X E2 (RUN Ani) RUN AJM 
1.2 X Bl (RUN An,) RUN AIM 

Natural WrlperaU 60il (E4J 
S 0.8(5) 
2.4 
1.1-4.7 
1.0 
1/20 X Ell!( 

11 
6-16 
< atmoqileric lou rate( 7) 

4.0 
l/SxE..c 

Ocea,. (E,) 

Kelkr ellIl. [1983J 
Slmrr ellIl. [1984) 
Schmidl " Ill. [1988] 
RUN AIM. Alii. AJII. AlII 
RUN BI". BljI 

EJkiM eI aI. [1978] 
Colle" IJIId GDrtItM [1979J 
Wtiu [1981J 
RUN AI'" Alii. AJ". AlII 
RUN BI". BlII 

(3) Allumed to be COIIItaIIt, natural rile bef<R 1946 and to incIase exponentially after 1946 with _ iDvene Helding lime pill by the lUll! 

of 0.68 X ("mverse Holding time for combined populations d Niaeria, Zaire. Tan~la. IftdKenya). 0.22 X ("mvene e-lolding time for combined 
population. d Indonesia. Vietnam. andJDailand). and 0.10 X ("mvene Holding time for c:cmbined populationa of Bnzil.,d Mexico). The Holding 
times ~ computed for the period 1950-1986 u.ing population data from ClevclaNi [1987J. and the weigbu &fYm to the three qiOlll are equated to 
the 1976 fraction. of the tcIal tropical population practicing shifting c:Uh.ivation aaributable to Africa. Southeut Alia, Il!d Ceatral and South America 
[LogaulaI .. 1981J. - - 'c ~--, -

(4) Aismnecltoinc:teJaelineady betWeen 19S08rid 1986 by the Arne facscr .. wadd chemical fertiliJlel' aae iDcreued betweeD 1950 ad 1986 
(B_ ellll .• 1987]. ,'1 ;" . -- , .. , ": .. 

- (5) Obtained by multiplying maximUm lllllaal mean lIux at Hubbard BrooIc NIl (Keller e,lIl .. 1986] by the &1obal1lQ 01 tanpente farest lad 
lrusland, boreal forest, and woodland (33 X 1()6 bnl [Leith, 1975]). _ _ _ _ . _ _ _ _ . _ .-

(6) Obtained by multiplying mean flux ~ iD cenain Amazonian farest ecosystems [LivilagJlOfl "Ill .. 1988] by the atoballlQ ol tropical 
raiD and ningreen (<Rill (2.4.5 X 1()6 bnl [Leilh. 1975]). - . . . 

(1) Atmosph.eric lois ~."" (13-16) X IoU, NlO.yr-lfor IlJrTent atm~c lifetime dJSO-182)"C8f1: . 
(8) Obtained by -'ding lrialSOft awJ VIIo.ud'6 [1990] estimate of 3.8 X 101 g N20 yr-l from eYClJreeD tropical forests IDCI P. VdOUIek·. (private 

cammunlc:ation, 1989) estimate of 1.4 X IOU g Nio )or-I from ningr=a tropical forests. . . . 
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TABLE 4. Fractions Qij of AmInal Global Nl0 Emissions Ej Released in Semihemisphere i in All Model Runs 

t:1) 
I Ef' f2) 

3 
I!:.4) 

4 
E-.S) I!:.6) , 

(Fossil Fuel) (lAnd Disturbance) (FertUilJed Soil) (Temperate Soil) (Tropi~ Soil) (Ocean) 

II 3OoN-90oN 0.860 0 0.52 0.92 0 0.18 
I, O"-30oN 0.089 0.57 0.37 0 0.55 0.25 
15 3005-00 0.024 0.43 0.10 0 0.45 0.27 
h 9O"S-30oS 0.027 0 om 0.08 0 0.30 

(1) AllUlDed proportional to 0.83 x (coal consumption) plus 0.17 x (oil c:omumption) in each semihemisphere. Coal and oil consumption data for 
relevant countries takcn from CleYt1a1td [1987] for the yean 1984-1985 ad weighu applied to coal and oil for NlO production taken from HtUI Cl aI. 
[1987]. 

(2) Assumed proportional to populations of principal countries practicinglhifting cultivation in each tropica1lemihemisphere (_ Table 3, fOCllnOtc 3). 
(3) Assumed ProPortional to population in each semihemisphere. 
(4) Auumed proportional to unglaciatedland area in each temperate semihemisphere. 
(5) Assumed proportional to land area in each tropical semihemisphere. 
(6) Assumed proportional to oceanic area in each semihemisphere. 

dominated by the burning associated with the so-called "shifting" 
agriculture practiced in certain tropical and subtropical regions 
[Seiler and Crlllun, 1980] and arc much more poorly quantified 
than those from fossil fuel burning. Estimates by CrlUUlI et 
aI. [1985], which supersede the earlier larger estimates given by 
Seiler and Crlllull [198°1, suggest global annual NzO emission 
of 2.S x 100z g NzO yf with a large (factor of 3) uncertainty. 
Recent measurements of NzO emissions in laboratory-scale 
biomass fires have lead CnllZell et aI. [1989] to lower further 
their estimates of these latter emissions to (0.~.9) x 101Z g 
NzO yr-l; at the same time recent measurements [LWzao " Q/ .. 
1989; P. Vitousek, private communication, 1988; MalSOII et aI., 
1987; ANkrsoll et aI., 1988) indicate that NzO emissions from 
the disturbed soil produced as a result of tropical land clearing 
mJlor biomass burning mar provide a global NzO source of 
(1.3-2) x 100z g NzO yr-. We will adopt a value for the 
lum Ez of the biomass burning and disturbed soil sources of 
20S x 101Z , NzO yr-l for Y = 1982 in our a priori model. 
For the temporal variation of Ez we take the fractional trend 
in the combined populations of (1) Nigeria, Zaire, Tanzania. 
and Kenya, (2) Indonesia, Vietnam, and Thailand, and (3) 
Brazil and Mexico as indicative, respectively, of the Irends 
in (agriculturally related) land clearing and biomass burning 
In (1) equatorial Africa, (2) equatorial Southeast Asia, and 
(3) equatorial Central and South America. Specifically Ez 
is ISsumed to vary exponentially with year Y (see Table 3) 
with an inverse e-folding time given by abe sum of 0.68 x 
(inverse e-folding time for popu~t.ionsQ{ me relevant African 
nations), 0.22 x (inverse e-folding time for populations of 
relevant Southeast Asian nations), and 0.10 x (inverse e-folding 
time for populations of relevant Central and South American 
nations). The e-folding times arc computed for the period 
1950-1986 lIIing POPl1lation data from Cleveland (1987). and 
the weights given to the three regions IJ'e equated to abe 
1976 fractions of the total tropical population practicing shifting 
(biomass burning) cultivationatlrlbutable to Africa, Southeast 
Asia and Cenlral/South America as estimated by Logan et aI. 
(1981). In the absence of detailed infonnation, abe fraction 
of E2 assigned to each of abe two Iropical semibemispheres is 
simply assumed to be proportional to the populations of die 
above nine principle countries practicing shifting agriculture in 
each semihemisphere (Table 4). Very similar fractions would 
result from assuming proportionality to the land area in each 
tropical semihemisphere. Prior to 1946, Ez is assumed to be 
constant representing "natural" biomass buming. 

Nitrous oxide emission (E3) due to microbial activity in 
fertilized agricultural soils is a third identifiable anthropogenic 
source. Recent measurements indicate that this emission is not 
as large a contributor to the global total IS once proposed. 
but fertilization of certain tropical soils could make this source 
more important in the future (see [~UU et aI .. 1988». Based 
on experimental studies of fertilized soils, Sluv "aI. [19B4} 
deduce E3 c (1.74 ± 1.72) x 1012 g NzO yr-l while Kelkr et 
aI. (1986) estimate E3 c (1.26 ± 0.63) x 101Z g NzO yr-l. 
We will adopt the average of these two values E3 • loS x 
101Z g NzO yr-l for Y _ 1982. For the temporal variation of 
fertilized soil emissions (Table 3) we will assume reasonably 
that E3 increases linearly between 1950 and 1986 by the same 
factor as world chemical fertilizer lIIe increased between 1950 
and 1986 [Browll et aI., 1987] and that E3 was negligible prior 
10 1946. The fractions of E3 assigned to each semibemisphere 
(Table 4) IJ'e taken to be proportional to the total population in 
each semihemisphere. 

Measurements of emission (Et) due to microbial activity in 
natural temperate soils vary widely depending on location and 
time. If we multiply the maximum annual mean flux measured 
at Hubbard Brook [Kelkr "aI .. 1986] by the combined global . 
areu of temperate forest and grassland, boreal forest, and 
woodland (33 x 10' Ianz (Leith, 1975] we obtain Et :S 0.8 x 
101z g NzO r-I . In conlrlSt, Slemr et aI.(1984] estimate E. 
- 2.4 x 101 g NzO r-1 and Sclrmidl et pl. [1988] deduce 
E. - (1.1-4.7) x lot g NzO yr-l buecJ on extrapolating 
mcas\D'ements in German and Spanish soiII to global aca1es. 
We will (somewhat arbilrarily) adopt a value for E. - 1 x 
101Z g NzO yr-l (Table 3), but it is apparent thl1 fUrth« field 
studies arc needed to provide more reliable esdmaleafor E. .. No 
significant global-average long-tam temporal trends IJ'e expected 
in this natural source. .The total emission E. ia IppOrtioited 
between the two temperate semihemispheres ~Ie 4) IICCClI'ding 
to the unglaciated land area in eac:h(Le .. most of E. is Idded to 
the30oN-90°N region). 

FoDowing the prescient work: by Antold (19s.t],Pmeasilrernents 
made in the last few years by a number of lridependent croups 
have established emissions (E5) due to microbial .:tivity in 
natural tropical and sutittopiCaI soils u an important and perhaps 
the largest single contn'butor to the &1obal total N20' lOurce. 
Keller et aI. [1986] [see ,also Ke~r "-aI .. 1983) estimate E5 
.. (9.6 ± 4.7) x 101Z g NzO yr-I based on'measuielnents 
in Iropical forests in Brazil, Ecuador,. and Puerto Rico. A 
somewhl1 lower value of E5 = 4.3 x 1012 g NzO )or-I is 
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deduced if the mean flux measured by Livingston et aI. (1988) 
in certain Amazonian forest ecosystems is multiplied by the 
global area of tropical rain and raingreen forests (24.5 x 106 

km2 [Leith, 1975]). Slemr et aI. [1984] deduce E5 = 4.7 
x 1012 g N20 yr-l based on measurements for subtropical 
(Spanish) soils (Spain ICtually lies in our 30oN-90°N temperate 
semihemisphere). An arithmetic average of the Kelkr el aI. 
[1986], Livingston eI aI. [19881, and Slemr el aI. [1984] 
estimates yields E5 ~ 6 x 101~ I N20 yr-l, which is the 
value we will use (as such it is the laIgest sinlle contributor to 
emissions in our nominal model). This is consistent with the 
value obtained by adding Matson and VlIOlUeks [1990] estimate 
of 3.8 x 1012 I N20 yr-l from evergreen tropical forests and 
P. Vitousek's (private communication. 1989) estimate of 1.4 x 
1012 I N20 yr-I from raingreen tropical forests. We apportion 
E5 between the two tropical semihemispheres according to the 
land area in each (Table 4) and (in the absence of any evidence 
otherwise) we assume E5 does not vary with year Y. 

The third recognized natural source is microbial activity in 
surface ocean water. . The magnitude of the total emission 
(~) clue to this source is controversial. From central Pacific 
measmements Elkins el aI. [1978] deduce a total marine emission 
of 11 x 1012 g N20 yr-I between 200 N and 200 S. From North 
Atlantic and Pacific Ocean measurements Cohen and Gordon 
[19791 estimate a total marine N20 production of (11 ± 5) 
x 10 2 g N20 yr-l and argue that most of this production 
is emitted to the atmosphere. However, Weiss [1981] reported 
that his extensive measurements of the global distribution of 
N20 in ocean surface waleD show that the mean oceanic 
source is small compared to the stratospheric destruction rate 
(which is (13-16) x 1012 g N20 yr-I for current atmospheric 
lifetimes of 150-182 yem). Based on these conflicting results, 
we do not feel confident in estimating ~ from the current 
oceanic measurements. Instead we note that the observed rate 
of increase of atmospheric N20 of 0.2-0311, yr-l combined 
with a theoretical atmospheric lifetime of 150-182 yean (see 
Dext section) implies that the total global N20 lOurce Eu. -
EJ EJ ~ 20 x 1012 I N20 )'il. Subtracting the sum of 
the 1982 values for El through Es from this global total yields 
~ ~ 4 x 1012 g N20 yr-l, which is the value adopted here 
(Table 3). ~ is assumed time invariant and is apportioned to 
the fom semihemispheres of the globe according to the oceanic 
area in each (Table 4). 

The 1982 values for emissions in our • priori model differ 
aomewhat from those of KeUer eI aI. [1986]; see also McElf'O] 
II1IIl WofSJ [1986] and Seiler and Conrad [1987]. However, 
taking into IICCODJlt the stated uncertainties, the only real 
disagreement with KeUer eI d. [1986] ties in Jhe biomass 
combustion plus land clearing cOntrl"butlon ~, ",,!We we have 
.oopted a IOmewhat larger value and 1Il~ only real disagreement 
with Seiler and Conrad [1987] is in the fossil fuel combustion 
rerm E .. where we have 8dopted nominally the larger HQO el 

aI. [1987] estimate. Note thatbe:Cause • .El !s.largely confined 
to 30°N-90°N and E2 is Jaigely confined to 30oN-30oS their 
relative magnitudes effect the predicted latitudinal N20 gradient 
and the comparison in the next section of predicted andobserVCd 
gradients will provide a direct test of the accuracy of El 8IldE2 
in our • priori mOdel. . ' . 

5. INvERsE PROBlEMS . 

To interpret the N20 me'aR.rementi in· temis: of surface 
emissions, atmospheric clrculation,and atmospheric destruction· 

we utilize an optimal-estimation. inversion technique [ClUIIIOld 
el aI .. 1983, 1986). The technique includes the use of a two
dimensional model of the global atmosphere COnsisting of eight 
tropospheric boxes (or grid points) and one upper atmospheric 
box (see Figure 3). The four lower tropospheric boxes (or grid 
points) are intended to provide predictions for comparing with 
the ALEtUAGE stations in the four semihemispheres. Mean 
inverse advective times (Va) and eddy diffusive times (ta) in 
the model vary seasonally and are specified from meteorological 
observations and an optimal fit to global ALfJOAOE data for 
CFCl3, CF2~ and CH3CCl3 [ClUIIIOld et aI .. 1986; PriNI el 
aI.. 1987]. The only recognized atmospheric link for N20 is 
photochemical destruction in the stratosphere with • lifetime 't a: 

150 to 182 yem according to computations in suitable global 
two-dimensional (20) and three-dimensional (30) chemical
dynamical models [JoMslOn eI aI., 19'79; Ko and Su, 1982; 
Levy el aI., 1982; Golombd. and Prinn, 1986]. To simulate 
this destructionir! oUl_lD model, the N20 destruction times 
'ti (i a: 1 to 8) for the eight tropospheric boxes are set equal 
to zero and the N20 upper-atmospheric destruction time 't/ll is 
adjusted to give the desired global atmospheric lifetime in the 
box model (the value for 't., is sensitive to the specified upper 
troposphere-upper atmosphere mixing time ,. (= 4 years in the 
model». 

The 12-month running means for the lower tropospheric 
mixing ratios % .. %3, Is, and %7 predicted in this 2D model 
are compared with ALFJGAGE observations rather than the 
instantaneous predicted mixing ratios. This is because this 
2D model is not capable of accurately simulating oscillations 
associated with the measurement technique (e.g., periodic renewal 
of on-site calibration tanks) or natural meteorological oscillations 
on interannual, seasonal, and shorter time lCaIes which do exist 
(see Figures 1-2). To account in a statistical w-.y for these 
unsimulaled oscDJations, the model output is aulmented by two 
empirical statistical models that are designed to describe the 
spectrum of the differences (residuals) between the observations 
and the 12-month running mean model predictions (ClUIIIOld et 
aI., 1986]. Lower frequencies in this spectrum were fit with 
a first-order, autoregressive model, common· to all lites with 
• ~latioit of 0.5 after 1 month; hi&her :frequencies were 
modeled by assuming that the spectra at eacb aite were the same 
.. those found in the residuals . associ~ with the differences 
between the obsenations and the empirical model fit to the 
oblervations deJ(;;n"bed earlier (section 3). 
~ 'optimal estimation scheme produces • beat pess of the 

unknowns 'i (contained in vector 1) and their errotI Oi based on 
minimizing the squares of the deviations between the 10larithms 
orc the observed (vector s) and model-c:alcQlated(Yector Xc) 
monthly mean mixing ratios 11 each Al...ElGAGE· site.· The 
vector 1 is updated with each new month o~ data using 

41 = Cpt [pcP' + N] -I (s - Xc) (3) 

where P (transpose F) is a matrix of the plrtial derivadves 
of the elements of Xc (the model predictions) with respect to 
the ekments of 1 (the unknoWns), N· is ci diqcinal matrix 
whose· nOnzero elements .re the squaiei of-Ibe Itmdard errors 
in the elements of s (the Al...ElGAGE obieivldOnS), and C is a . 
matrix whose diagonal elements ..e the varianCe' (i.e.. cif> of the 
elements of 1 (the unknOwns) based on an objeCtive combination 
of a priori estimates of the uncertainties in the uiiknowns· and 
the uncertainties in the measurements. The matrices P and C .re 
updated during the inversion process as described by. ClIIIIIOld 
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et aI. [1983]. Estimates of unknowns Yi and errors <1, can be 
obtained with each AI..fJGAGE station data alone or all station 
data sets simultaneously. 

We have interpreted the ALEIGAGE measurements in four dis
tinct but not independent ways. First, using these measurements 
and Our a priori emissions estimates (Tables 3, 4) we calculate 
the N20 atmospheric lifetime 'to We also repeat this calculation 
after making adjustments to the a priori emissions and to the 
model transport rates in III attempt to fit better the observed 
N20 latitudinal gradient These calculations are labeled RUN 
ANJI where N and M are integers which identify the assumptions 
ma concerning emissions and transport, respectively, in each 
run which arc discussed below. 

Second, we specify the lifetime 't '" 166 ± 16 years based 
on the aforementioned theoretical 2D IIld 3D model studies for 
its photochemical destruction and then, using the measurements, 
we calculate instead the total annual global emission &c:a(l') for 
ach ALPJQAGE year. In the latter case, the fractions Ii of 
&at(l') assumed emitted into each semihemisphere are equated 
to their fractions in our a priori emissions estimates (Tables 3, 
4) for 1982, that is, 

Ii = 1,(1982) I Etot(1982) (i= 1,3,5,7) (4) 

(we label these calculations as RUN BNJI if Ii values tiom RUN 
ANJI are used). 

Third IIld fourth. we specify both the lifetime 't s 166 
years and the global total emissions Etot(l') '"' 20 x 1012 g 
NzO yr-l and detc::rrnine either the fractions Ii of emissions into 
ach semihemisphere or the relative rates Ii of tropospheric
stratospheric exchange in each semibemisphere which provide 
the optimal fit to the observed ALE/GAGE N20 latitudinal 
andient. We label these runs as either RUN CII or RUN DN, 
where (as above) M IIld N are integers identifying the assumed 
raJa of transport f.M) or emissions (N) in the model. 

S.l. Gwba! Lifetimes 
The lifetime deduced in RUN Au by matching optimally 

Ibe ALFJQAGE and box model fractional trends at all four 
stadonsis ISS ± 7 (1<1) years. The total atmospheric content 
calculated using the box model IIld ALElGAGE data for the 
lower troposphere is 2330 x lOll g N20 on July I, 1983; 
Ibis result is sensitive to the Choice of I" '" 4 lears in the 
model with the content increasing to 2340 x 101 g N20 for 
'" - 3 years. The lifetime deduced from an optimal match of 
the ALFJGAGE and RUN Au global contents is 179 years, in 
good agreement with the value derived from the ALFJGAGE 
trends; the content-deri.ved 't value is particularly sensitive to the 
absolute calibration factor e. 

The agreement between the 't value compalcd in RUN Au 
and the theoretical stralOsphere~n1y destruction time (166 ± 
16 years) results simply from the fact that Eu. in RUN All 
was chosen to ensure this approximate agreement. TIle primary 
purpose of RUN An is not to estimate 't (which is poorly 
detc::rrnincd due to Ibe great a priori uncertainty in &at) but to 
test the relative impcntance of the individual emissions E; to 
&c:a. Such a test is poSsible because each E, has a different 
latitudinal IIld temporal .~. and therefore affects the 
latitudinal gradients and trends. at each individual ALFJGAGE 
station in different ways. 

In this respect, _ the RUN AU emissions produce model 
predicted latitudinll gradients in N20 that are significantly largC!' 

Iban those observed (see Table 5). In this table the "score" 
denotes the number of predictions in a particular run which lie 
within 1<1 of the ALEIGAGE observations for the five quantities 
indicated. The sum "sigma" of the squares of the differences 
between the predictions and observations for Ibe five quantities 
are also given IS III alternative scoring method. One possible 
reason for the poor pcrformlllCC for RUN Au involves the 
model troposphere to stratosphere transport raJa. Since the 
upper tropospheric N20 mixing ratio varies only slightly with 
latitude and we assume a single stratospheric box with a single 
mWng rate r;.1 between this box and the four upper tropospheric 
boxes, the net tropospheric to stratospheric N20 flux vlries 
only slightly with latitude, which is unrealistic [MaJrlnum et aI .. 
1986; Golombe! and Prinn, 1986]. To explore the sensitivity 
of our results to the above assumption, we therefore repeated 
RUN Au after multiplying the constant r;.1 value in RUN Au by 
either 1.1, 1.1, 0.9, and 0.9 or 0.75. 1.25, 1.5. and O.s or 0.5. 
1.5, 1.5, and 0.5 in the 900N_300N, 300~, 00_300S. and 
300 s-9<r S semihemispheres, respectively. This has the effect of 
changing the nearly equal scmihemispheric atmospheric removal 
rates in RUN Au to removal rates vuying by semihemisphere 
in proportion to the above multipliers for c"l (we made the rates 

symmetric or asymmetric about the equator to explore the effects 
of different meteorology in the two hemispheres). These Ihree 
new runs were designated RUNs Al2, A13. and AI ... respectively, 
and the results are given in Table 5. As expected, the larger 
the c"l multiplier, the ImallC!' the predicted mixing ratio in a 
particular scmihemisphere relative to the global mean. Note 
however Ibat the latitudinal gradients predicted in these latter 
three new runs are still larger Iban observed. 

Another possible reason for the overprediction in RUN Au is 
Ibat the model transport rates in this run arc derived by fitting 
the ALEIGAGE CFCl3. CF2Cl2. and ~~ data. HowevC!', 
the latitudinal gradient for N20 is much Jess than that for 
CFCI3, CFzClz. and CH3CCl3 and its IOUJ'CCS are much more 
globally dispersed. Numerical experiments with our model have 
demonstrated that. as a consequence of these gradient and 1Oun::e 
differences, species like N20 are more sensitive than the above 
halocarbons to the assumed vertical eddy diffusion times (121. 
43, '&s. '17) between the upper and 10wC!' tropospheric boxes in 
the model (see rtgUfe 3). In particular, lowering the vertical 
eddy diffusion time deaeases the N20 latitudinal gradient by 
increasing meridional tracer advection in the upper troposphere 
in the model. Tropospheric vertical eddy diffusion coefficients 
~ically ISsumed in atmospheric models are (1- 3) x lOS cm2 

,- with the larger values applying to the tropics. For Ibe 
6-bn distance between Ibe 750- and 3SO-mbar surfaces, these 
eddy diffusion coefficients conespond 10 'ii values of 1~2 
days. For the above hllocarbons the assumption '21 - 1.0 -
'6S .. 117 .. 38 days as used for N20 in RUN An gave good 
agreement with observations [ClUfIIOld et aI., 1986; PriM et til .. 
1987]. but the sensitivity to Ibcse Ii! vllues is sufficiently small 
that satisfactory (but not optimal) agreement is also obtained if 
we take ti! values of 14 days. To ddmnine the maximum effect 
of our assumptions concerning vertical and horizontal diffusion 
times in the tropics, we therefore repeated RUN An wilb 1.0 -
'6S = 14 days, '21 = 117 = 42 days,1iid also 135 and f.t6 equal 
to , times Ibeir values in RUN Au. The IeSlilts of this run 
(designated Als, i.e .. M=5) are also given in Tible 5, where we 
see that the latitudinal gradient is stiIl averpredicted. Note that 
for M = 5 transport. the model still provides a good fit to the 
above ALEIGAGE CFCl3 data. 
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TABLES. Differencea Between the 10-year Mea Mixing Rwoc (in ppbv) in the Four Semibemispberes IIId the Global Avenge oC These ~r 
Means, Ind the Difference Between the Nonhem Ind SouIhem Hemispheric Averages of these Melli. 

9()ON - 300N 300 N _0° oo - 300S 300 S - 9()OS NH-SH Score Sigmat 

Observed" 0.40 0.35 ~.25 ~.50 0.75 

ranae (0.18, 0.62) (0.18, 0.52) -(0.36, 0.14) -(O:J7, 0.63) (0.59,0.91) 

Au 0.72 0.52 ~.41 ~.83 1.24 0 0.51 
Al2 0.61 0.46 ~:J4 ~.73 1.07 3 0.22 
All 0.73 0.49 ~.44 ~.78 1.22 1 0.46 
Al~ 0.78 0.49 ~.47 ~.80 1.27 1 0.57 
AIS 0.80 0.42 ~.4S ~.77 1.22 I 0.50 
AI, 0.39 0.37 ~.19 ~.57 0.76 S 0.009 

A2l 0.38 0.51 ~.22 ~.67 0.89 4 0.075 
All 0.22 0.49 ~.12 ~.59 0.71 4 0.079 
~l 0.34 0.53 ~.21 ~.66 0.87 3 0.078 

An 0.28 0.44 ~.14 ~.58 0.72 S 0.042 
All 0.11 0.42 ~'04 ~.49 0.53 2 0.18 
Au 0.23 0.46 ~.13 ~.56 0.69 4 0.063 

All 0.40 0.47 ~.26 ~.61 0.87 S 0.041 
AlA 0.4S 0.47 ~.28 ~.64 0.92 4 0.066 
AlS 0.46 0.40 ~.26 ~.60 0.86 S 0.028 

• Observed values and (1a) range are oInined from the ALEtUAGE data. Compwed values in each RUN ANII are from the four lower lrOpOspberic 
boxes in the model. 

t Uniu for .i&mll~ (ppbv)1. 

The better performance of RUN All relative to RUNs Au, 
AI', AI .. , and AIS, above is due to the greater troposphere
stratosphere exchange rIleS in the northern hemispha-e relative 
to the southern hemispha-e in RUN All. Indeed Holum [1990] 
has recently presented evidence that the downward stratospha-e 
to troposphere mass flux in the northern hemisphere may be 
u large as twice that in the IOUtha-n hemispha-e. To apply 
the Hollon [1990) estimates of total vertical mass fluxes at the 
lOO-mbar level to the 200-mbar level in our box model we 
multiply them by 2 and use simple area weighting. This ~lies 
amull mean net vertical mass fluxes (in units of 101 kg s- ) of 
-51.8, +30.6, +54.0, and -26.8 between the upper tropospheric 
boxes 2., 4, 6, and 8 and the stratospha-e in our model (Figure 
3). We therefore augment the diffusive tropospha-e-stratospha"e 
exchanges in RUNs AI .. with advective NIO fluxes derived 
from the latter net verticil mass fluxes. For this purpose it is 
necessary also to divide the stratospbere into 4 boxes of equal 
mass. This run which is designed to simulate the Hollon [1990] 
circulation is denoted AI6 and it provides a va-y good fit to the 
latilDdinll grIdient (Table S). 

If we do not ICcepl the RUN AI6 transports. RUNs Au, All, 
Al3, AI .. , and AIS suuest that our a priori N20 emissions are 
emmeously high in the nonhem hemispha"e (i.e .. that El which 
is the major cause of the hemispheric emission differences is 
overestimated). To investigate this possibility, we performed Jix 
furtha- runs designated A:w, Aw and Aw (}tI .. 1 or 2) in 
which the EJ (fossil fuel combustion) values are rapectively 
0.5. 0.15. and 0.1 times those in RUN AIM, the E2 Olnd clearing 
and biomass bmning) values are 20. 2.5, and 1.2 times those in 
RUN Aut, the E3 (fertiliz« use) vllues are I, I, and I times 
those in RUN AlJI and the Es (naturallropica1 soil) values are 
I, 1, andl.2S times those in RUN Aut. Because E" E2, and E3 
have similar (anthropogenic) trends RUNs Aw, AW, and Aw 
bave almost the same global total emission magnilDde and bend 

as in Aut but have more of their emissions in the bopics than 
AlJI (Table 4). Run A:w was also cmied out for three other 
transport types (M .. 3, 4, S) to further elucidate the influence of 
the assumed transport scheme on the model predictions for the 
N = 2 scenario. 

The IUUlts of Ibese nine new runs are given in Table S. 
Note that with the exception of RUN A31 these runs "score" 
much bigher and have a mucb Iowa- "sigma" -Rlative ro the 
AI..&OAGE obsa-vations Iban any of the Aut runs except A16. 
In otha- words. if we do not eccept the transport in run AJ6 •• 
satisflCtOJy fit to the AI..&OAGE data requires at least a fllCtor 
of 2 decrease in our RUN AlJI emissions (El) due to fossil 
fuel combustion and a fletor of 1.2-2.5 increase in oar RUN 
Aut emissions (E2) essociated wilb tropical lind di.sturbance. 
Deaeues in the fossil fuel combustion emissions by much 
pula' than a flCtOr of 2 are allowed if the emissions due to 
fertilizel' use (E3) are inaeased IppI'Opriately (e.g .. as In RUNs 
Aw in Table S). The AW and Aw emission scenarios provide 
a somewhat better fit to the ALFJGAGE data than the Aw 
emission scenariO: A decrease in the emissions estimates of H(II) 
eI aI. [1987] by at least a fletor of 2 is commalSUl'ate with 
the criticisms raised by MMZW and Kramlich [1988] discussed 
earlia-. The feuibility of a large tropiclliand dislUrbance JOUfce 

is enhanced by the measurements of LMizoo eI aI. (1989) and 
otha-s discussedearlia-. We note parenthetic.ny Ihat present 
emissions III'C SV4 and 47~ greater Iban preindustrial emissions 
for RUNs Aw and Aw, respectively, conversant with the need 
to explain pRinduslrial N20 levels. The Jarae fertilizer lISe 

soun:e needed in RUN A.w is speculative. 
The lifetime results for RUNs All, A31 and Atl are shown 

in Table 6, when. we give the N20 lifetimes deduced using 
the trends in ellCb station data alone mcl all station data sets 
simultaneously. The lifetime deduced by marclrlng opdmally the 
ALFJGAGE mcl model fractional IrmdJ It all four stations is 
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TABLE 6. LifetimCi 't for N10 Optimally Estimated in RUN. Au. A21. A31 and Au From Temporal 
Trends in ALEIGAGE Data It Each Sile and All SileS Combined 

Value of t. yean 

Weight in All-Silel 
Method RUN An RUN A21 RUNA31 RUN~l Trend Estimate 

Trend (OregOll/Ire1and) 196 167 159 145 0.11+ 

Trend (Barbados) 179 152 145 133 0.15 

Trend (Samoa) 182 159 149 137 0.45 

Trend (Tasmania) 185 161 152 139 0.29 

Trend (all sileS) t 185 ± 7 159 ± 5 149 ± 5 137 ± 4 

Global conleut* 179 172 167 164 

+The additioo to the Oregm record 01 the more variable time series II Adrigole/Macehead produce. an 
i~ in the trend (and lifetime) uncertainty in the 30"-90oN lCIIlihemisphe~. with the ~uh thll reduced 
weight il gival to this ~cord in the all-sile estimare. 

t UncertaintiCi ~ la and do not include uncertainties in emissions. Weights a~ Ipproxirnale. 
t Lifetimes optimally estimated from the globalalmospheric content derived Crom ALFJGAGE data. The 

fint 6 months 01 Sunoan ALEtUAGE data (July-December 1978) ~ DOl used. 

159 ± 5 years (RUN AZ1). 149 ± S years (RUN A31) and 137 
± 4 years (RUN Au). The lifetime deduced from an optimal 
match of the ALE/GAGE and box model global contents is 172 
yean in .RUN AZh 167 years in RUN A31 and 164 years in RUN 
Au, in reasonable agreement with the value derived from the 
trends; the content-dcrived Of value is particularly sensitive to the 
absolute calibration faaor e-
5.2. Global Emissioru 

Table 7 summarizes the NzO annual emISSIOns Eu. (f) 
deduced for the nine successive calendar years beginniug in 
1979 in RUN BZ1' Note tha1 very similar results are obtained in 
aU of the BNJrI runs. While the uncertainties in the individual 
Et.:a(f) values in Table 7 are large (due to the Vlriability in 
the ALEIGAGE data), there is some evidence that total annual 
emissions vary significantly around the 100year average of 20.5 
x 1012 g NzO yr-l. Inspection of the ALFJOAGE data (Figure 
2) indicates coherent oscillations in the trends in NzO mixing 
ratios It Barbados, Samoa, and (to a lesser extent) Tasmania 

TABLE 7. Nitrous Oxide Annual Emillim. E..cm Deduced in RUN B21 
for Nine Successive Calendar Yean 

1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 

Averqe 

18.9 ± 1.7 
19.2:1: 1.7 
21.3 ± 1.9 
22.5 ± 2.0 
15.9 ± 2.0 
24.9 ± 2.3 
23.1 ± 2.1 
21.5 ± 1.6 
17.1 ± 1.6 

20.5 ± 1.0 

"Assumed lifetime 'C it 166 years. The uncertainties ~ la and ~ 
baed On the smoothed standard deviations of the annual trends belweaI 
themeuun:rnent lites durin, each year. An uncertainty 01 ±16)an in 
the lifetime c:onupondI to. pocentialbiu ill Ihese esti!Mlel of =F1.4 x 
1012 , N20 yrl. 

which, in the inversion process, are responsible Cor the predicted 
anomalously large 1982 and momalously small 1983 emissions 
(a similar coherence with similar predictions for emissions 
occan in 1984-1985). Curiously. in the 1982 time period 
the equatorial oceanic: source for COz [Peamlall et 01 .. 1983] 
appears to have weakened associated putatively with decreased 
oceanic upwelling at the onset of the exceptionally strong El 
Niiio-Southem Oscillation (ENSO) event of 1982-1983 [Komhyr 
et aI., 1985]. If we associate the oceanic: NzO emissions with 
nutrient-rich upwelling water. we would also expect a weakening 
of the NzO tropical oceanic source (~. Tables 3. 4) with the 
onset of El Nino, contrary to the above conclusion from the 
ALFJOAGE data. This forces us to look at variations in E2 
(tropical land clearing and biomass burning) and Es (natural 
tropical soil emmations) as explanations for the interannual 
variations in NzO emissions. For example. vlJ'iability in 
tropical biomass burning due to wildfires (perhaps instigated 
by tropical climate changes associated with ENSO) leading to 
NIO-prodoc:1n1 IOU disturbances would be a possible cause 
worth investigating. 

5_3. SemlJtemisplteric Emissions 
The differences between the lO-year mean mixing ratios Xi 

= a; + 8.334, measured at the four ALEIGAGE .. latitudes" 
(see Tables 2 and 5) Ire determined in part by the latitudinal 
distributions of emissions. Because the constant and quadratic 
terms in equation (1) are not orthogonal. the uncertainties in 
these 100year means are obtained by fitting the data instead to 
the zeroth, first, and second order Legendre polynomials (/'0. 
PI, P2). in which case the uncertainty in the coefficient for 
Po is the required uncertainty. These unc:ertainties imply that 
the station to station differences are fairly well defined by the 
100year data set (see 10 uncertainties given in Table S) and due 
to the" calibration prOcedures they are only marginally sensitive 
to a long-term drift in the calibration gases (major contributors 
to the error bm Ire. however, the offsets which occur sometimes 
IS a result of calibration tank changes; see Figure 1>-

To optimally determine the" latitudinAl distriliution of emissions 
from the ALElGAGE measurements, we have perfonned six 
runs of our inverse modeling procedure. They are designated 
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RUN CI through RUN C6 and use the same transpon parameters 
as RUNs ANI through AN6. respectively. The results are given 
in Table 8. The uncertainties in these optimally estimated 
percentage emissions in each semihemisphere are interdependent 
and are conveniently expressed in terms of the uncertainty 
with which the difference between the emissions in adjacent 
semihemispheres can be defined. Specifically for RUNs CI to 
C6 in Table 8 the percentage differences in emissions between 
the 900 N-30"N and 300 N-O°, 300 N-O° and 00_300S, and 
0° _300 S and 30° S_90° S semi hemispheres have (la) absolute 
uncertainties of ± 9%, ± 3%, and ± 8%. respectively, (these 
uncertainties include consideration of the residuals between the 
model predictions and ALElGAGE observations as well as the 
standard errors in the observations themselves). 

Note that the optimally estimated hemispheric percentage 
emissions in RUNs C1 through Cs which are determined to ±3% 
do not agree with the prescribed AiM emission scenario. while 
the estimated emissions in RUN C6 do agree, which is the same 
conclusion reached in section 5.1. Another obvious difference 
between the optimally estimated and all the prescribed emission 
scenarios is the shift in emissions from the 0° _30° S to the 
30° 5-90° S semihemisphere implied by the optimal estimations 
but this shift lies within the absolute uncertainty of ±8% in the 
difference in emissions between these semihemispheres noted 
above. 

TABLE 8. Pen:eruage NzO Emissions in Each Semihemisphere Ii in 
Designated Model RIDl 

9OoN-300N 3OON..oo OO-3OOS 3OOS-90°S 

AUf 33.6 33.6 25.7 7.1 
Aw 22.8 39.7 30.7 6.8 
A3M 17.5 42.7 33.2 6.6 
A4.v 20.8 41.8 30.8 6.6 
Cl 28 32 25 15 
Cz 29 34 24 13 
C, 26 34 28 12 
C. 24 34 29 13 
Cs 22 39 28 11 
C, 34 34 20 12 

Emissions are prescribed in ANII runs and optimally estimated in CII 
runs. T<lCal1982 emissions arc 20 x 1011, NzO)'1"1 in all runs. lifetime 
for NzO in CII nm. UlUJIled 10 be 166 years. 

The difference between the average of the obServed 100year
mean mixing ratios at our nonhern hemisphere ALElGAGE 
stations (Irelan~gon, Barbados) and our southern hemisphere 
stations (Samoa, Tasmania) is 0.75 ± 0.16 ppbv. This is 
somewhat smaller than the 1 ppbv interhemispheric difference 
reported by Butler et 01. [1989] based on Pacific and Indian 
Ocean cruise measurements. The ralios of the nonhern 
hemispheric to southern hemispheric emissions, in our emission 
scenarios A2M and Aut, are both 1.67 (compared to 2.05 in RUN 
AIM). These latter ratios appear consistent with Ihe values of 1.5 
to 1.9 deduced using a simple two-box global model by CiceroM 
[1989] for an interhemispheric difference of 0.75 ppbv and no 
interhemispheric differences in stratospheric NzO destruction. 

5.4. SemihemUpheric Troposphere-StralOsphere Exch4nge 
To address further the issue raised earlier in section 5.1 con

cerning assumptions about tropospheric-stratospheric exchange in 

the model. we have carried out four further runs of our inverse 
modeling procedure. In these runs we optimally estimate the fac
tors 8i by which we must mUltiply the troposphere-stratosphere 
exchange rate r,.1 in each semi hemisphere in order to optimally 
fit the ALE/GAGE data. These runs are designated DJ, /Jz, DJ, 
and D. and use the same emissions scenarios as in RUNs AIM. 
A7M. A3A1, and Aut, respectively. The results for Ihe 8i values 
are given in Table 9. The differences in Ihe 8i values between 
the 900 N-300N and 300 N-O°, 300N-O° and 00_300 S. and 0°_ 
ODS and 3O°5-90°S semihemispheres have (la) uncertainties of 
±0.9, ±O.2, and ±0.8, respectively. 

In RUNs DI. Dz. DJ, and D. the tropospheric-stratospheric 
mixing rates are 1.9±0.2, 1.2±0.2, 1.0±0.2, and 1.2±0.2 
times greater, respectively. in the northern hemisphere than Ihe 
southern hemisphere. The required mixing rate asymmetry in 
Dl is consistent with Holton. [1990] but the fossil-fuel-driven 
emission scenario AiM in DI is not consistent with the work 
of Muzio and Kramlich [1988]. Conversely, while emission 
scenarios A2M rm Dz), Aw (in l>3). and A.w (in D.) are 
consistent with the conclusions of Muzio and Kramlich [1988] 
the transpon lCenarios in runs Dz. D3, and D. are not 
consistent with the Holton [1990] estimates for tropospheric-

TABLE 9. Optimally EIlim.t.ed Multipliers Ii in DN RUIU for the Mixing 
Rate r,,1 Between the Upper Tropospheric and StnaOlpberic Box for1he 

Indicated Scmihemispberes and Prescnbcd EmiSlioo Scenarios 

9OeN-300N 3OON..oo oe_3OOS 3OOS-90°S 

Dl 1.28 1.32 0.75 0.65 
Dl 0.73 1.46 1.23 0.58 
D, 0.49 1.51 1.43 0.57 
D. 0.65 1.50 1.24 0.61 

AsslDlled NlO lifetime iJ 166 yean in alllUDl. TIle I1Dn of Ihe four Ii 
values iJ constrained to be 4. 

stratospheric exchange. Therefore, while we can conclude that 
both tropical and northern hemispheric mid-latitude nitrous oxide 
sources are significant, we cannot define precisely their relative 
importance at the present time. To resolve this issue, we 
need to determine stratospheric-tropospheric exchange rates with 
considerable ac<:UnCY. 

6. CONCllJDING REMARKS 

The AI..&OAGE data for NzO comprise over 110,000 
individual calibrated real-time air analyses carried out over 
a 100year (July 1978 to June 1988) time period. These 
measurements indicate Ihat the average NzO coDcentration . in 
the northern hemisphere is persistently 0.75 ±0.16 ppbv bigher 
than in the southern hemisphere and that the global average 
linear trend in NzO lies in Ihe range 0.25-0.31% yr-l. The 
latter trend result is contingent on certain. assumptions about 
the lOng-term stabmtyof tbC ~lrationgases used in Ihe 
experimenL . _ Interpretation of 0 the data, Using inverse theory 
and a nine-box (grid) modelof.the global atmosphere. indicates 
that the NzO surface emissions intO the 9O"N-30eN, 3(f~o, 
0° _30° S, and 30° 5-90° S semihemispheres account' for about 
22-34,32-39,20-29. and 11-15~ of the global total emissions. 
respectively. This important new result depends primarily on 
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the AL&UAG£ determination of the N20 latitudinal gradient 
rather than the N20 temporal !rend The measured trends 
and latitudinal distributions are consistent with the hypothesis 
that stralospherlc photodissociation is the major atmospheric 
sink for N20. However, they do not support the hypothesis 
that the temporal N20 increase is caused solely by increuea 
in anthropogenic N20 emissions associated with fossil fuel 
combustion, contrary to some previous ideas. Instead, as first 
noted by PriM d Dl. (19881, the cause for the N20 !rend appears 
to be a eombination of a growing tropical source (probably 
resulting from tropical1and distwbance) and a growing northern 
mid-latitude source (probably resulting from a combination of 
fertilizer use and fossil fuel combustion). The exact combination 
of these sources which best fits the data depends on the assumed 
troposphmc-stratospheric exchange rates for N20 in the northern 
hemisphel'e relative to the southern hemisphere. Accepting a 
theoretically calculated N20 lifetime of 166 ± 16 ycars due to 
stratospheric destruction only, we deduce from the ALElGAGE 
data a 100year average global N20 emission rate of (2O.S ± 2.4) 
)( 1012 g N20 yr-l but with significant year-to-year variations 
in emissions asSociated perhaps with year-to-ycar vlriations in 
tropical land emissions. . 
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