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OR WORD

H rtificial intelligence, robotics, and automation represent key
technologies for space endeavors of the future, i-SAIRAS 94

-- like the two symposia that preceded it -- has the objective

of creating an international forum that will facilitate an effective ex-

change of information and cooperation among the many engineers,

researchers, and managers who are developing and applying these tech-

nologies to space programs.

The first two i-SAIRAS symposia successfully provided a mechanism

for people involved in space automation and robotics (A&R) to form a

sense of community: to get to know one another and develop common

bonds. The result has been a large increase in communication among

these professionals, i-SAI1Ra_S 94 continues to widen and strengthen this

worldwide community of space A&R professionals by providing a forum

for talks on successful applications, ongoing applications, and research

and development in space A&R.. This symposium also includes presen-

tations that place specific projects in the context of national programs,

along with talks about the recent history of space A&R, current pro-

grams, current technical activities, and the future plans of national space

agencies.

On behalf of this year's other chairpersons -- Ichiro Nakatani and

Francois Allard -- and the program committee, I would like to welcome

the participants in this year's symposium and express my gratitude to the

many participants and speakers who have contributed so much in making

this event a success.

Melvin Montemerlo, Chairperson



ABSTRACT

he Third International Symposium on Artificial Intelligence,

Robotics, and Automation for Space (i-SAIRAS 94) is be-

ing held October 18-20, 1994, in Pasadena, California,

USA. This symposium is jointly sponsored by the National Aero-

nautics and Space Administration (NASA), the European Space

Agency, and the National Space Development Agency of Japan, and

is hosted by the Jet Propulsion Laboratory (JPL) of the California

Institute of Technology. JPL is NASA's lead center for automated

planetary exploration.

i-SAIRAS 94 features more than 100 presentations covering a wide

variety of technical and programmatic topics, ranging from underly-

ing basic technology to specific applications of artificial intelligence

and robotics to space missions, i-SAIRAS 94 also features a special

workshop on planning and scheduling that parallels other symposium

technical sessions.

i-SAIRAS 94 provides scientists, engineers, and managers with a

unique opportunity to exchange theoretical ideas, practical results,

and program plans in such diverse areas as space mission control,

space vehicle processing, scientific data analysis, autonomous space-

craft, space robots and rovers, satellite servicing, and intelligent

scientific instruments.
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Session PL.1

Presentations by Symposium Chairs

Tuesday, 18 October 1994

The first three presentations ofi-SAIRAS 94 describe

trends and current developments in space automation

and robotics in Japan, Europe, and the United States.

A New Era of Space Exploration: "Smaller, Faster, and

Cheaper" with AI and Robotics

lchiro Nakatani

Institute of Space and Astronautical Science

Japan

Large-scale missions are now in jeopardy all over the

world because they need large amounts of money, long

development periods, and are easily influenced by po-

litical and economic conditions within the countries

that support them. At the same time, the nationalistic

urge to send human beings to other planets has disap-

peared since the Cold War ended.

Suddenly, a new space era has opened up with the key

words "smaller, faster, and cheaper." In this new era,

AI and robotics are the key players in space. Almost

anything that can be done in space by human beings

can be done by robots, and in a much better way, as

long as the system provides proper robot-friendly in-

terfaces. We are in an age of great transition -- from

large-scale nfissions to smaller ones where space AI

and robotics are rapidly beconfing more and more

important.

Merging Technologiesfor Space System Automation in Europe
Francois Allard

European Space Research and Technology Centre
The Netherlands

AI, autonomy, and robotics for space system automa-

tion are increasingly growing toward synergy and inte-

gration of technologies. This talk will review the

achievements in individual areas and describe the plans,

as they are known, for future development in Europe.

The Evolution of U.S. Space Automation and Robotics from
i-SAIRAS 90 to i-SAIRAS 94

Melvin Montemerlo

NASA

USA

This session will look at the evolution of AI and robot-

ics for space during the time between i-SAIRAS 90 and

i-SAIR, AS 94. It will describe the advances that were

anticipated then, what actually happened, and the state

of AI and robotics for space right now. It will con-

clude with examples of some things that i-SAIRAS has

caused to happen in the field of space automation and
robotics.
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Session PL.2

Keynote Speech

Tuesday, 18 October 1994

Robots beyond the Laband Factory
William L. (Red) Whittaker

Carnegie Mellon University
USA

A decade ago, the ancestors of today's field robots were

feeble laboratory curiosities. Today, these machines

navigate highways, mine coal, and service our nuclear

facilities. A decade ago, machine vision, machine plan-

ning, and robot autonomy were scientific mysteries.
Today, some of the scientific abstractions have been

broken and some of the activity has moved from the

laboratory to enterprise. This talk profiles the evolu-

tion of robotics technology and speculates on robotics
science of the future.

This presentation inquires into the world of advanced

robotics -- what they are, how they work, what they

do, and where they are going. It considers such ques-
tions as, What is possible in the world of robots? How

do the best robots sense, reason, and move? How are

they changing our world? What are the scientific driv-
ers of the future?

Red Whittaker develops advanced robots and their

technologies. His machines clean up nuclear accidents,

navigate rugged terrain, mine coal, and explore active

volcanoes. Red is a pioneer in the specialty of field
robots -- competent machines that work outside facto-

ries. Red is a principal research scientist with Carnegie
Mellon University's world-renowned Robotics Insti-

tute, and chief scientist of RedZone Robotics, Inc.

He holds doctor's and master's degrees from Carnegie
Mellon and a bachelor's from Princeton. He is com-

nfitted to the development and use of advanced robots
in the wodd.
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Session PL.3

Artificial Intelligence�New Robotic Systems

Thursday, 20 October 1994

ExpertSystemsat NASA:MiningtheGoldenNuggets,
Bmldingfw theFuture
Peter Friedland

NASA Ames Research Center
USA

The NASA Artificial Intelligence Program has achieved

an impressive record of practical successes in delivering

expert systems and other artificial intelligence tech-
nologies for solving real NASA problems. This has

been done by the classic technique of solving important
-- but technologically simple -- problems first, then

building the necessary confidence in the user commu-

nity for tackling longer term, more challenging issues.

This talk will survey those "golden nuggets" of oper-

ational success for a wide range of NASA missions.

It will also discuss the research necessary to achieve

equivalent success for the next phase of more difficult
problems.

TheNext Decadeof SpaceRobotics

Dave Laver), Charles Weisbin

NASA Jet Propulsion Laboratory
USA USA

In the same way that the launch ofYuri Gagarin in

April 1961 announced the beginning of human space
flight, last year's flight of the German ROTEX robot

flight experiment is heralding the start of a new era

of space robotics. After a gap of twelve years since

the introduction of a new capability in space remote
manipulation, ROTEX is the first of at least ten new

robotic systems and experiments that will fly before
the year 2000.
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ABSTRACT

In the same way that the launch of Yuri

Gagarin in April 1961 announced the beginning
of human space flight, last year's flight of the
German ROTEX robot flight experiment is
heralding the start of a new era of space
robotics. After a gap of twelve years since the

introduction of a new capability in space remote
manipulation, ROTEX is the first of at least ten
new robotic systems and experiments which
will fly before the year 2000.

Biting Off Too Much

Historically, the space robotics community has
pursued the goal of creating fully autonomous,
self-contained robotic systems with

considerable onboard intelligence as the next
major objective in space robotics evolution.
Systems such as the Flight Telerobotic Servicer
(FTS) were intended to provide near-human

levels of intelligence and dexterity, capable of
interpreting very high level command structures
and autonomously executing the commands
without human intervention. The robot was

designed to replace a full-time human operator
with automated sensing, perception, planning
and reasoning sufficient to conduct daily
operations.

Since the initiation of the FTS and similar

ambitious undertakings, the robotics

community has gained new understanding of
the research still required to create the

technologies needed for such systems.

A New Focus

While the technology to support fully

autonomous intelligent robotics is not yet
available, operational needs for capable remote
manipulation and locomotion still exist. In the

space robotics arena, a significant paradigm
shift is taking place to contend with these

needs. Rather than attempting to force the use
of immature technology to emulate the "smarts"
of a local astronaut operator, the new focus is

to utilize advanced teleoperation technology to
move the operator from close proximity on-
orbit to the ground. Technology elements
including predictive displays, low-level reactive
planners, sensor-based command execution

and dynamic world modeling enable the ability
to contend with problems associated with

relocation of the operator, such as time-delayed
communications, limited viewing options and
limited command stream bandwidth. While

there is still a long-term goal of developing
intelligent autonomy for robots, the short-term
goal has become the development of
technology to push forward "intelligent
teleoperation."

The major impact of this shift in development
philosophy is the new opportunity to move
robotics out of the laboratory and into the field.
The maturation of advanced teleoperation
technologies has helped increase confidence in
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the ability of robotic systems to robustly
perform real tasks. With this increased
confidence has come the acceptance of the

potential benefits offered by space robotics
technology, and the challenge to "fly it and
prove it" with a series of robotic flight
experiments and demonstrations. The new
push to "get things flying" will yield multiple
new space robotic systems before the end of
the 1990's.

Robotic systems to be flown during the next
five years fall into three categories: Extra-
Vehicular Robotic (EVR) servicers, science

payload servicers, and planetary rovers.

EVR Servicers

The EVR servicer systems are robotic systems

deployed in Earth orbit for use outside of
pressurized, controlled environments. Such
systems are typified by the Shuttle RMS,
which was first flown on the STS-2 mission is

1981. Target applications for these systems
include on-orbit satellite assembly,
maintenance, repair and servicing, robotic
enhancement of Shuttle payload bay

operations, and ground-control robotic
servicing of external Space Station payloads.

Canada is providing two space robots for use
on the International Space Station. The Space
Station Remote Manipulator System (SSRMS)
is a 55-foot long, 7-Degree Of Freedom (7-
DOF) manipulator similar to the Shuttle RMS.

Designed to maneuver and locate large
payloads along the Space Station truss
structure, the SSRMS can transfer power, data
and video signals from attached payloads via

the latching end effectors at both ends of the
arm.

The second Canadian system is the Special

Purpose Dexterous Manipulator (SPDM), a
dual-arm dexterous robotic system composed
of two 7-DOF manipulators, a Power-Data

Grapple Fixture, and supporting structures and
tooling. The SPDM is controlled during
teleoperations with two 3-DOF hand controllers
and via keyboard entry and/or preprogrammed

sequences for automated trajectory control.
Each manipulator is controlled separately, in
addition to independent control for the SPDM

body and the SSRMS (during operations where
the SPDM is positioned by the SSRMS).

At the same time, Japan is preparing a dual-

manipulator system as an element of the Space
Station Japanese Experiment Module (JEM).
Composed of the Main Arm and Small Fine
Arm, the JEM Remote Manipulator System

(JEMRMS) is intended to provide maintenance,
servicing and changeout of science packages
placed on the JEM exposed experiment carrier.
The Main Arm, similar in configuration to the

SRMS and SSRMS, is a 6-DOF positioning
tool used to transport large payloads and

provide coarse positioning for smaller, more
dexterous manipulators. The Small Fine Arm
is a 6-DOF manipulator which can be operated
either from the end of the Main Arm, or from a

fixture on the exposed experiment facility.

Under development by Martin-Marietta

Corporation and the NASA Johnson Space
Center, the Dexterous Orbiter Servicing System
(DOSS) is being developed to provide
dexterous manipulation capability for

10



operations in the Space Shuttle payload bay.
The DOSS is a MPESS-mounted robot that can

operate from a fixed base or from the end of the
Shuttle RMS. The purpose of this 7-DOF
manipulator is to provide the Shuttle crew and
mission controllers with a tool to augment and
potentially replace selected EVA activities in the
payload bay. These activities include EVA

worksite setup, nominal and contingency
payload operations (ie. opening lens covers,

removing GAScan lids, etc.), and technology
development activities.

Ranger is being integrated at the University of
Maryland, under sponsorship of the NASA

Telerobotics Program. Scheduled for flight in
late 1996 aboard an expendable launch vehicle,

Ranger is a dual-arm free flying telerobotics
flight experiment which will conduct on-orbit

validation and verification of many of the
technologies developed by the NASA program.
Utilizing telepresence ground-based control,

coordinated manipulator operation, automated
rendezvous and docking technology, and a
hybrid propulsion system, Ranger will conduct
a simulated satellite servicing exercise to
characterize the operational capabilities of free-
flying robotic systems. The project will
correlate neutral buoyancy robotic simulations
by developing nearly identical underwater and
space flight units, and performing identical
tasks in both environments.

Japan is also developing a free-flying robotic
servicing experiment, scheduled for flight in
1997 aboard a H-II rocket. A target vehicle
and chase vehicle will be deployed to exercise
technologies including GPS receivers,
rendezvous radar, proximity CCD sensors,
docking mechanisms and onboard guidance
computers. Simultaneously, a 6-DOF
manipulator mounted on the chase vehicle will
be used to demonstrate cooperative control of
the chase vehicle attitude as it reacts to

manipulator position, ground-based
teleoperation of the manipulator, demonstration
of on-orbit satellite servicing including fuel

transfer and battery exchange, and target
vehicle acquisition, grappling and restraint.

Science Payload Servicing

Science payload servicing robotics differ from
the EVR systems in that they are designed to
maintain experiment payloads in controlled

environments, and are specifically designed as
elements of nominal experiment operations
(i.e., the robot is intended to be a functional

component of the overall experiment,
performing tasks such as reagent

replenishment, product harvesting, sample
collection, etc.), and not just as contingency
and repair systems in the event of experiment
failure or malfunction.

At least two such systems are currently in the
final stages of preflight integration.

McDonnell-Douglas has recently completed
development of Charlotte. Charlotte is a small
robot physically connected to it's work

environment with a series of eight Kevlar
strands. The strands extend from the corners

of the robot's rectangular body to hard points at
the extreme corners of the workspace, which
may be the interior of SpaceLab, SpaceHab or
a space station module. By increasing and
releasing tension on selected strands, the body
of the robot is able to translate throughout the
entire volume of the workspace.

The Robotic Operated Materials Processing
Systems (ROMPS) is a joint project between
the NASA Goddard Space Flight Center, the
Michigan Space Automation and Robotics
Center, and the Zymark Corporation. ROMPS

will demonstrate low-cost on-orbit processing
through the use of robotics to autonomously
produce semi-conductor materials. Scheduled

for launch on STS-64, this GAScan experiment

will investigate zero-gravity annealing of semi-
conductor thin films. The robot will utilize
low-level automation to maintain the materials

furnace, supply source substrates to the furnace
and harvest processed thin films.

The European Space Agency is investigating
the incorporation of a large-scale science
payload maintenance robot into the Columbus

module of Space Station. This system would
have a work envelope encompassing the entire
interior of the module, and would provide
logistics support for science experiments and
materials production systems.

Planetary Surface Systems

Planetary surface robotics is the area in which
the largest breadth of knowledge exists,
although it is somewhat dated. As early as
1967, the Surveyor missions carried simple

11



remotely-operated manipulators to the surface
of the Moon to collect samples of the Lunar

regolith. Followed by the Russian Lunakhods
in 1969 and 1980, and the Viking missions to

Mars in 1976, these early efforts identified the
fundamental environmental constraints and

technology obstacles to be surmounted to
enable the development of robust, long-lived

planetary surface robotics.

It was traditionally accepted that the next

generation of robotic rovers for unmanned
Lunar and Mars missions would be large (800-

kg or more), monolithic, highly intelligent and
autonomous devices which would require

significant development and operational
support in terms of technology, budget,
computational and human resources. Then in
1989, a small group of rogue technologists at
MIT and JPL began a new initiative in micro-
rover technology based on subsumption
architectures. Making use of progressively
smaller computers, increasingly advanced
sensors, and maturing mobility systems, a
series of micro-rover testbeds was developed
which culminated in the MESUR (Mars
Environmental Survey) Pathfinder Rover. This

six-wheeled 5 kg-class rover is scheduled for
launch to Mars in 1996, and will perform

technology validation experiments in addition
to science investigations and instrument

deployment. Control for the rover will be
shared between Earth and the limited onboard

intelligence of the rover. By combining
sensory input with predefined "behaviors" the
rover will autonomously navigate between the

waypoints, avoiding rocks, crevasses and other
impassable terrain.

Scheduled for flight in 1998, Russia intends to
launch the Mars '98 mission which will include

the Marsokhod rover. Being developed by the

Institute for Space Research (IKI) and the
Babakin Center of NPO Lavochkin, the
Marsokhod is a six-wheeled, 100-kg rover that

will use radioisotopic thermal generators
(RTG) for power generation and thermal
control. Because of the RTGs, the rover will

be able to operate during the Martian night, and

is expected to have a long surface lifetime (one
year or more) with a potential total excursion
distance of over 100 kilometers. The

Marsokhod enables exceptional mobility
characteristics through the use of unique bi-
conic titanium wheels and a segmented three-

part chassis.

In addition to these Mars-bound rovers,

LunaCorp has announced plans for a lunar
rover project slated for launch in 1998. Rather
than driven by science needs, the incentive for
this project is primarily entertainment - the goal
of the project is to provide the world's first
interactive space exploration event by giving
the public the opportunity to drive the rover on
the moon. The rover will be remotely operated

via telepresence control from workstations
located in theme parks around the country.
Capitalizing on NASA rover technology
developments, LunaCorp is working with
Carnegie-Mellon University to transfer these
technologies into the first commercial lunar

rover application.

Technology Requirements for Future

Systems

With the advent of these new experimental and

operational space robotic systems, the ability
for remote manipulation to offer significant
improvements to mission operations, cost
effectiveness and mission safety will be

proven. But these will still be early generations
of advanced space robotic applications. As
successive waves of space robotic applications

are deployed beyond the year 2000, the goal of
intelligent, autonomous space robotics will
become more and more important. Technology
drivers for these systems include enhanced
collision detection and avoidance, advanced

local proximity sensing, task level control
workstations, improved command and control
architectures, fault tolerant architectures,
reduced mass and volume, worksite

recognition and representation, improved
robotic dexterity, advanced supervisory

control, and improved overall system
robustness.

By combining these next-generation
technologies with the operational knowledge
gained from applications being flown in the
next few years, the first intelligent space
robotic systems will be within reach. By then
combining the technologies with the

development procedures utilized by the current
suite of applications, the next generation of
space robotic applications will be affordable,
even within the ever-tightening budget
environment of today' s space program.
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ABSTRACT

A new containerless image furnace with a
microwave discharge plasma lamp and electro-
static positioning device is developed for the use
of the microgravity experiment on the Japanese
experimental module (JEM).

The electrostatic positioning system was
tested under the reduced gravity environment in
the MU-300 aircraft. Solid specimens
(maximum weight is 1.3 gr and 10 mm in
diameter) and water drops (maximum weight is

0.11 gr and 6 mm in diameter) were successfully
controlled under the 0.02G environment.

Rotation control of the dielectric specimen
was also possible by means of supplying a
rotating electric field while the specimen is
levitating. The measured rotation speed of the
glass shell specimen (0.08 gr, 10 mm) was up to
110 rpm, when the rotating field frequency was
6 Hz.

INTRODUCTION

A fuzzy reasoning electrostatic positioning
system of the containerless image furnace is
developed. The electrostatic positioning is first

developed at JPL 1 and many types of electrode
configurations have been studied. One of the
features of the electrostatic positioning is its
potential for the low level acceleration control.

The acceleration level of the specimen can be
easily adjusted depending on the feed back
control rules. To isolate the specimen from the
vibration of the positioning chamber, a free

floating region concept is suggested by JPL 1.
Another feature lies on its capability of handling
various materials.

This system is tested under the reduced

gravity environment and various specimens are
successfully controlled. The free floating
concept is also tested adjusting the membership
functions used in the fuzzy reasoning.

ELECTRO-STATIC POSITIONING
SYSTEM

Outline of the Positioning System

Figure 1 shows the configuration of the

positioning system 2. From the requirement for
the configuration with the imaging mirror, a ring
type electrode is chosen for our positioning
system. The ring type electrodes are used to
control the vertical and the radial components of
the electric field. The electric potential between
the electrodes is derived as follows:

d?= alz +a2(z 2 -2r2)+C (1)

where the first term is the dipole component, the
second term is the quadruple component, and C
is the other high order components.

The electric field can be obtained from

E=grad O, thus,

Ez- Oz al-2a2z (2)

F_. ?:.-.,:.7':_ _-",?. ":OT FII.._,_D
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The motion equation of the charged

specimen on the flame of the control system is
given by

d2x

m_t2 =qE+ F (5)

where m is the mass of the particle and F is the
external force such as residual gravity.

When the quadruple component (a2)

appeared in eq. (2) and (3) is a negative value, a
feedback system of the electric field is necessary
for the position control in the z direction.

A CCD camera (120 Hz) is set on the
horizontal plane to monitor the position of the
specimen and a fast high voltage power source
with high resolution (lkV/lms, 12 bit, 4 ch) is
used as a voltage supply of the electrodes.

Fuzzy reasoning is performed as the
feedback calculation at a fuzzy processor in the

control computer. The positioning error and the
velocity of the specimen are chosen as the fuzzy
inputs and control voltages of 4 electrodes are
obtained as the reasoning result. The
calculation time of the reasoning is no more
than 1 ms (4 inputs, 4 outputs with 17 rules),

and is enough shorter than the control cycle
which is restricted by the transport rate of the

position data from the CCD camera (8.3 ms).
Parameters of the positioning system are listed
in the table 1.

Table 1. Parameters of the positioning system

Electrode

Voltage source of positioning

Voltage source of rotation

CCD Camera

Control System

gap width
inner electrode dim.
outer electrode dim.

max. output
rise time

outputs

accuracy
max. output

frequency
frequency

accuracy
sampling

Fuzzy reasonin_

20 mm - 40 mm
40 mm
80 mm
10 kV

4 ms
4 ch
-1%

3 kV
0~ 100Hz

120 Hz
10 mm/95dot

8.3 ms

4 inputs/4 outputs

Positioning of a Solid Specimen

The positioning system was tested under the
reduced gravity environment in MU-300
aircraft. During the 20 sec parabolic flight, the

reduced gravity environment which has the

amplitude of -10-2G and frequency of few Hz is
obtained.

Figure 2 shows the results of the positioning
in the z direction when the specimen is a 1.3 gr
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(10 mm in diameter) spherical aluminum. In the

figure the membership functions of the position
error in the z direction are shown with the

positioning results.
In the run-1 the membership functions

defining negative and positive small position
error (NM, PM) include the center position,
although the membership function used in the
run-2 does not include the center.

As the result, the specimen in the run-1 is
controlled near by the center position, while the
specimen in the run-2 is not controlled during
the positioning error is small (+2 mm).

In the result of run-2, the freely floating
specimen is isolated from the oscillatory

disturbances of the aircraft. This free floating
time is very short (less than a second) in this
experiment because the residual acceleration of

the aircraft is still strong in the low frequency
region. However, in the spacecraft, the low
frequency component of the acceleration is

much less than the aircraft (-10-6G), the floating
time will become much longer.

-ll -_ I ._ IIii
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Fig. 2. Experimental results of the positioning
in the z direction and used membership
functions. (Aluminum 1.3 gr, 10 mm in

diameter) (a) run-l, (b) run-2.

Positioning of the Liquid Drop

To obtain the performance of the liquid drop
positioning, water drop was tested to levitate. A

coaxial nozzle was inserted in the gap of the
electrodes through a pin hole of the center

electrode to supply the water drop. At first,
water drop of 0.11 gr (6 mm in diameter) is
made on the top of the inner nozzle, then is
departed by means of the air jet come from the
outer nozzle. Figure 3 shows the video view of
the water drop positioning. The drop kept
spherical shape during the levitation and
successfully controlled.

Fig. 3. Video view of the water drop
positioning (0.09 gr, 6 mm in diameter)

Rotation Control of the Dielectric Specimen

Rotation control of the dielectric specimen is
also possible by means of generating rotating
electric field while the specimen is levitating.
The ring electrode is divided in four electrodes
along the theta direction.

External sine wave voltages of four phases
(0 deg, 90 deg, 180 deg, 270 deg) are supplied
to four electrodes in addition to the positioning
control voltage of the ring electrode. As the
induced charge on the surface of the dielectric

specimens has the time delay to the rotating
electric field, the specimen suffers the torque in
the theta direction. Figure 4 shows the
dependence of the rotating speed on the external

voltage frequency and amplitudes when a grass
shell of 0.09 gr (10 mm in diameter) is used as

the specimen. The maximum rotating speed of
100 rpm is obtained when the frequency is 6 Hz
and voltage amplitude is 3 kV.
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Fig. 4. Dependence of the rotating speed on the
external voltage frequency and amplitudes
(Glass shell, 0.09 gr, 10 mm in diameter)

Conclusion

A positioning system of the containerless
image furnace is developed and tested in the
reduced gravity environment. A Solid specimen

(1.3 gr, 10 mm aluminum) and a water drop
(0.11 gr 6 mm) are successfully position
controlled. Rotation control of a dielectric

specimens (0.08 gr 10 mm) is also possible
while the specimen is levitating. The maximum
rotating speed of 110 rpm is obtained when the
rotating field frequency is 6 Hz.
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INTRODUCTION

Remote terrestrial sensing (RTS) data is
constantly being collected from a variety of
space-based and earth-based sensors. The
collected data, and especially "value-added"
analyses of the data, is finding growing
application for commercial, government, and
scientific purposes. The scale of this data

collection and analysis is truly enormous; e.g.,
by 1995, the amount of data available in just one
sector, NASA space science, will reach 5
petabytes. Moreover, the amount of data, and
the value of analyzing the data, are expected to
increase dramatically as new satellites and
sensors become available (e.g., NASA's Earth
Observing System satellites). Lockheed and
other companies are beginning to provide data
and analysis commercially.

The Problem

A critical issue tbr the exploitation of
collected data is the dissemination of data and

value-added analyses to a diverse and widely
distributed customer base. Customers must be

able to use their computational environment
(eventually the National Information

Infrastructure) to obtain timely and complete
information, without having to know the details
of where the relevant data resides and how it is

accessed. Customers must be able to routinely
use standard, widely available (and therefore low
cost) analyses, while also being able to readily

create on demand highly customized analyses to
make crucial decisions.

For example, a company laying an oil
pipeline would want processed imagery along the
pipeline route (or perhaps along several
alternative pipeline routes). This imagery would
have certain requirements such as image
resolution, spectral band, allowable cloud
obscuration, and so on. In order to be useful,

this imagery usually has to be processed through
various analytical techniques, e.g., registration
(to precisely align different images along the
pipeline route), elevation determination, feature
detection, etc. The purchase of such imagery and
processing is often a negotiation process: the
information the customer wants may either be
unavailable or prohibitively expensive.
Customers will usually need to reduce costs by
refining their orders based on the availability of
standard or pre-existing imagery and analysis
products. Thus the oil pipeline company would
need active feedback during the order formation
process in order to determine how some

combination of existing and special order
products can meet their requirements.

The diversity of user needs creates a difficult

software problem: how can users easily state
their needs, while the computational environment

assumes the responsibility of finding (or
creating) relevant information, and then
delivering the results in a form that users
understand'?

Software Agents

A software agent is a sell-contained, active
software module that contains an explicit
representation of its operational knowledge. This
explicit representation allows agents to examine
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their own capabilities in order to modify their

goals to meet changing needs and to take
advantage of dynamic opportunities. In addition,

the explicit representation allows agents to
advertise their capabilities and results to other

agents, thereby allowing the collection of agents
to reuse each others' work.

A large-scale computational environment for
data and analysis dissemination is complex and

dynamic, and thus it is unrealistic to expect any
human or computer program to acquire and
maintain functional knowledge of even a fraction
of this environment. It is also unrealistic to think
that humans or computer programs will have the

expertise to determine the content of an arbitrary
database or the requirements and results of a new

analysis routine. Therefore, agents must rely on
the knowledge that other agents have about their

(local) environment. The basic knowledge of a
database, analysis routine, or set of user

requirements is entered by the humans who
define the agent in the first place, such as
database administrators, algorithm implementors,
or end users. This knowledge is accessed by

other agents, which use it to augment and modify
their own knowledge of the environment. In this

way, the total sum of agent knowledge in the
environment is cumulative, taking advantage of

new knowledge that is constantly being added to
the environment in the form of new agents or
human modification of existing agents. At the
same time, no agent has to have non-local

knowledge about the environment: agents rely on
what other agents know, augmenting their own
knowledge to improve the efficiency of their
ability to interact with other agents (remembering
short-cuts, reliable partners, etc.).

TECHNICAL APPROACH

Under funding from NASA's technology
commercialization program, we are currently

building a "showcase" agent-based RTS data
dissemination environment to prove the value of

this technology in a real world environment. We
are working closely with personnel from
Lockheed's Space Systems division and Space
Imaging Incorporated subsidiary to ground our
eftbrt in reality. The key technologies we are

using in this effort are:

Explicit representation of software
capabilities and execution events relevant to
multimedia access and analysis.

Knowledge interchange technology to

support the sharing of goals and results
among agents.

Reactive planning technology to enable
agents to change their behavior in response to
changes in the environment.

User interface technology to facilitate the

specification of agent tasks by a variety of
end users.

Explicit Representation of Capabilities
and Results

There has been considerable recent research

activity directed toward the creation of explicit
representations of the capabilities and interests of
computer tools. Lockheed has participated in this
research, primarily in the representation of
engineering knowledge and the capabilities and
requirements of engineering tools [1]. We are
extending this research to the area of data access

and exploitation software, which brings some
important new features and challenges. For
example, databases are usually structured in
terms of abstractions that provide a starting point

for the explicit representation; but conventional
database abstractions leave out much information

that must be supplied in the knowledge base.

Knowledge Interchange Technology for

Agent Interaction

Government agencies, telephone and other
communication companies are developing the
network infrastructure that is making efficient

large-scale dissemination of data and derivative
products cost effective. A key part of this
infrastructure is knowledge interchange

technology that allows distributed heterogeneous
software components to take full advantage of the
communication enabled by the new bitways. The

knowledge-sharing infrastructure includes a
common knowledge representation language,
domain ontologies, standard agent/tool
interaction protocols, and a facilitation services
such as consumer/producer matchmaking [1,2].
Database and analysis tools "plug in" to this
infrastructure via wrappers. Wrappers provide
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an interface that translates between internal tool

representations and the shared language and
protocols of the infrastructure. Lockheed is a
major participant in the creation of the
knowledge-sharing infrastructure and wrapper
technology. This technology forms the
foundation of our agent-based data dissemination
environment.

Reactive Planning for Dynamic Behavior
Modification

A key tenet of our approach is that agents
must be able to examine the capabilities and

results of other agents to achieve their goals. In
order to actually use this knowledge, agents must

act opportunistically, modifying their goals to
make use of the partial results and ongoing
pursuits of other agents. For example, agents
must be able to dynamically reformulate their
action plan if they receive a message that another
agent has already achieved one of the intended
results of their actions. Reactive planning
technology enables agents to dynamically change
their plans and behavior in response to relevant
changes in their environment [3].

User Interface Technology Facilitating

Agent Task Specification

We are utilizing advanced user interface
technology to ensure that all types of end users
will be capable of using our agent-based RTS
data dissemination system. Our interface
technology hides the complexity of the
underlying system by allowing users to interact
with the system via high-level, forms-based
graphical user interfaces that use standard
terminology from the remote sensing domain.

STATUS

We are about halfway through our initial
contract with NASA to demonstrate the use of

software agent technology in addressing the RTS
data dissemination problem.

Progress to Date

To date we have completed a working agent-
based prototype for Space Imaging's customer
service center (CSC) and representative data
sources that it will access. The CSC is the

software interface between customers and remote

terrestrial sensing products (data and analyses
that meet the customer's needs).

Figure 1 illustrates the architecture of our
current customer service center prototype. The
system demonstrates access to a variety of data
sources: archives of images from specific
satellites (Landsat, Spot, and Lockheed's own

Space Imaging Incorporated (SII) satellite); a
database of low resolution preview images, or
"chips"; and the SII satellite itself, which can be
tasked to produce new images, and thus act as an
active data source. Reflective of the real world

environment, these data sources are distributed

and heterogeneous (implemented using different
database management systems and different data
representations).

The user interacts with the CSC system via a
high-level graphical user interface (GUI). The
GUI includes several features to simplify the
order specification process. First, it allows the
user to specify the desired imagery's geographic
region location by drawing it directly on a
scalable world map. Second, it allows the user
to specify constraints on other image attributes
(such as resolution and image acquisition date)
via forms-based templates that use generic RTS
domain terms and values rather than database-

specific ones. Third, the system recommends
settings for different attributes based on the
application domain selected by the user (e.g., one
meter resolution imagery for property assessment
applications).

The central element of the system is the Data
Broker agent, which serves as the intermediary
between the customer and the data sources. The

Data Broker receives fo_xnal descriptions of the
desired imagery characterized by location,
resolution, acquisition date, etc. from the GUI.
It is responsible for matching data requests to a
set of specific data sources capable of providing
such data. The Data Broker is aware of the

capabilities and input requirements of data
sources because they have been advertised. Data
sources come on line when their wrapper agents
advertise their capabilities to the other agents in
the environment, including the Data Broker. The

Data Broker is thus able to transform incoming
data requests into "targeted data requests" based
on the known capabilities and requirements of all
available data sources.
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Wrapper agents for the individual data
sources receive these targeted data requests, and

are responsible for returning metadata for each of

the images they have meeting the user's
requirements. To do so, a wrapper translates the
request from the common interagent language
into the wrapped data source's query language,

queries the data source, and translates the results
back into the interagent language.

Lastly, the Data Broker is responsible for
collecting and pruning the wrappers' results in
order to create a coherent composite result set.

Pruning is necessary when the different data
sources provide overlapping results. It can be a
task of considerable sophistication, since it can

require making tradeoffs on different data
characteristics (which is better, less cloud
obscuration or higher resolution?). Currently,
the Data Broker supports only a single pruning
option: to remove older images in the result set
that are completely overlapped by newer ones.

Future Work

The CSC prototype shown in Figure 1 is

implemented and is end-to-end operational.
However, only the Spot and SII Archives data
sources have been wrapped and put on-line to
date. In the remainder of this year we will be

wrapping the other data sources, including the

SII satellite tasking module, which will require
reactivity to collection scheduling changes
induced by bad weather, crisis tasking requests,
and order tasking conflicts. We will also be

illustrating result sharing among agents, such as
between multiple Data Broker agents, and the use
and management of a dynamic collection of
persistent agents representing customer orders
[41.
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INTRODUCTION

Within NASA's recent thrust for industrial col-

laboration, JPL (Jet Propulsion Laboratory) has
recently established two technology cooperation
agreements in the robotics area: one on virtual re-
ality (VR) calibration with Deneb Robotics, Inc.,
and the other on redundant manipulator con-
trol with Robotics Research Corporation (RRC).
These technology transfer cooperation tasks will
enable both Deneb and RRC to commercialize en-

hanced versions of their products that will greatly
benefit both space and terrestrial telerobotic ap-
plications.

COMMERCIALIZATION OF
JPL VIRTUAL REALITY
CALIBRATION TECHNOLOGY

JPL recently developed a virtual reality (VR)
calibration technique that enables reliable and ac-
curate matching of a graphically simulated vir-
tual environment in 3-D geometry and perspec-
tive with actual video camera views [1], [2]. This
technique enables high-fidelity preview/predictive
displays with calibrated graphic overlay on live
video for telerobotic servicing applications. Its
effectiveness was successfully demonstrated in a
recent JPL (Jet Propulsion Laboratory)/NASA-
GSFC (Goddard Space Flight Center) ORU (Or-
bital Replacement Unit) changeout remote servic-
ing task. The current JPL VR calibration is a
two-step procedure: camera calibration followed
by object localization. Key new features of this

JPL VR calibration technique include: 1) an
operator-interactive method adopted to obtain re-
liable correspondence data, 2) a robot arm itself
used as a calibration fixture for camera calibra-

tion, eliminating a cumbersome procedure of us-
ing external calibration fixtures, 3) the object lo-
calization procedure added after the camera cal-
ibration to obtain graphic overlay of both the
robot arm and the object(s) on live video enabling
effective use of the computer-generated trajectory
mode in addition to the teleoperation mode, 4)
a projection-based linear least-squares algorithm
extended to handle multiple camera views for ob-
ject localization, and 5) nonlinear least-squares al-
gorithms combined with linear ones employed for
both camera calibration and object localization.
Details of the algorithms and their software list-
ings [3] were prepared as part of this JPL-Industry
cooperative task.

An example of a calibrated graphic over-
lay after the virtual reality calibration for the
JPL/NASA-GSFC remote servicing demonstra-
tion is shown in Figure 1. The positioning align-
ment accuracy achieved in inserting a tool into
the ORU hole using 4 camera views was 0.51
cm on the average with a 1.07 cm maximum er-
ror at 95% confidence level. After matching 3-
D graphics models of a virtual environment with
actual camera views through the above virtual
reality calibration technique, the operator can
now perform a telerobotic servicing task with pre-
view/predictive displays having calibrated graph-
ics overlay on live video. Preview/predictive dis-
plays allow the operator to generate the simulated
robot arm trajectory in preview and then to vi-
sually monitor and verify the actual remote robot
arm motion with confidence, and thus provide
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Figure 1: Overlay of calibrated 3-D graphic models
(wire-frames with semi-transparent surfaces) on live
video for telerobotic satellite servicing.

Figure 2: A snapshot of a preview/predictive display
during the performance of the ORU extraction in the
JPL/GSFC ORU changeout demonstration task.

effective visual prediction/verification to the oper-
ator and enhance safety and reliability in remote
servicing operations regardless of communication
time delay. Figure 2 shows a snapshot of a pre-
view/predictive display during the performance of
the JPL/GSFC demonstration.

Approach

We have taken the following approach in our
JPL-Industry cooperative Deneb Commercializa-
tion Task: 1) JPL transfers the VR calibration
software technology to Deneb, 2) Deneb, coop-
erating with JPL, inserts this software technol-
ogy into its commercial product TELEGRIP as
the video overlay/VR calibration option for mar-
keting, and 3) in return, NASA utilizes this en-
hancement of a commercially supported product
for NASA applications.

The virtual reality calibration option imple-
mented on TELEGRIP will be an important el-
ement to build a state-of-the art VR interface in

telerobotic applications with preview/predictive
displays. Thus, the enhanced Deneb product
can be effectively used in both space and ter-
restrial telerobotics applications, providing 1) im-
mediate benefits to NASA for ground-controlled
telerobotic servicing in space, 2) immediate bene-
fits to the national DOE (Department of Energy)
labs working on the disposal and remediation of
nuclear waste, and 3) foreseeable potential ap-
plications in automotive manufacturing, medical
telerobotic surgery, telerobotic construction, and
maintenance robots.

Implementation on TELEGRIP

The JPL virtual reality calibration option is
currently being implemented on Deneb's TELE-
GRIP [4] which is an open architecture based
upon Dynaznic Shared Objects (DSO's). DSO's
provide many benefits when compared with other
strategies for incorporating user-defined modules
with a centralized kernel, including 1) speed of
development, 2) access to all internal functions
and data, including the entire geometric database,
3) flexibility in development, and 4) minimizing
platform dependence. A key important feature
provided by this TELEGRIP open architecture is
that it allows developers/users to add their own
virtual reality calibration algorithms and video
overlay methods, if necessary.

Both one-window and two-window graph-

ics/video displays are planned to be supported
for VR calibration. Under the one-window cal-

ibration strategy, the TELEGRIP graphics dis-
play is divided into two separate vertically ar-
ranged NTSC-size (National Television Systems
Committee standard) viewports. One viewport
contains the live video image of the work envi-
ronment, while the other displays the equivalent
3D graphical model. Upon completion of the cam-
era calibration and object localization phases, the
graphics-overlaid video image will be available to
display in one of the viewports or to display on
a separate NTSC monitor. The two-window ap-
proach relies upon two external NTSC-size GL
(Graphics Library) or GLX (Graphics Library in
X environments) windows with one window con-
taining the live video image and the other the 3D
graphic display. This enables users to relocate the
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windows in a manner desirable for their particular
application. Upon completion of the camera cali-
bration and object localization phases, a graphics-
overlaid video image is available to display in any
window, including the TELEGRIP window, or to
display on a separate NTSC screen.

The TELEGRIP video overlay implementation
is based upon an application programmer inter-
face (API) layer which insulates the overlay de-
veloper from the specifics of video hardware, thus
enabling support over a wide range of video prod-
ucts. Support is currently planned for the SGI
(Silicon Graphics, Inc.) VideoLab, Galileo, In-
digo2, Indy, and Serius video boards encompass-
ing the entire range of current SGI computing
hardware from the Indy to the Onyx. Graphic
models can be overlaid in wire-frame or in solid-

shaded polygonal rendering, with varying levels of
transparency to produce different visual effects.

COMMERCIALIZATION OF
JPL REDUNDANT MANIPULATOR
CONTROL TECHNOLOGY

Theoretical and experimental investigations
have demonstrated that dexterous manipulation
tasks can be carried out only by redundant, force-
controlled robotic manipulators that possess flex-
ibility and versatility comparable to the human
arm. For research in this area, the Robotics Lab-
oratory at JPL acquired in 1989 two redundant 7-
DOF (degree-of-freedom) manipulators made by
Robotics Research Corporation (RRC) of Ohio,
the leading manufacturer of this type of manipu-
lators since the mid 1980's.

At the time of purchase, neither the application
domain nor the required redundant control laws
for such advanced manipulators was fully devel-
oped. JPL research has contributed to both areas
by identifying tasks in which redundancy is es-
sential and by developing an underlying control
methodology for such manipulators.

RRC has recently expanded and enhanced its
product line by introducing a second-generation
version of its manipulator that provides improved
mechanical performance and employs a unique
low-level control system in which all servo elec-
tronics are mounted in the arm. It is now log-
ical to begin integrating RRC's state-of-the-art
servomechanism technology with JPL's advanced
high-level control developments, and to prepare
this new robot technology for commercial appli-
cations.

Under funding from NASA, the first phase of
such a commercialization activity began in FY'94,
with the transfer to RRC of an algorithm for re-
dundant arm control developed at JPL[5-9] and
widely used in the robotics community. This algo-
rithm, known as Configuration Control, combines

the specification of a set of constraint tasks with
the end-effector prescribed trajectory to provide a
highly efficient and powerful redundant arm con-
trol strategy.

Background

During the course of the past two years, RRC
has developed a unique servo control architecture
for its manipulator arms which greatly reduces the
need for expensive external power and computing
electronics and replaces the costly internal arm
wiring harness with a "fly-by-wire" data/power
bus communication system. Miniature DSP (Dig-
ital Signal Processor)-based servo control mod-
ules, containing all computing and power elec-
tronics, are collocated with the joint actuators
in the manipulator arm joints. The parameters
for the individual joint controllers are downloaded
by a master computer via a high-speed commu-
nication link. Since the remotely-located mas-
ter computer is free from the burden of servo
power and computing electronics, high-level con-
trol functions can now be practically transferred
to a general-purpose workstation or personal com-
puter with significant cost savings. This new
high-level RRC controller is designated the Next
Generation Controller (RRC/NGC).

In the area of redundant arm control, JPL has
developed a class of motion control algorithms
for redundant manipulators called Configuration
Control (CC),[5-9]. In this approach, the user can
specify task-dependent constraints for the redun-
dant manipulator which have the effect of utilizing
the robot redundancy and allowing efficient end-
effector trajectory control. Since this approach
was implemented originally on RRC manipula-
tors and the resulting algorithms were extensively
tested in several experiments, it is felt that this
technology is mature enough to be transferred to
industry and incorporated into RRC's new product
line (see Figure 3).

The RRC/NGC system under development will
be highly compatible with the kind of centralized
high-level control embedded in the CC approach.
The master computer used in the NGC system is
a standard workstation, and it is well suited to
run the CC algorithms. Furthermore the use of
a workstation (or of a PC) as a master computer
enables RRC to make use of enhanced graphic ca-
pabilities to provide the user with a sophisticated
interface for motion planning and control.

Approach

In order to ensure that the technology transfer
proceeds smoothly, the following steps have been
planned:

1. Duplicate the hardware and software environ-
ment of the RRC/NGC at JPL and test it with
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Figure 3: 7-DOF Robotics Research arm.

the RRC manipulators in the JPL Robotics Lab-

oratory.

2. Modify JPL Configuration Control algorithms

to make them compatible with the NGC environ-

ment, implement and test the algorithms on the

master computer adopted in the NGC system and

with the current RRC manipulators in the JPL

Robotics Laboratory.

3. Integrate the tested algorithms with the new

RRC manipulators using the Next Generation

Controller.

Technology Transfer Issues

A technology transfertask of this type requires

the same steps as to transform a laboratory pro-

totype into a commercial product. Once the func-

tionality of the prototype, the CC algorithms

in this case, has been established and verified,
then the development efforts must focus on is-

sues such as compatibility with the rest of the
system, price/performance trade-off, documenta-
tion, maintainability, and so on.

The decision was made by RRC to implement

as much as possible of their software in object-
oriented format, and use an IBM-compatible per-

sonal computer as the master controller. From the
JPL side, it was necessary to re-engineer some ex-

isting software to eliminate the dependency of the
code on data structures related to the rest of the

JPL system, and to port the programs to an op-
erating system compatible with the IBM-PC that
RRC has selected as its NGC platform. In the

interest of compatibility with existing RRC soft-

ware, as well as to minimize overall system cost,
the real-time operating system selected is the In-
tel iRMX running under Windows, which can ex-

ecute RRC's existing code as well as the new JPL
Configuration Control software modules.

The technology transfer is currently proceed-

ing smoothly and most of the necessary programs
have already been converted to a stand-alone con-
figuration. We will be ready to integrate this soft-
ware with the PC-based real-time system and test
it with the RRC redundant manipulators in the

JPL Robotics Laboratory later this year.
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INTRODUCTION

Specifying the requirements of a new system to

be built is one of the most important parts of
the life cycle of any project. In the field called
requirements engineering many approaches have
been proposed [1]. However. few methods and
tools have been available for practical use. In fact,

for the early phase of defining the requirements,
nearly no support is available.

While from a theoretical point of view it
would be desirable to have formal representa-
tions of requirements, in practice unstructured
natural language is often used informally. Our
approach attempts to bridge the gap between
these extremes in providing ,semiformal hyper-
text representations. Therefore, our approach
and the tool supporting it are named RETH
(--Requirements _Engineering Through Hypertext).
Actually, RETH uses a combination of vari-

ous technologies, including object-oriented ap-
proaches and artificial intelligence (in particular
t)ames). We do not attempt to exclude or replace
formal representations, but try to complement and
to provide means for gradually developing them.

The scope of this paper is the utilization of in-
heritance for requirements specification, i.e., the
tasks of analyzing and modeling the domain, as
well as forrning and defining requirements.

Among others, RETH has been applied in
the CERN (Conseil Europ6en pour la Rechereche
Nucl6aire) Cortex project. While it would be im-
possible to explain this project in detail here, it
should be sufficient to know that it deals with

a generic distributed control system. Since this
project is not finished yet, it is difficult to state its
size precisely. In order to give an idea, its final

goal is to substitute the many existing similar con-
trol systems at CERN by this generic approach.
Currently, RETH is also tested using real-world
requirements for the Pastel Mission Planning Sys-
tem at ESOC in Darmstadt.

First, we outline how hypertext is integrated
into a frame system in our approach. Moreover,
we demonstrate the usefulness of inheritance as

performed by the tool RETH. We then summa-
rize our experiences of utilizing inheritance in the
Cortex project. Lastly, we relate RETH to exist-
ing work.

HYPERTEXT INTEGRATED INTO

A FRAME SYSTEM

A hypertext node is represented as a frame in
our approach. (The original notion of a frame
was coined by Minsky [2], but the frame sys-
tems implemented the original ideas only par-
tially. In the context of this paper, a frame can
be viewed as a data structure that combines data

stored in slots.) According to the differences be-
tween object-oriented languages and frame sys-
tems as discussed in [3, 4], we selected the frame
system of PROKAPPA as the basis of our tool
RETH.

Our approach of integrating hypertext into a
frame system is similar to the one described and

used by Kaindl and Snaprud [5, 6] for knowledge
acquisition in the course of building knowledge-
based (expert) systems. One distinctive feature
lets the user define disjoint partitions of nodes
that together cover the whole node. Such a par-
tition of a hypertext node is comparable to a slot
of a frame. The idea is to support the user in
partitioning the textual content in a machine rec-
ognizable form, serving as an additional means of
introducing more formality.

In order to make the example below under-
standable, we shortly sketch the hypertext user
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Figure 1: RETH windows showing object representa-
tion and inheritance.

interfi_ce of RETH (see Fig. 1 showing a screen
dump). The presentation level handles hypertext
kinks as flfllows: if the underlined str_ng repre-

senting the link is clicked with the mouse, the
window of the target node is displayed by the
tool. The arrows in the figure are drawn to indi-

cate the effect of following links on the screen.
The windows shown in the figure actually poped

up one at a time.

In contrast, the display of partitions of hy-

pertext nodes is implemented in our tool like ex-
p;md buttons (of. the hypertext system Guide [7]).
When the name of a partition (inverted in the dis-

play) is clicked, the content is expanded or shrunk
(implemented as a toggle). E.g., in the window at
the top of Fig. 1 the partition DDE: Service Re-
alization is currently shrunk, while Aggregation:
Consists of Action(s) is expanded. In contrast to
many hypertext systems, our approach lets users
mix browsing and editing of nodes, though one

node can either be edited or browsed at one point
in time.

INHERITANCE IN REQUIREMENTS

SPECIFICATION

Due to lack of space, we cannot describe here the
details of using RETH for domain analysis and
modeling, and for the fl)rmation and definition
of requirements. The key ideas are to represent
requirements as objects, and to organize these ob-
jects as well as the objects of the domain model
in a tax(moray. Within this taxonomy, inheritance
can be used in several ways (see below). Hyper-
text links are used to interlink the hypertext nodes

representing the objects. For a detailed descrip-
tion, the interested reader is referred to [g].

Due to our tight integration of hypertext in a
frame system, inheritance can be used already in
the semifl_rmal representation. There is a notable
difference between frame systems and object-
oriented languages relevant fi_r our approach: in
contrast to the latter, the fl_rmer also support in-

heritance of values [3, 4]. Since classes (of the
domain model as well as of requirements) are de-
scribed in hypertext nodes, and since these are
represented as frames, the text contained in them
is inherited.

Together with the c_mcept of partitions of
nodes, inheritance supports templates, e.g., fi_r

requirements to be filled in. Whenever a node fi_r
a requirement is created as an instance of a class of
requirements, the appropriate structure is already
given initially through inheriting a template. In-
herited partitions in the (requirements) instances
provide f(_r the representation of information on
requirements such as their source, reason and pri-
ority.

Detailed information about requirements is es-

pecially important fi_r large projects, but without
sufficient to_fl support it is often om itted. Since all
the instances inherit all the respective partitions,

providing such information cannot be forgotten,
and the user of the system just has to fill in the
text.

When ,equirements are organized in classes,
all the requirements of a specific class can have
a special attribute in common -- represented as
a partition. Moreover, whole classes of require-
ments (defined by the user) can have the same
w_lue (text) of an attribute, and this value can be
defined om.:e in the description of the class. The
suhclasses and instances inherit this value, but
inherited information can also be overridden.

An important point is that inheritance allows
one to define special attributes (including a value
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or not)once in the definition of the class, without

the necessity to copy. Even more important is the
possibility of re-inheriting changed values.

In contrast to most current OOA tools, RETH

implements OOA inheritance already in the semi-
formal hypertext representation (see also Fig. 1).

EXPERIENCE WITH RETH IN THE

CORTEX PROJECT

According to our experience in the real-world
project Cortex, all the features of our method and
its supporting tool were useful to some extent.
In fact, some of them were worked out in detail

in the course of this application. Due to lack of
space, we will only focus here on the utilization
of inheritance.

The templates of requirements depending on
their class helped to point out missing informa-
tion. Actually, much of it was known by the
people involved, but we found it important to get
it written down.

Moreover, we would like to point out specif-
ically the usefulness of domain-specific require-
ments classes, and the use of inheritance within

the corresponding taxonomy. They allowed the

explicit ordering of the requirements according
to the classification principle. While this is of

course not a new principle for ordering require-
ments, our approach and the tool provide inheri-
tance. Therefore, it was possible and very useful
to specify information such as priorities once for
whole classes. When the priority of a class of re-

quirements changes, it is only necessary to specify
this once -- in the corresponding partition of the
node representing this class. The nodes repre-
senting requirements subclasses and instances of

this class re-inherit this changed value.
Another interesting example of the use of in-

heritance that we came across during the work
on Cortex is illustrated in Figs. I and 2 (in the
notation of [9]). An Action is part of a Ser-

vice Realization. Since a Composite_Action, e.g.,
is an Action, it is also part of a Service_Realization.
This inference has to be drawn by the viewer of the
O-O diagram but is made automatically via inher-

itance in RETH. In the bottom window of Fig. I,
the inherited partition Aggregation: Part of Ser-
vice Realization (i) shows this. Moreover, inher-
itance points to the fact that a Composite_Action
is (potentially) also part of a Composite_Action
(see the inherited partition Aggregation: Part of
Composite Action (i) in the bottom window of

Fig. 1). Especially this kind of inference may
be difficult for people not so familiar with recur-
sive structures in O-O diagrams. Of course, the

Serv|ce Reallza#°n• I

i

)' I , l

Figure 2: An ol)jeci, nlodol diagram.

diagram has its advantages, too. Therefore, both

forms of representation are complementary in our
view.

RELATED WORK

Due to lack of space we cannot give here a
comprehensive overview of all the proposed ap-
proaches to requirements engineering. Especially
for the traditional ones, the interested reader is

referred to [!]. Recent OOA approaches (for
an overview see [10]) challenge the traditional
ones. RETH heavily builds on object-oriented
ideas. However, most of today's OOA methods
still ignore early development phases where im-

portant clarifications have to be made. It may
even be argued that they are designed for a dif-
ferent phase. RETH specifically focuses on the
early phase, and we propose to combine RETH
with object-oriented analysis approaches.

The method by Jacobson et al. [II] and the
tool supporting it (Objectory) bear some similar-

ity to our approach. However, it does not apply
object-oriented principles to the organization of
the requirements, and consequently inheritance
cannot be utilized (e.g., for templates).

Since RETH's internal representation is based
on frames, it may be interesting to compare it with

other approaches to requirements engineering us-
ing artificial intelligence (AI) technology. GIST
[12] is an important early approach. RML [13]
emphasizes the use of knowledge representation
techniques of AI and domain modeling. Telos
[14] is aderivative ofRML. RA [15] shares with
RETH the focus on a transition between infor-

mal and formal representations. The approach

of ARIES [16] is quite similar to RA in being
very knowledge-intensive. KBRA [17] utilizes
hypertext ideas internally. While RETH's user
interface for structuring text appears to be more
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developed, some of KBRA's features of machine
support could be very useful in RETH. However,
KBRA lacks several important features of RETH.

CONCLUSION

In summary, our tool-supported method named
RETH supports several activities in the course
of requirements specification. Our approach of

organizing the hypertext according to object-
oriented principles has several advantages. Rep-
resenting requirements as objects helps when
structuring them via classification. Inheritance is

provided by our tool already in the early phase of
requirements specification, which helps to avoid
redundant representation of information. In par-
ticular, it provides users automatically with tem-

plates of the internal structure of requirements,
that depends on the kind of requirement. This
way, the users are guided to fill in important in-
formation like the reason and priority of each re-

quirement. While RETH is not intended to substi-
tute useful existing techniques emphasizing more
formal representations, it can be combined with
them.

Since the advantages of such an approach to

requirements engineering cannot be fully utilized
without more elaborate traceability of the require-
ments, we also investigate how to best link re-

quirements objects with design objects.
The usefulness of RETH to space projects is

currently assessed using real-world requirements
for the Pastel Mission Planning System at ESOC
in Darmstadt. While it is too early for a final
statement at the time of this writing, the prelimi-

nary results are encouraging. Since RETH is very
general in terms of application areas, we could
not find any reason why the application to space

projects should be a problem.
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INTRODUCTION

The overall goal of the project is to facilitate the

reuse of previous design experience for the main-

tenance, repair and redesign of artifacts in the elec-

tromechanical engineering domain.

An engineering team creates information in the

form of meeting summaries, project memos,

progress reports, engineering notes, spreadsheet

calculations and CAD drawings. Design informa-

tion captured in these media is difficult to reuse be-

cause the way design concepts are referred to

evolve over the life of a project and because deci-

sions, requirements and structure are interrelated

but rarely explicidy linked. Based on protocol

analysis of the information seeking behavior of de-

signer's, we defined a language to describe the

content and the form of design records and imple-

mented this language in Dedal, a tool for indexing,

modeling and retrieving design information [1].

We first describe the approach to indexing and

retrieval in Dedal. Next we describe ongoing work

in extending Dedal's capabilities to a distributed

environment by integrating it with World Wide

Web. This will enable members of a design team
who are not co-located to share and reuse informa-

tion.

BACKGROUND: INDEXING AND

RETRIEVAL IN DEDAL

Dedal is a tool to help designers index, model

and reuse design information. It uses an conceptu-

al indexing language [3] which combines con-

cepts from a model of the designed artifact with a

vocabulary representing generic task-dependent

classes of information covered by design docu-

ments such as function, operation, alternatives.

Design information is indexed by a set of con-

ceptual indexing patterns. A conceptual index can

be seen as a structured entity consisting of two

parts: the body of the index which represents the

content of a piece of information, and the refer-

ence part that points to a region in a document. For

instance: "The inner hub holds the steel friction

disks and causes them to rotate" is part of a para-

graph on page 20 in the record: report-333. It can

be described by two indexing patterns:

<topic FUNCTION subject INNER-HUB level-of-detail

CONFIGURATION medium TEXT in-record REPORT-333

segment 20>.

<topic RELATION subject INNER-HUB and STEEL-
FRICTION-DISKS level-of-detail CONFIGURATION me-
dium TEXT in-record REPORT-333 segment 20>

The queries have the same structure as the

body of an index and use the same vocabulary. A
question such as: "How does the inner hub inter-

act with the friction disks?" can be formulated in
DEDAL as:
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<get-information-about topic RELATION of subject IN-
NER-HUB and FRICTION-DISKS>

An indexing fragment can refer to a segment of

information of different size: a paragraph, a page,

a section, a chapter or a document [ 1]. In addition,

the indexer can define relations among the design

concepts. This enables the system to explore rela-

tions among decisions, requirements and alterna-

tives to extend the query when a retrieval fails.

The retrieval module takes a query from the

user as input, matches it to the set of conceptual in-
dices and returns an ordered list of answers related

to the question. The retrieval proceeds in two

steps. The first step is to find indices which match

the query exactly. If no exact matches are found

then the relations in the indexing model are used to

reformulate the query and step one is repeated.

The retrieval procedure and a set of retrieval heu-

ristics are described in [1]. Following is an exam-

ple of retrieval in Dedal.

Designer's question is: Why is the maximum force in

this damper design 500 lbs?

Query to Dedal: topic: RATIONALE for the subject:

MAX-FORCE of DAMPER

Dedal first tries to find an indexing pattern:

<topic: RATIONALE, subjects: MAX-FORCE of DAMPER>

in any media and level of detail. If no indices are
found, retrieval heuristics are activated. It looks

for requirements associated with quantities that in-

fluence the MAX-FORCE of DAMPER. In this case,

the indexing model indicates that the force of the

damper depends on the current in the solenoid

which itself depends on the power of the car bat-

tery. The system finds a constraint on power of

battery documented in page 24 of "progress report

10/90". From this Dedal returns an answer like:

Maximum-force is a requirement on force of

damper, force of damper depends on the cur-
rent of the solenoid, the current of the solenoid

depends on the power of the car battery, there
is a requirement on power of the car battery
that is documented in page 24 of progress

report 10/90.

Thus far Dedal has been used on two industry

scale design projects. The first project was the re-

design of a continuously variable damper. Results

of this study are discussed in [2]. The second

project was the design of a Bioreactor. In this

project, the design records were indexed during

the design process. Table 1 summarizes the char-

acteristics of these design projects.In case of the

Damper and the Bioreactor projects both the de-

sign teams and the document database were co-lo-

cated at a single site. With a new project called

STEP, we are extending Dedal so that it can sup-

port situations where both the design teams and

the design records are distributed.

USING DEDAL IN A DISTRIBUTED

ENVIRONMENT

Design teams in industry like NASA are multi-

disciplinary and distributed geographically.

Therefore for smooth progress of the design

project the teams should be able to collaborate ef-

ficiently. To address this concern we are extend-

ing Dedal so that it can support a distributed

scenario. In this scenario, designers who are geo-

graphically distributed are able to collaborate by

indexing and retrieving sharable documents. To

provide this capability we are integrating Dedal
with World Wide Web (WWW) [4]. WWW is a

distributed hypermedia system designed to pro-
vide access to documents distributed over differ-

ent sites. It uses the HyperText Markup Language

(HTML) to represent a hypertext document, and

the HyperText Transfer Protocol (H'ITP) to re-

quest and transmit documents over the network.

WWW is accessible via a variety of browsers. We

are working with Mosaic, a platform independent

browser, and thus will be able to support collabo-

ration between designers working on different

platforms such as Unix, Macs and PC's. Mosaic

also supports various media types and is suitable

for sharing audio, video and information in other

media.

Dedal's integration with Mosaic will provide

designers with the following functionality:

• Accessing information at other locations.

• Making information available for team members at

other locations.

• Organizing information at the local site using Dedal's

indexing method.
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TABLE 1. AppUcation domains of Dedal. 'Real time' refers to whether the Indexing happened during the
design process or not. 'Designer Indexing?' states whether the indexing was done by a member of the
design team or not. In all the three cases the indexing task is done by a designer (from or outside the
design team), not by a knowledge engineer as Is typical In such systems.

Domain Project
duration

Platform

symbolics

Capture
Medium

Real time?

No

designer indexing?

Yes (On Team)

Yes

Damper 7 mon vmacs

Bioreactor 9 mon unix Maker Yes Yes (Outside Team)

STEP 2+ yrs unix Mosaic Yes (On Team)

• Creation of an indexing model of the designed artifact.

• Maintaining vocabulary consistency among the differ-

ent teams.

• Accurate retrieval of distributed design records using

Dedal's retrieval engine.

Figure 1 describes the architecture of Dedal in

the distributed scenario. As seen in the figure the
documents reside at the local site with their indi-

ces. The indexing model defines relations among

the indexing terms used by the design teams and

resides at a central location, accessible and modifi-

able by all sites. This common model facilitates

consistency in the vocabulary design teams use to

describe their designs. We are starting to index and

model design records from the project STEP (Sat-

ellite Test of the Equivalence Principle). We are

working with two design teams, one located at

Stanford University and the other at JPL (Jet Pro-

pulsion Laboratory, Pasadena) to support their

collaboration and information sharing.

In the beginning the designers organize their

documents by filling out a template (shown in fig-

ure 2). This template is implemented in Mosaic. It

lets the designer create an index at the level of in-

dividual documents. Keywords in this form are the

indexing terms that are project dependent. These

keywords are related in the central indexing model

of the project. As we integrate more of Dedal's

functionality with Mosaic, designers will be able

to index their documents at various levels of detail.

SUMMARY

Using Dedal in the continuously variable damp-

er domain showed that Dedal accurately retrieves

design records indexed using the conceptual index-

ing method. The experience in applying Dedal to

the design of the Bioreactor showed that it is pos-

sible to index and model in real time, i.e. while

keeping pace with the generation of new informa-

tion, without undue burden on the designer. With

STEP we are extending Dedal to a distributed

scenario in which case designers themselves will

index the design information they generate.
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Figure 1. Architecture of Dedal in a distributed scenario. The solid arrows represent the sharing of information

between designers at site 1 and 2 using the interface with Mosaic. Dashed arrows represent the creation of the

index model by designers at both the sites using the local conceptual indices. Dotted arrow represents the access
of the central index model by designers at both the sites for retrieval as well as creation of the index model.

Figure 2. Template for indexing design records at the level of individual documents. This template is available
as a form in Mosaic. Topics in this form are the domain independent conceptual indexing terms. Keywords are

domain dependent conceptual indexing terms.
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INTRODUCTION

Generating and testing procedures for

controlling spacecraft subsystems composed of

electro-mechanical and computationally realized
elements has become a very difficult task.

Before a spacecraft can be flown, mission

controllers must envision a great variety of

situations the flight crew may encounter during

a mission and carefully construct procedures for

operating the spacecraft in each possible

situation. If, despite extensive pre-compilation
of control procedures, an unforeseen situation

arises during a mission, the mission controller

must generate a new procedure for the flight
crew in a limited amount of time. In such

situations, the mission controller cannot

systematically consider and test alternative

procedures against models of the system being
controlled, because the available simulator is too

large and complex to reconfigure, run, and

analyze quickly. A rapidly reconfigurable
simulation environment that can execute a

control procedure and show its effects on system

behavior would greatly facilitate generation and
testing of control procedures both before and

during a mission.

There are several requirements that must be

met by such a simulation system:

• Reconfigurability -- During a mission, the

state of a component may change due to a fault

or an unforeseen external event. During the

design process, changes in the design of a

physical system, which may occur

concurrently with the design of an operating
procedure, may require a modification to the

procedure. For these reasons, it must be easy
to change the simulation model to reflect the

variety of configurations and conditions under

which the spacecraft will be operated.

• Simulation with imprecise or incomplete
information -- Exact and complete numerical

data about the state of the system may not be

available during design or in the presence of a
fault. For example, when a leak is detected,

the exact size of the leak is unlikely to be
known. Therefore, the simulator must be able

to predict behavior even if precise quantitative

information about the state of the system is not

available. If it is not possible to predict the

behavior unambiguously, it should at least be

able to produce a range of possible behaviors.

• Explanation -- When procedures produce

unexpected results, it is difficult to interpret
the raw simulation data, which may consist of
values of hundreds of state variables in each of

many states. The simulator should be able to

produce a high-level, causal explanation of the
simulation results, summarizing the salient
information for the user and for
documentation.

The How Things Work project at Stanford

University has developed a system called DME

(Device Modeling Environment) for modeling
and simulating the behavior of electro-

mechanical devices [1]. DME was designed to
facilitate model formulation and behavior

simulation of device behavior including both
continuous and discrete phenomena. We are

currently extending DME for use in testing
operator procedures, and we have built a
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knowledge base for modeling the Reaction

Control System (RCS) of the space shuttle as a
testbed. We believe that DME can facilitate

design of operator procedures by providing
mission controllers with a simulation

environment that meets all these requirements.

DME: THE RAPIDLY

RECONFIGURABLE MODELING AND

SIMULATION SYSTEM

DME is an evolving prototype of a

"designer's associate" system, intended to

support the design of electro-mechanical devices

by providing effective tools for simulating and
analyzing the behavior of such devices [2]. The

DME system is intended as an experimental
testbed and foundation on which to build new

representation and reasoning capabilities. DME

has already been developed to a sufficient level

of maturity to provide both a demonstration
vehicle and a useful experimental testbed within

the project. Currently, DME provides the

following capabilities:

Model formulation: DME uses the given
information about the structure of a device to

generate a mathematical model of its behavior.
DME has knowledge of the physical phenomena

in the domain, represented as model fragments

in CML [3], a compositional modeling language

developed jointly by leading members of the
qualitative reasoning research community. Each

model fragment describes a particular aspect of

a conceptually distinct physical phenomenon in
terms of the conditions under which it occurs

and the consequences of its occurrence.
Given the structure of a device in terms of its

components and their connections along with the
conditions that hold in an initial state, DME

formulates a mathematical model of the

behavior of the device by composing applicable

model fragments and simulates the behavior.
We have also been developing techniques for

automatically formulating a simulation model
that embodies the abstractions, approximations,

assumptions, and perspectives that are

appropriate for a given analysis task [4].

Simulation: DME uses the model it generates to

perform behavior simulation. When sufficient
numerical information is available, simulation is

carried out numerically. Otherwise, it simulates

behavior qualitatively. In both cases, DME can
simulate a mixture of continuous and discrete

phenomena.

Explanation: On the basis of an initial device
model and the behavioral predictions obtained

through simulation, DME can answer a range of

user queries about the structure and behavior of

the modeled system [5]. An important element

of the explanation approach in DME is the use
of the simulator's models, rather than ad hoc

"causal models" that are built specifically for

explanation generation. In explaining how

things work, people do use causal terminology.
However, when analyzing the behavior of

devices, engineers use formalisms such as

logical and mathematical constraints that axe not
causal. DME infers causal dependencies among

modeled parameters by analyzing logical and
mathematical constraints.

Reasoning about functions: Understanding
how a device works requires knowledge of both
its intended function and its actual behavior.

DME provides a representation formalism,
called CFRL, for specifying intended

functionality and a verification mechanism to
determine whether a simulated behavior

achieves an intended function [6].

USE OF DME FOR OPERATOR

PROCEDURE VERIFICATION IN THE

RCS

We have built a DME knowledge base for

modeling the Reaction Control System (RCS) of

the space shuttle, and we are extending DME to
do simulation and evaluation of operator

procedures. The RCS is the system of thrusters
that are used to control the attitude of the space

shuttle while it is in orbit. Oxygen and fuel are

fed to the RCS jets from separate tanks. The

thrusters do not have pumps; instead the flow is

maintained by keeping the tanks pressurized
with helium. Each tank has a dedicated helium

supply tank to maintain pressurization.
Mission controllers have carefully

constructed procedures for operating the RCS

under a variety of conditions. For instance, if a
leak in the RCS is detected, then two procedures

are employed to secure the system and identify
the location of the leak. In order to secure the

system, the astronaut must close all of the RCS
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valves. The RCS secure procedure is to first
close the valves nearest the thrusters and then to

proceed upstream toward the helium tank until
all of the valves have been closed. Once the

system has been secured, the isolation

procedure is to check the pressure in each of the
segments between the closed valves. If the

pressure in a particular segment is decreasing,

then the leak has been isolated to that segment.

Even with procedures that seem simple, it is

difficult to foresee the resulting interactions with

the physical system. For instance, consider an

alternative RCS secure procedure in which

valves are closed in the opposite direction,
starting with the main valve closest to the

helium tank proceeding downstream towards the

thrusters. Such a procedure is preferable for

many systems -- as soon as the first (main) valve

is closed, further propellant loss is prevented. In
the RCS, however, this alternate procedure will

result in cavitation inside the thrusters, leading

to catastrophic damage.

Therefore, it is necessary to systematically

test control procedures against models of the

physical systems. When the execution of the

procedure is simulated, the results need to be

evaluated against the expected outcome of the

procedure. At the time of this writing, DME has
successfully formulated a behavior model of the

RCS and simulated its behavior, given the

specification of the RCS structure and initial

conditions for the simulation. During
simulation, DME allows the user to insert faults,

such as leaks, or perform operator actions, such

as opening and closing valves, to influence the

course of behavior. As soon as any such
changes are made, DME reformulates the model

and continues simulating with the updated

model. In this manner, DME has successfully
predicted the results of the correct and incorrect

valve closing sequences as described above in
the presence of a leak.

We are currently extending DME in the

following ways to enhance its support for

procedure testing:

1) Develop the formal semantics of hybrid
continuous and discrete models. This work is

being carried out in collaboration with a team
from the Xerox Palo Alto Research Center.

2) Extend the simulation mechanism to execute

procedures automatically during simulation.

3) Expand CFRL to represent operator

procedures and the intended effects of the

procedures, which may not be explicit in the

specification of the procedure itself.
4) Extend the verification mechanism to use the

CFRL representation of operator procedures
to verify whether the intended functions of a

procedure are achieved in any given

simulated trajectory of the system behavior.

An important type of knowledge about

engineered devices is knowledge of its intended

functions. Similarly, an important part of

knowledge about operator procedures is

knowledge of the function of the procedure, in

other words, what the procedure is supposed to

accomplish and how. CFRL was originally
developed to represent device functions, but we

believe it is also suitable for representing
functions of operator procedures.

Figure 1 shows part of the proposed CFRL

representation of the operator procedure to be

invoked when over-pressurization of a

propellant tank ($tk) is detected with both of the

pressure regulators ($rega and $regb) open.

Following the detection of the condition (node

nO), the operator is to close the valves ($va and

$vb) of both regulators (nl) and to open the

thruster (n2), causing a decrease in the tank
pressure (n3). When the pressure drops below

300 psi (n4), the operator is to reopen the valve

of regulator A (n5). If the failure of regulator A

is not detected by some other procedure (n7)

within 60 seconds (n6), the operator is to

conclude it is regulator B that has failed (n8).

The importance of functional knowledge

extends not only to physical devices but also to

virtual devices such as operator procedures. In

the context of heterogeneous systems composed
of electro-mechanical devices and control

elements including digital computers and

humans, operator procedures are as much a part

of the system as any other physical component.

It is important to evaluate the procedures under a
variety of conditions, and such evaluation

requires knowledge of their intended functions.
We believe DME can facilitate the design of

operator procedures by providing a means to

explicitly represent a mission controller's
intentions underlying a procedure and a useful
simulation environment to evaluate whether a

procedure achieves those intentions.
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Figure 1. CFRL representation of an operator

procedure

SUMMARY

In order to facilitate generation of

procedures for operating complex dynamic

spacecraft subsystems in a variety of expected

and unexpected situations, it is essential to

provide a modeling and simulation mechanism
that can be quickly tailored to reflect a new

configuration of the system being modeled.

DME allows the user to change the system

specification easily by altering the design or

inserting faults to reflect a new situation.
Reconfigurability of DME models comes from

using compositional modeling technology.

DME generates a new simulation model based
on the altered specification and simulates the

operator actions to predict the system behavior

resulting from the actions. Such a facility will

not only allow mission controllers to verify the

safety of new procedures quickly, thereby

avoiding unforeseen negative side effects, but

also will be an essential component in a future

automatic procedure generation and testing

system.
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OVERVIEW

over manual program development. AMPHION is

currently undergoing alpha testing in preparation

for distribution to the NAIF community. Other
NASA domains are under consideration. Future

research will address the technology needed for

domain experts to develop their own AMPHION

domain theories with only minimal consultation
from experts in formal methods.

AMPHION is a knowledge-based software en-

gineering (KBSE) system that guides a user in

developing a diagram representing a formal

problem specification. It then automatically im-

plements a solution to this specification as a pro-

gram consisting of calls to subroutines from a li-
brary. The diagram provides an intuitive domain-

oriented notation for creating a specification that
also facilitates reuse and modification.

AMPHION'S architecture is domain indepen-

dent. AMPHION is specialized to an application

domain by developing a declarative domain the-

ory. Creating a domain theory is an itelative pro-

cess that currently requires the joint expertise of
domain experts and experts in automated formal

methods for software development.
AMPHION has been applied to JPL's NAIF do-

main through a declarative domain theory that
includes an axiomatization of JPL's SPICELIB

subroutine library. Testing with planetary scien-
tists demonstrates that AMPHION's interactive

specification acquisition paradigm enables users

to easily develop, modify, and reuse specifica-
tions after only a short tutorial. AMPHION rou-

tinely synthesizes programs consisting of dozens

of SPICELIB subroutine calls from these specifi-
cations in just a few minutes.

Qualitative assessments indicate an order of

magnitude productivity increase using AMPHION

MOTIVATION

Within the space science community, subrou-

tine libraries are a ubiquitous form of software

reuse. However, space scientists often do not
make effective use of libraries. Sometimes this

happens because a subroutine library is devel-

oped without following good conventional soft-

ware engineering practices, resulting in inade-

quate documentation, untrustworthy code, and a

lack of coherence in the different functions per-
formed by the individual routines. However,

even when a subroutine library is developed fol-

lowing the best conventional software engineer-
ing practices, users often have neither the time

nor the inclination to fully familiarize themselves
with it. The result is that most users lack the ex-

pertise to properly identify and assemble the rou-

tines appropriate to their problems. This repre-

sents an inherent knowledge barrier that lowers

the utility of even the best-engineered software li-

braries: the effort to acquire the knowledge to ef-

fectively use a subroutine library is often per-

ceived as being more than the effort to develop
the code from scratch. AMPHION is an effective

solution to this knowledge barrier.

The objective of AMPHION is to enable users

who are familiar with the basic concepts of an
application domain to program at the level of ab-
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stract domain-oriented problem specifications,
rather than at the detailed level of subroutine

calls. AMPHION breaks through the knowledge

barrier by enabling use of a subroutine library

without having to absorb all the documentation

about a library, especially the plethora of imple-
mentation details such as the representation con-

ventions for subroutine parameters.

NAIF APPLICATION

The first application domain for AMPHION is

solar-system kinematics, as implemented in the
SPICELIB subroutine library developed by the

Navigation Ancillary Information Facility (NAW)

at JPL. SPICELIB is an extremely well-engineered

library used by planetary scientists to plan and

analyze the observing geometry for data collected

during interplanetary missions or by space-based

telescopes. A domain theory was developed that
includes an abstract formalization of solar-system

kinematics suitable for specifying problems, and

the knowledge needed to implement solutions

using SPICELIB. To date, Amphion has demon-
strated the following essential capabilities for
real-world KBSE:

1. Users without training in formal methods

readily develop domain-oriented diagrams cor-
responding to formal problem specifications

using Amphion's specification-acquisition
tools.

2. Users can reuse, modify, and maintain previ-

ously developed specifications, thereby elevat-

ing the software life cycle from the code level
to the specification level.

3. Automatic deductive program synthesis

achieves acceptable performance, given an ap-

propriately structured domain theory and mod-

erate use of theorem-proving tactics.

Programming at the Specification Level

To enable users to program at the specification
level, AMPHION consists of a specification-ac-

quisition component to guide users in developing

a formal specification, and a program synthesis

component that automatically generates a pro-

gram implementing a solution to the specifica-

tion. Users enter specifications graphically

through a menu-guided graphical user interface

(GUI). Figure 1 is an example of a completed

specification: it denotes the problem of predicting

the solar incidence angle at the point on Jupiter

closest to Galileo at a particular time. (This is the

sub-spacecraft point). The specification acquisi-

tion component performs semantic checks on

completed specification diagrams, and then au-
tomatically translates them to a logical form used

by the program synthesis component.
The output of program synthesis for the NAIF

application is a FORTRAN-77 program consisting
of calls to the SPICELIB subroutine library.

AMPHION generated the SOLAR program in

Figure 2 from the specification in Figure 1 in 52

seconds of CPU time on a Sparc 2. In over a

hundred programs generated by AMPHION for the
NAIF domain to date, the CPU time has ex-

ceeded three minutes in only four cases. This is

an unprecedented level of performance for the

deductive synthesis approach, developed over 25

years ago [ 1,2]. Most of the program synthesis

component is independent of the target output

language. It would only take two weeks of work

to adapt AMPHION for a different output language
such as C or UNIX shell files.

AMPHION'S specification language for the

NAIF domain is at the level of abstract geometry.

This specification language is part of the declara-

tive domain theory. The vocabulary is basic

Euclidean geometry (e.g., points, rays, ellip-
soids, and intersections) augmented with astro-

nomical terms (e.g., planets, spacecraft, and

photons; the latter for specifying constraints used

in calculating light-time correction). The specifi-

cation language does not include the myriad im-

plementation details required for correctly calling
SPICELIB subroutines, such as coordinate

frames, units, time systems, etc; these details are

automatically deduced during program synthesis.

The user only needs to define the abstract prob-

lem and the desired representation conventions

for the program inputs and outputs.
AMPHION'S GUI bears a superficial resem-

blance to data-flow oriented graphical pro-

gramming environments. For example, Apple's
HOOKUP application enables users to select icons

from a palette that represent individual subrou-
tines, and then connect input and output ports.

However, these environments only provide an

alternate notation to conventional programming

languages. In contrast, AMPHION enables a radi-

cal separation between the level at which users
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Figure 1 : Diagram for solar incidence angle developed interactively with AMPHION.

SUBROUTINE SOLAR ( GALILE, ANGLEI )

Input Parameters

CHARACTER*(*) GALILE

Output Parameters

DOUBLE PRECISION ANGLEI

Function Declarations

DOUBLE PRECISION VSEP

Parameter Declarations

INTEGER JUPITE

PARAMETER (JUPITE = 599)

INTEGER GALILI

PARAMETER (GALILI = -77)

INTEGER SUN

PARAMETER (SUN = i0)

Variable Declarations

DOUBLE PRECISION RADJUP 3

DOUBLE PRECISION E

DOUBLE

DOUBLE

DOUBLE

DOUBLE

DOUBLE

DOUBLE

DOUBLE 3 )

DOUBLE

DOUBLE

DOUBLE

DOUBLE

DOUBLE PRECISION XDV2VI ( 3 )

DOUBLE PRECISION V ( 3 )

DOUBLE PRECISION N ( 3 )

DOUBLE PRECISION PN ( 3 )

DOUBLE PRECISION DV2N ( 3 )

DOUBLE PRECISION XDV2N ( 3

PRECISION PVGALI 6

PRECISION LTJUGA

PRECISION V1 ( 3

PRECISION X

PRECISION PVJUPI 6

PRECISION LTSUJU

PRECISION MJUPIT 3

PRECISION V2 ( 3

PRECISION Xl

PRECISION DV2VI ( 3

PRECISION PVSUN ( 6

DOUBLE PRECISION DXDV2V ( 3 }

DOUBLE PRECISION XDXDV2 ( 3 )

Dummy Variable Declarations

INTEGER DMYI0

DOUBLE PRECISION DMY20 ( 6 )

DOUBLE PRECISION DMY60 ( 6 )

DOUBLE PRECISION DMYI30

CALL BODVAR ( JUPITE, 'RADII', DMYI0, RADJUP )

CALL SCS2E ( GALILI, GALILE, E )

CALL SPKSSB ( GALILI, E, 'J2000', PVGALI )

CALL SPKEZ ( JUPITE, E, 'J2000', 'NONE', GALILI,

DMY20, LTJUGA )

CALL VEQU ( PVGALI ( 1 ), V1 )

X = E - LTJUGA

CALL SPKSSB ( JUPITE, X, 'J2000', PVJUPI )

CALL SPKEZ ( SUN, X, 'J2000', 'NONE', JUPITE,

DMY60, LTSUJU )

CALL BODMAT ( JUPITE, X, MJUPIT )

CALL VEQU ( PVJUPI ( 1 ), V2 )

Xl = X - LTSUJU

CALL VSUB ( VI, V2, DV2VI )

CALL SPKSSB ( SUN, Xl, 'J2000', PVSUN )

CALL MXV ( MJUPIT, DV2VI, XDV2VI )

CALL VEQU ( PVSUN ( 1 ), V )

CALL NEARPT ( XDV2VI, RADJUP ( 1 ),

RADJUP ( 2 ),RADJUP ( 3 ),N, DMYI30)

CALL SURFNM ( RADJUP ( 1 ), RADJUP ( 2 ),

RADJUP ( 3 ), N, PN )

CALL VSUB ( N, V2, DV2N )

CALL MTXV ( MJUPIT, DV2N, XDV2N )

CALL VSUB ( V, XDV2N, DXDV2V )

CALL MXV ( MJUPIT, DXDV2V, XDXDV2 )

ANGLEI = VSEP ( XDXDV2, PN }

RETURN

END

Figure 2: SOLAR program generated by AMPHION from Figure 2.

43



specify problems and the level at which solutions

are implemented by the program synthesis com-

ponent. AMPHION'S GUI provides an alternate

notation to formal specifications written in math-

ematical logic. The notation of mathematical logic

can be formidable; that is one reason that specifi-

cation-based software engineering life cycles

have not previously been adopted in practice.

AMPHION's GUI employs an object-oriented

paradigm for interactively developing problem

specifications. Conceptually, a user develops a

problem specification by first defining a configu-

ration, and then declaring a subset of the objects

in a configuration to be inputs or outputs of the

desired program. A configuration is a set of ab-

stract objects and their relationships.

A user generates a configuration through the

actions of adding objects, deleting objects, mov-

ing the edges between objects that define their

interrelationships, and by merging objects to-

gether. Adding and deleting objects are done

through menus; moving edges and merging ob-

jects are done by directly manipulating the dia-

gram. Declaring an object to be an input or output

of the desired program brings up a menu of the

possible data-representation conventions: coordi-

nate systems for locations, time systems for time,
and units of measurement. These alternative rep-

resentation conventions are also part of the

declarative domain theory.

AMPHION'S specification-acquisition compo-
nent not only enables specifications to be devel-

oped from scratch, but it is also especially well
suited for specification reuse and modification.

The abstract graphical notation makes it much

easier to identify the required modifications than

it is to trace through dependencies in code.

AMPHION's editing operations facilitate making

the changes. Furthermore, there is no possibility

of introducing bugs in the code, since AMPHION

synthesizes the code from scratch for the modi-

fied specification.

FUTURE DIRECTIONS

Why the name AMPHION? AMPHION was the

son of Zeus who used his magic lyre to charm

the stones lying around Thebes into position to

form the city's walls. The AMPHION system's

expertise lies in charming subroutines into useful

programs through SNARK, an advanced auto-

matic theorem prover developed at SRI
International. A tutorial introduction for this de-

ductive approach to program synthesis can be

found in [3], while more details on the use of

SNARK for synthesizing programs in the NAIF

domain can be found in [4]. One advantage of the

deductive approach is that a synthesized program

is guaranteed to be a correct implementation of a

user's specification, with respect to the domain

theory. This reduces the software verification

problem to a one-time verification of the domain

theory. The declarative nature of the domain the-

ory simplifies verification.

Because it uses a generic architecture, de-

scribed in [5], AMPHION can be applied to other

domains and subroutine libraries by developing

the appropriate domain theories. The methodol-

ogy for developing suitable AMPHION domain

theories is described in [6]. Developing the initial

NAW domain theory took three months of collab-

oration between a NAIF expert and experts in

automated formal approaches to program syn-
thesis. Much of the subsequent refinements to the

domain theory were straightforward and could

likely be done by domain experts with the appro-

priate tools. Future research will include develop-

ing such tools.
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ABSTRACT

This paper presents first results of the project

"Technologien ftir die intelligente Kontrolle von

Raumfahrzeugen" (TIKON). The TIKON

objective was the demonstration of feasibility

and profit of the application of artificial intelli-

gence in the space business. For that purpose a

prototype system has been developed and

implemented for the operation support of the

Roentgen Satellite (ROSAT), a scientific space-

craft designed to perform the first all-sky survey

with a high-resolution X-ray telescope and to

investigate the emission of specific celestial

sources. The prototype integrates a scheduler

and a diagnosis tool both based on artificial

intelligence techniques. The user interface is

menu driven and provides synoptic displays for

the visualization of the system status. The

prototype is used and tested in parallel to an

already existing operational system.

KEYWORDS AND PHRASES

Diagnosis, ground operations, scheduling,

synoptic displays.

INTRODUCTION

The TIKON project is sponsored by the

German Space Agency (DARA) and performed

by DASA/ERNO with support of the German

Space Operation Center (GSOC). It will be

finished in December 1994. As shown in Figure

1 the TIKON system consists of three main

parts: The synoptic display manager, the

scheduler and the diagnosis tool.

The goal of the project is the development of

a ground operator assistant system for the

ROSAT satellite ground activities. Those activi-
ties consist of :

• the scheduling of a half year observation

plan for X-ray stars which is constrained by

user requirements, orbital aspects and con-

tract requirements

• the scheduling of a weekly observation plan

considering additional short term wishes of

the users and actual orbital data

• the monitoring of ROSAT housekeeping

telemetry-data for the attitude measurement

and control system (AMCS) and the data

handling system (DHS). This includes the

detection and isolation of anomalies and

failures.

The above mentioned activities are actually

performed using classical operational methods

which offer not very much clearness and graphi-

cal support for the operator.

TIKON provides a user friendly and conve-
nient tool on a SUN workstation which visual-

izes the incoming telemetry-data on a synoptic

display. The synoptic display shows the ROSAT

system in different component levels and depicts

finally the selected subsystem's data in a graphi-
cal form on meters and charts. In addition to that

[ I I D_ 1

TM/TC Interface

.......... i ..........

Figure 1. Main Components
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limit violations are indicated by color changes.

For the failure detection and analysis a so-called

diagnoser is installed which evaluates the prob-

ability of component failures out of a combina-

tion of telemetry-data.

USER INTERFACE

The applied synoptic display is an intelligent

user interface that processes ROSAT telemetry

data in a graphical and user friendly way and

that reacts on events by displaying the

subsystem's data in question. Those events may

be a limit violation or user requests. Figure 2

depicts in a simplified manner the main display

of the tool representing the ROSAT subsystems

at one glance.

DIAGNOSIS

Application

In the frame of the TIKON project,

the ROSAT AMCS has been selected as a

sample application for knowledge based FDIR.

Twenty knowledge bases related to ROSAT

AMCS components have been defined which are

used to evaluate the ROSAT Telemetry (TM)

data in order to find malfunctions of these

components. The FDIR system is executed as a

separate process that analyses pre-processed TM

data, displays diagnostic results in specific

windows and also sends the diagnostic results to

a synoptic display utility in order to visualize

them. Whereas the synoptic display offers an

easy to comprehend schematic view of the

AMCS components, the FDIR windows provide
more detailed information that is closer related

to the diagnostic processing.

An important objective of the TIKON project

is the evaluation of advanced Fault Detection,

Isolation and Recovery (FDIR) methods in order

to identify the potentials of improved operator

support in case of spacecraft malfunctions.

Method

The TIKON FDIR component is based on the

Connection Matrix Based Expert System Tool

(CONNEX) technology, which in the frame of

Figure 2. TIKON Synoptic Display (Main Level)
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the Computer Based Payload Operation Support

System (COMPASS) project has already been

applied to a payload during the German D2

Spacelab mission. For the TIKON project,

template knowledge bases have been added as a

new feature in order to facilitate knowledge

acquisition and maintenance in the presence of

multiple instances of structurally similar techni-

cal systems. For example, ROSAT contains four

Gyros of similar structure with similar related

telemetry data. Instead of defining four distinct

knowledge bases only one template knowledge

base needs to be defined which is then used to

instantiate four concrete knowledge bases.

Connection Matrices can be seen as extended

decision tables, allowing for fault diagnosis

based on approximate matches between ob-

served exception patterns and expected excep-

tion patterns for predefined faults. Key advan-

tages of this approach are:

• increased robustness against local deviations

between expected and observed system
behavior

• better ability to cope with evolving anoma-

lies and improved early warning capability

increased robustness against sensor failures

improved ability to handle multiple faults

Basically, diagnosing a system for a given

exception vector is performed as follows: First,

the diagnoses are grouped into so called dis-

crimination sets. Each discrimination set con-

sists of diagnoses which are related to the same

set of observed exceptions. Only those discrimi-

nation classes which are related to a set of

exceptions that is not a true subset of the set of

observed exceptions related to another discrimi-

nation class are considered for further process-

ing. At least one member of each of these dis-

crimination classes must be a valid diagnosis,

since it accounts for at least one otherwise

unexplained exception. The members of a

particular discrimination class on the other hand

are competitors, since they account for the same

subset of exceptions. The selection among the

members of a discrimination class is performed

by computing the proximity ratio between the

cardinality of the intersection between observed

exceptions and the exceptions expected for the

particular fault and the cardinality of the set of

exceptions expected for this particular fault.

Figure 3 illustrates an example of the diagnostic

processing.

El

=> E2

=> E3

E4

=> E5

E6

A4

$

lit

Figure 3. Example of a Connection Matrix

In Figure 3 the inputs E 1 to E6 denote excep-

tions, A1 to A4 anomalies (i.e. faults). An

asterisk indicates that the anomaly in the top

most row and the exception in the left most

column are related, i.e. that this anomaly will

cause this exception. Provided that the excep-

tions E2, E3 and E5 are observed, the reasoning

goes as follows:

There are three discrimination classes:

C1 = {A1, A2} which accounts for E2 and E3

C2 = {A3} which accounts for E3 and E5

C3 = {A4 } which accounts for E5

The elements of C3 are discarded, since the

set of exceptions they account for is a true

subset of those the elements of C2 account for.

A3 is selected, since it is the only anomaly

that accounts for E3 and E5 simultaneously.

A2 is preferred over A 1, since it has the

higher proximity ratio (2/3 vs. 1/2).

A3 and A2 remain as final diagnoses, with A 1

being a possible alternative to A2.
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S C HEDULIN G Approach

The TIKON scheduling tool is based on the

Mission Activities and Resources Scheduler

(MARS), a general purpose scheduling tool

developed by DASA/ERNO for scheduling of

space missions. A new MARS feature required

in the scope of the TIKON study is an optimiza-

tion scheduling strategy, which depends on user

defined optimization criteria for a Schedule.

MARS intends to find not only a Schedule

fulfilling all hard constraints but also tries to

optimize the Schedule by pre-selecting Activi-

ties according the optimization criteria before

applying of the Rule system.

Objectives

The scheduling of ROSAT concentrates only

on the pointing phase. During this phase typi-

cally 1800 requests for observations of different

sources must be handled by the system to sched-

ule a period of 6 months. These need to be

scheduled as efficiently as possible to avoid

wasting of valuable observation time.

The observations are basically constrained by:

• must be scheduled within a slot between

particle belts (hard celestrial constraint)

• their visibility (hard celestrial constraint)

• observation instrument (hard operational

constraint)

• time share between observations of different

countries (soft operational constraint)

• Observations must be separated by a slew

operation (hard operational constraint)

Thereby, two principal goals shall be

achieved:

• Generation of a timeline, fulfilling for all

scheduled observation requests the con-

straints

• This timeline shall maximize the observation

time in comparison to the principal available

slot duration during the pointing phase

For TIKON the following functionalities had

to be added to the MARS system:

• Optimizing scheduling process

• Possible interruption of Activities
These functionalities have been added with-

out changing the principal way of the MARS

scheduling method. The advantage is that future

not yet known constraints might well be handled

by the generic MARS data description possibili-

ties and scheduling functionality.

The following approach for the representation

of the ROSAT scheduling problem was used:

• All observable sources are represented by

MARS Resources,which have as discrete

Availability Profiles the time spans where

the source is visible (i.e. could be observed)

or not. These Resources have the type

reusable since they are handled like targets,

which however can only be observed one at

a time.

• An observation request for a source is

represented by a MARS Activity, which

basically has as Resource Request the

specific Resource representing the source to

be pointed at.

• The scheduling process shall schedule

Activities under the following conditions:

• All hard constraints must be fulfilled

• Activities must not be scheduled

parallel, they can be interrupted

• The soft constraints (e.g. country

share) are met as far as possible

• The generated timeline shall approxi-

mate the optimization criteria as far

as possible

For an example of a ROSAT scheduling

situation see Figure 4 (next page).

Scheduling and Optimization Approach

The general MARS Scheduling can be seen

as a heuristic search process, but with a certain

restriction of the search space. This can inhibit
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to find the best solution, but allows to handle

praxis relevant and therefore very complex

problems.

Aim of an optimization is to find a Goal

Schedule Sg which is optimal with respect to
some goal function v:

V(Sg) = Optimal !
The goal function v for a TIKON Schedule is

defined as the percentage of the unused observa-

tion time measured against the available obser-

vation time. Then the best Schedule would use

all available observation time.

The general idea of an optimizing strategy in

MARS is now the following:

Use function v as an estimation of the heuris-

tic function which guides the search process so

that the optimal search path corresponds to the

optimal solution in the sense of the function v.

Even if not the complete search space can be

used, it is hoped that MARS will find a sub-

optimal solution.

The scheduling algorithm was extended by a

pre-selection module which provides the set of

Activities fulfilling all hard constraints and

which would optimize the so far generated

Schedule with respect to v. To provide enough

Activities for further processing also a certain

percentage of sub-optimal candidates is taken

into account. Thereafter the Rule system is

applied to achieve the soft constraints.

CONCLUSION

Although the test phase has just been started

and will continue until end of this year some
first results are:

• improvement for operators through the

hierarchical user interface which allows a

quick orientation

• this interface enables also a reduction of

required training periods for newcomers

• the integration of data acquisition and

diagnosis as well as the presentation of

diagnostic results at various levels of detail

reduces the operator workload and leads to

an accelerated failure diagnosis cycle

The graphical plot facilities of the Schedule

represent a new quality of user information,

e.g. about possible alternatives

The new scheduling approach achieves in

first tests a utilization of 88 percent of the

possible observation time while fulfilling the

soft constraint with a deviation of less than 5

percent.

SI

$2

SLOT SLOT

S1800

C1

C2

Cn

[ O1(S1,C2) _ O2($2,C1) ]]

Slew and Activity Interruption

[ O2($2,CI) I O1(SI,C2) I

Figure 4. ROSAT Scheduling
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SIGNATURE RECOGNITION

Signature recognition is the problem of
identifying an event or events from its time
series. The generic problem has numerous
applications to science and engineering. At
NASA's Johnson Space Center, for example,
mission control personnel, using electronic
displays and strip chart recorders, monitor
telemetry data from three-phase electrical buses
on the Space Shuttle and maintain records of
device activation and disactivation. Since few
electrical devices have sensors to indicate their

actual status, changes of state are inferred from
characteristic current and voltage fluctuations.
Controllers recognize these events both by
examining the waveform signatures and by
listening to audio channels between ground and
crew. Recently the authors have developed a
prototype system that identifies major electrical
events from the telemetry and displays them on a
workstation. Eventually the system will be able
to identify accurately the signatures of over fifty
distinct events in real time, while contending

with noise, intermittent loss of signal,
overlapping events, and other complications.

This system is just one of many possible
signature recognition applications in Mission
Control. While much of the technology

underlying these applications is the same, each
application has unique data characteristics, and
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LAIRD_PTOLEMY.ARC.NASA.GOV
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every control position has its own interface and
performance requirements. There is a need,
therefore, for CASE tools that can reduce the

time to implement a running signature
recognition application from months to weeks or
days. This paper describes our work to date and
our future plans.

DEVELOPING A SIGNATURE
RECOGNITION APPLICATION

A typical signature-recognition application
monitors a data stream and is activated by an

"event," as defined by the satisfaction of certain
conditions. Data is then taken from the data

stream, filtered and converted, and passed to a
pattern-recognition module. The module decides
to what class the event belongs and adjusts the

controller's display. The event may also be
captured for later offline use.
The following six steps are followed in
designing and implementing a signature
recognition application:

1. Identify the users. At Mission Control the
end users (and the domain experts) are
mission controllers.

2. Acquire the data. Training the system to
identify signatures requires that one collect
a set of correctly labeled signatures. Other
information in the form of rules may also be

required. This data is usually in short
supply, either because some events occur
rarely (e.g., engine failures) or because
accurately labeled events are unavailable in
machine-readable form. Ensuring the
accuracy of the training data is, of course,
critical.

3. Design the pattern-recognition method(s).
Along with classical pattern recognition
(PR) methods, more general techniques like
neural networks, genetic algorithms, and
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decision trees are effective and easy to
understand. User confidence in the PR

method is very important: for our users to
accept the application, they need (and want)
to understand the PR method conceptually,

and are unwilling to base decisions upon an
inscrutable answer from a "black box."

4. Design the user interface. Ideally the user
interface should be an integral part of the

system design from inception. Since a
certain amount of experimentation is
needed to ascertain the best presentation, a
flexible interface tool for rapid prototyping
is invaluable.

5. Engineer the system architecture. Online
data typically flow from the input line,
through various filters and formatting
routines, onto and off of queues, to pattern

recognizers, screen displays, and archival
storage. Ensuring that the system can keep
pace with this flow is essential.

6. Evaluate the results. One must plan to
monitor the accuracy and performance of

the running system over time, because the
environment is constantly changing and the

signatures with it.

THE SIGNATURE RECOGNITION
TOOLKIT CONCEPT

Our goal is to automate the above steps to the
extent possible, and to place much of the
specification, implementation, and maintenance
tasks into the hands of the end users. Current

application development environments like AVS,
Khoros, Matlab, etc., are useful for prototyping
but do not produce a real-time application.
Naturally, however, we borrow many ideas from

these existing toolkits.
The task of enlisting the users is, of course,

inherently human, so automation begins with the
data acquisition step. At Johnson Space Center's
Mission Control, flexible subsystems are in place
that distribute telemetry data to the applications.
In order to apply pattern recognition to this
stream, we must identify repeatable event
instances in the available data that can then be

subjected to pattern analysis. Data
segmentation--extracting finite events from the
stream---can be very subtle owing to noise and
other unforeseen properties. Alternately, one can
monitor the stream continuously, treating every

data sample as an event; but when the sample
rate is high, performance requirements will
severely restrict the possible analysis.

A "Data Warehouse" (DW) tool that runs offline
can capture signatures in a database, display
them for for domain experts to examine and
label, and later format them as input to training

programs. The same tool can record rule-based
knowledge from the experts and, later in the
process, help with system performance
monitoring (see below).
The third step (designing a PR technique) can be
substantially automated, but will often entail
some assistance from an expert. Any good
toolbox contains multi-purpose neural network,
decision tree, and genetic algorithm software, as
well as more specialized techniques. But there
are so many problem-specific issues----e.g., the
amount and kind of generalization, measures of

accuracy and confidence, tradeoffs between
speed and power, noise compensation, feature
extraction, training time versus recognition time,
and allowance for future growth in training data
and the number of classification labels--that we

believe that the support of a PR engineer will be
required.
Step four is greatly simplified by today's
interface building tools. Connecting the interface
widgets to the data stream is straightforward
except for the task of ensuring that dataflow
bottlenecks do not lose input data. This task may

require the assistance of a software engineer.
The time to accomplish this task can be mitigated
if the toolbox modules are fitted with calling

interfaces so that they can be "plugged into" one
another without total recompilation, much like
the components on an electronic breadboard.
Finally, part of ongoing performance monitoring
includes the task of having the users validate the

labels assigned by the system, and using the
results to check that the accuracy of the system
does not degrade. We find that classifiers often
need to be retrained. The DW tool can archive

the online events with the system-assigned
labels, collect the results of user validation,
calculate and report the accuracy, and
automatically retrain the classifiers on the most
current samples.
In summary, a signature-application toolkit will

contain the following software components

integrated into a uniform environment:

• A mechanism for capturing data and
segmenting signature events.

• A DataWarehouse tool that saves labeled

events for training and testing and formats
them in various ways for output to software

components. Later this same tool supports
the process of monitoring the performance
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and accuracy of the system over time.

• A library of PR modules that can be trained

to classify events to specified accuracy and
confidence levels.

• An Interface Builder so that end users can

design and maintain their view of the events
as they occur.

• A library of dataflow components equipped
with a flexible module-to-module interface,

so that the system can be assembled simply
by describing the modules and their
connections.

Given this, the users will still need a PR engineer
to define events and evaluate the PR options, and
a software engineer to assemble and debug the
system.

STATUS OF THE SIGNATURE
RECOGNITION TOOLKIT

This description comes mostly from our
experiences constructing prototypes in two
domains. Initial work has begun on a third
domain, and plans are to build several more

prototypes or pre-prototypes in order to converge
on a toolkit specification and design.

Implemented applications.

The two implemented domains are nearly

opposites. One ("EGIU') entails recognizing
about fifty types of events of several seconds'

duration that occur regularly during the mission.
Since unseen (unlabeled) events also occur, the
classifiers must include a "none-of-the-above"

category--a requirement that makes the

recognition task much more challenging.
Additional complications occur because events

can overlap in time, and noise or loss of signal
can obliterate a significant part of the signature.
Archival data is plentiful, but assigning labels to
this data is an expensive, manual process.
The other application, Guidance, Navigation,
and Control (GNC), distinguishes normal from
abnormal signatures in order to help controllers
decide whether the onboard guidance
components are functioning normally. Events
last ten minutes or more. Actual (as opposed to
simulated) failures are, fortunately, extremely

rare, but because of the paucity of data, defining
the appropriate level of generalization from

sparse training data and estimating the
confidence in the classifier are difficult.

Event Detection.

Most of the time the continuous EGIL data

stream contains only noise, indicating

steady-state loads on the onboard devices. By
experimentation, we learned that we could

identify most device activations by
differentiating the data stream and thresholding
the result. This method usually flags events in
such a way that the signatures appear at a
predictable offset in the time window; thus the
pattern recognition modules do not need to
resolve translational ambiguities. Another kind

of translational ambiguity is removed by
subtracting an average initial load value from the
samples passed to the pattern recognition
modules. The pattern recognizers, therefore, see
only the load associated with the device that

triggers the event, without the quiescent (DC)
load due to other devices on the same bus. One

other critical piece of information extracted by
the event detector is which of the three phases on
the electrical bus are active. This information

separates the signature classes into single-phase
and multi-phase classes, making subsequent
discrimination easier.

Data Management.

When managing our training data became a
major headache, we built a DW tool using an
off-the-shelf indexed-file component (GDBM)

and an interpretive X-Windows-based graphical
interface (TCL/TK). The DW runs on Unix

workstations, supports data visualization,
classification, and formatting, and is soon to be
extended for use with post-flight analysis.

System Architecture.

The two applications are running on several
flavors of Unix workstations and interact with
the controllers by means of an X Windows/Motif
interface. All original code is written in C.
Whereas quite a few software modules are

applicable to more than one application, they
may be used in different contexts. For example,
filters to remove bursty noise spikes prior to
processing the data stream are used in both the

EGIL and GNC applications, but they are not
invoked by the same modules nor are they
invoked in quite the same way. In order to reuse
such modules in multiple applications, we
developed an efficient "plug-in" interface to
replace hard-coded connections between
modules.

Each module (data acquisition, spike filter, FFT,
event detector, etc.) is written to conform to a
plug-in interface. Plug-in services include
initialization, termination, data distribution, and

timing. When a module is provided with data via
the data distribution interface, it operates on that
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data and then can request that the plug-in

controller pass output products to the module's
recipients. The connections between processors
and recipients are made separately from the
modules in a dataflow module. The dataflow
modules are presently hand-coded in C; future
versions of the toolbox, however, will provide

the ability to graphically select and connect
modules.

Pattern Recognition.

We have experimented with a variety of

pattern-recognition algorithms in order to build a
library of PR modules. The NETS package
(developed by the Software Technology Branch
at JSC [ 1] has been successful for building
feed-forward neural network classifiers. Ad hoc
network architectures have also been used with

success, notably a basis-function network
combined with principle-components projection
that strongly localizes the set of active function
nodes [4]. Our experiences, positive and

negative, with network classifiers are in
concurrence with those documented by others,

e.g., [31.
We have also implemented a more conventional
statistical classifier that first extracts features
from the events and then applies a Bayesian
discriminant calculated from these feature
values. Since feature extraction is usually a

tricky, manual process, we worried about how
feature-based classifiers might be used in an
automated environment. In response we

developed a method for automating the
feature-extraction process based on a genetic

algorithm. The features constructed by the
algorithm can be used with any classifier
method, including networks and decision trees

[2]. With the addition of Fourier and wavelet
transforms, nearest-neighbor and local-linear
models, our repository of pattern classification

techniques is growing rapidly.

User Interface and Configuration Builders.

Currently each application interacts with the
users via an X-Windows/Motif interface. Work
remains to be done on a user-definable interface

builder tool and a system configuration tool, but
a consensus is developing on what such an
interface should include. For example, the

Mission-Control venue requires that the flight
controllers have a very high confidence in the
correctness of the application's outputs. The
user interface bolsters this confidence by making

available on the display both the signature
waveform and the system classifications.

Controllers can, therefore, correct an occasional

incorrect diagnosis and at the same time develop
confidence in the accuracy of the system.

SUMMARY AND FUTURE PLANS

The results of our work to date on the Automated

Signature Recognition Toolkit present a number
of avenues for future work. One important
direction is to continue development of specific

user applications which contain the core pattern
recognition tool set. As designed, multiple
end-user applications should be easily created
from a common system architecture, revolving

around plug-in pattern recognition modules.
Each end-user application will utilize pattern
recognition techniques tailored to the signals or

patterns for that particular console domain. New
console areas will be added on a regular basis
until all Mission Control Center positions with
relevant data have been evaluated.

Another important direction for this work is to
provide a well defined, categorized database of
patterns for evaluation and testing of various
algorithms. In the process of preparing the
existing tools and evaluating their performance
during Shuttle missions, we have gathered and
classified a large amount of real-world data that
is available offline for testing and comparing

classification algorithms.
Finally, future challenges include the integration
of expert rules with statistical pattern analysis
and utilizing regularities in the temporal

sequence of signature events.
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Abstract

Any attempt to introduce automation into the

monitoring of complex physical systems must
start from a robust anomaly detection capability.
This task is far from straightforward, for a single
definition of what constitutes an anomaly is diffi-
cult to come by. In addition, to make the moni-
toring process efficient, and to avoid the potential
for information overload on human operators, at-
tention focusing must also be addressed. When
an anomaly occurs, more often than not several
sensors are affected, and the partially redundant
information they provide can be confusing, par-
ticularly in a crisis situation where a response is
needed quickly.

The focus of this paper is a new technique for
attention focusing. The technique involves rea-
soning about the distance between two frequency
distributions, and is used to detect both anoma-

lous system parameters and "broken" causal de-
pendencies. These two forms of information to-
gether isolate the locus of anomalous behavior in
the system being monitored.

1 Introduction

Mission Operations personnel at NASA have the task of de-

termining, from moment to moment, whether a space plat-
form is exhibiting behavior which is in any way anomalous,
which could disrupt the operation of the platform, and in the
worst case, could represent a loss of ability to achieve mission
goals. A traditional technique for assisting mission opera-
tors in space-platform health analysis is the establishment of
alarm thresholds for sensors, typically indexed by operating
mode, which summarize which ranges of sensor values imply
the existence of anomalies. Another established technique
for anomaly detection is the comparison of predicted val-

ues from a simulation to actual values received in telemetry.
However, experienced mission operators reason about more
than just alarm threshold crossings and discrepancies between
predicted and actual sensor values: they may ask whether
a sensor is behaving differently than it has in the past, or

of operators--a rapidly developing alarm sequence.

Our approach to introducing automation into real-time sys-
tems monitoring is based on two observations: 1) mission op-
erators employ multiple methods for recognizing anomalies,
and 2) mission operators do not and should not interpret all
sensor data all of the time. We seek an approach for deter-
mining from moment to moment which of the available sensor
data is most informative about the presence of anomalies oc-
curring within a system. The work reported here extends the
anomaly detection capability in the SELMON monitoring sys-
tem [2, 3] by adding an attention focusing capability. This
work complements other work within NASA on empirical
and model-based methods for fault diagnosis of aerospace
platforms [4, 5].

2 Background: The SELMON Approach

Abnormal behavior is always defined as some kind of depar-
ture from normal behavior. Unfortunately, there appears to
be no single, crisp definition of "normal" behavior. In the
traditional monitoring technique of limit-sensing, normal be-
havior is predefined by nominal value ranges for sensors. A
fundamental limitation of this approach is the lack of sensitiv-

ity to context. In the other traditional monitoring technique of
discrepancy detection, normal behavior is obtained by simu-
lating a model of the system being monitored. This approach,
while avoiding the insensitivity to context of the limit-sensing
approach, has its own limitations. The approach is only as
good as the system model. It can be difficult to distinguish
genuine anomalies from errors in the model.

Noting the limitations of the existing monitoring tech-
niques, we have developed an approach to monitoring which is
designed to make the anomaly detection process more robust,
i.e., to reduce the number of undetected anomalies. Towards

this end, we introduce multiple anomaly models, each em-
ploying a different notion of "normal" behavior.

2.1 Anomaly Detection Methods

In this section, we briefly describe some of the methods that

we use to determine when a sensor is reporting anomalous be-
havior. These measures use knowledge about each individual
sensor, without knowledge of any relations among sensors.
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Surprise
Anappealingwayto assesswhethercurrentbehavioris

anomalousornotisviacomparisontopastbehavior.This
is theessenceof thesurprise measure. It is designed to

highlight a sensor which behaves other than it has historically.
Specifically, surprise uses the historical frequency distribution
for the sensor in two ways: To determine the likelihood of

the given current value of the sensor (unusualness), and to
examine the relative likelihoods of different values of the

sensor (informativeness). It is those sensors which display

unlikely values when other values of the sensor are more
likely which get a high surprise score. Surprise is not high
if the only reason a sensor's value is unlikely is that there are

many possible values for the sensor, all equally unlikely.

Alarm Anticipation

The alarm anticipation measure in SELMON performs a

simple form of trend analysis to decide whether or not a sensor
is expected to be in alarm in the future. A straightforward
curve fit is used to project when the sensor will next cross an
alarm threshold, in either direction. A high score means the
sensor will soon enter alarm or will remain there. A low score
means the sensor will remain in the nominal range or emerge
from alarm soon.

Value Change

A change in the value of a sensor may be indicative of an
anomaly. In order to better assess such an event, the value
change measure in SELMON compares a given value change
to historical value changes seen on that sensor. The score

reported is based on the proportion of previous value changes
which were less than the given value change. It is maximum
when the given value change is the greatest value change seen
to date on that sensor. It is minimum when no value change
has occurred in that sensor.

Space limitations preclude describing additional SELMON
anomaly measures which reason about individual sensors and
about system interactions through the use of a causal model.

2.2 Previous Results

In order to assess whether SELMON increased the robustness

of the anomaly detection process, we performed the follow-
ing experiment: We compared SELMON performance to the
performance of the traditional limit-sensing technique in se-
lecting critical sensor subsets specified by a Space Station
Environmental Control and Life Support System (ECLSS)
domain expert, sensors seen by that expert as useful in under-
standing episodes of anomalous behavior in actual historical
data from ECLSS testbed operations.

The experiment asked the following specific question:
How often did SELMON place a "critical" sensor in the top
half of its sensor ordering, based on the anomaly detection
measures?

The performance of a random sensor selection algorithm
would be expected to be about 50%; any particular sensor
would appear in the top half of the sensor ordering about half
the time. Limit-sensing detected the anomalies 76.3% of the
time. SELMON detected the anomalies 95.1% of the time.

These results show SELMON performing considerably bet-

ter than the traditional practice of limit-sensing. They lend
credibility to our premise that the most effective monitoring

system is one which incorporates several models of anoma-
lous behavior. Our aim is to offer a more complete, robust

set of techniques for anomaly detection to make human oper-
ators more effective, or to provide the basis for an automated

monitoring capability.

The following is a specific example of the value added of
SELMON. During an episode in which the ECLSS pre-heater

failed, system pressure (which normally oscillates within a
known range) became stable. This "abnormally normal" be-
havior is not detected by traditional monitoring methods be-
cause the system pressure remains firmly in the nominal range,
where limit-sensing fails to trigger. Furthermore, the fluctuat-
ing behavior of the sensor is not modeled; the predicted value
is an averaged stable value which fails to trigger discrepancy
detection.

3 Attention Focusing

A robust anomaly detection capability provides the core for
monitoring, but only when this capability is combined with
attention focusing does monitoring become both robust and
efficient. Otherwise, the potential problems of information
overload and too many false alarms may defeat the utility of

the monitoring system.

Although many anomalies can be detected by applying
anomaly models to the behavior reported at individual sen-
sors, monitoring also requires reasoning about interactions
occurring in a system and detecting anomalies in behavior

reported by several sensors.
The attention focusing technique developed here uses two

sources of information: historical data describing nominal

system behavior, and causal information describing which
pairs of sensors are constrained to be correlated, due to the
presence of a dependency. The intuition is that the origin and
extent of an anomaly can be determined if the misbehaving

system parameters and the misbehaving causal dependencies
can be identified.

3.1 Two Additional Measures

While SELMON runs, it computes incremental frequency dis-
tributions for all sensors being monitored. These frequency
distributions can be saved as a method for capturing behav-

ior from any episode of interest. Of particular interest are
historical distributions which correspond to nominal system
behavior.

To identify an anomalous sensor, we apply a distance mea-
sure, defined below, to the frequency distribution which rep-
resents recent behavior to the historical frequency distribution

representing nominal behavior. We call the measure simply
distance. To identify a "broken" causal dependency, we first

apply the same distance measure to the historical frequency
distributions for the cause sensor and the effect sensor. This

reference distance is a weak representation of the correlation
that exists between the values of the two sensors due to the

causal dependency. This reference distance is then compared
to the distance between the frequency distributions based on
recent data of the same cause sensor and effect sensor. The dif-
ference between the reference distance and the recent distance
is the measure of the "brokenness" of the causal dependency.
We call this measure causal distance.
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3.2 SomeDefinitions
Defineadistribution D as the vector di such that

Vi, 0 _< d_ _< 1

and
n-I

_-_d,: -- 1
i=0

For a sensor S, we assume that the range of values for the

sensor has been partitioned into n contiguous subranges which
exhaust this range. We construct a frequency distribution as a

vector Ds of length n, where the value of d, is the frequency
with which S has displayed a value in the ith subrange.

We define two special types of frequency distribution. Let
F be the random, or flat distribution where Vi, di = ± Let
S, be the set of "spike" distributions where di= 1 and Vj
i, dj=O.

If our aim was only to compare different frequency distri-
butions of the same sensor, we could use a distance measure

which required the number of partitions, or bins, in the two

distributions to be equal, and the range of values covered by
the distributions to be the same. However, since our aim is
to be able to compare the frequency distributions of different
sensors, these conditions must be relaxed.

3.3 The Distance Measure

The distance measure is computed by projecting the two dis-

tributions into the two-dimensional space [f, s] in polar coor-
dinates and taking the euclidian distance between the projec-
tions.

Define the "flatness" component f(D) of a distribution as
follows:

i=0

This is simply the sum of the bin-by-bin differences be-

tween the given distribution and F. Note that 0 _< f(D) <_ 1.
Also, f(Si) _ 1 as n --_ e_.

Define the "spikeness" component s(D) of a distribution
as:

n,--1
i

i=0

This is simply the centroid value calculation for the distri-
bution. The weighting factor ¢ will be explained in a moment.
Once again, 0 _< s(D) <_ 1.

Now take [f, s] to be polar coordinates Jr, O]. This maps
F to the origin and the S_ to points along an arc on the unit
circle. See Figure I.

Note that we take ¢ = 9" This choice of ¢ guarantees

that A(,..q'o, Sn_l) ---- A(F, S0) = A(F,S,__1) = 1, and all
other distances in the region which is the range of A are by
inspection _< I.

Insensitivity to the number of bins in the two distributions

and the range of values encoded in the distributions is provided
by the [f, s] projection function, which abstracts away from
these properties of the distributions.

Additional details on desired properties of the distance
measure and how they are satisfied by the function A may be
found in [1].

F 1-1

Figure 1: The function A(DI, D2).

3.4 Results

In this section, we report on the results of applying the dis-
tribution distance measure to the task of focusing attention
in monitoring. The distribution distance measure is used to
identify misbehaving nodes (distance) and arcs (causal dis-
tance) in the causal graph of the system being monitored, or
equivalently, detect and isolate the extent of anomalies in the
system being monitored.

Figure 2 shows a causal graph for a portion of the For-
ward Reactive Control System (FRCS) of the Space Shuttle.
SELMON was run on seven episodes describing nominal behav-
ior of the FRCS. The frequency distributions collected during
these runs were merged. Reference distances were computed
for sensors participating in causal dependencies.

SELMON was then run on 13 different fault episodes, rep-
resenting faults such as leaks, sensor failures and regulator

failures. Due to space limitations, only one of these episodes
will be examined here; results were similar for all episodes.
In each fault episode, and for each sensor, the distribution

distance measure was applied to the incremental frequency
distribution collected during the episode and the historical fre-
quency distribution from the merged nominal episodes. These
distances were a measure of the "brokenness" of nodes in the
causal graph; i.e., instantiations of the distance measure.

New distances were computed between the distributions

corresponding to sensors participating in causal dependencies.
The differences between the new distances and the reference

distances for the dependencies were a measure of the "bro-
kenness" of arcs in the causal graph; i.e., instantiations of the
causal distance measure.

The episode of interest involves a leak affecting the first
and second manifolds (jets) on the oxidizer side of the FRCS.

The pressures at these two manifolds drop to vapor pressure.
The dependency between these pressures and the pressure in
the propellant tank is severed because the valve between the
propellant tank and the manifolds is closed. Thus there are

two anomalous system parameters (the manifold pressures)
and two anomalous mechanisms (the agreement between the
propellant and manifold pressures when the valve is open).

The distance and causal distance measures computed for
nodes and arcs in the FRCS causal graph reflect this faulty
behavior. See Figure 3. (To visualize how the distribution
distance measure circumscribes the extent of anomalies, the
coloring of nodes and the width of arcs in the figure are cor-
related with the magnitudes of the associated distance and

causal distance scores, respectively.) The apparent anomaly
at the third manifold is due to a known flaw in the training
simulator which generated the data. The explanation for the
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Figure 2: Causal Graph for the Forward Reactive Control
System (FRCS) of the Space Shuttle.
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Figure 3: A leak fault.

apparent helium tank temperature anomaly is more interest-
ing: in response to the leak, the valve between the propellant
tank and the manifolds closes. The closed system now has
a smaller volume, and since the pressure remains the same,

temperature must rise according to the ideal gas law. SELMON
flags this behavior as anomalous, even though the relevant
causal dependency was not available in the model. In this
case, SELMON helped debug an incomplete model. This he-
lium tank temperature behavior was present in the data for all

six leak episodes.

4 Towards Applications

The approach described in this paper has usability advantages
over other forms of model-based reasoning. The overhead in-

volved in constructing the causal and behavioral models of the

system is minimal. The behavioral model is derived directly
from actual data; no off-line modeling is required. The causal
model is of the simplest form, describing only the existence of

dependencies. For the Shuttle RCS, a 198-node causal graph
was constructed in a single one-and-one-half-hour session be-
tween the author and the domain expert.

SELMON is being applied at the NASA Johnson Space Cen-
ter as a monitoring tool for Space Shuttle Operations and

Space Station Operations. Early applications include the one
for the propulsion (PROP) flight control discipline reported
on here, and ones for the thermal (EECOM) and mechanical

(MMACS) flight control disciplines. An operational SELMON
prototype is available for evaluation by all flight control dis-
ciplines, only requiring that a list of sensors "owned" by that

discipline be provided.
At the Jet Propulsion Laboratory, we are looking at the

problem of onboard downlink determination for the Pluto Fast
Flyby project, now in its early design phase. The spacecraft
will have limited communications capacity and it will not be

possible to transmit all onboard-collected sensor data. Only
four hours of coverage from the Deep Space Network will be

available per week. The challenge is to devise a method for
constructing a suitable summary of a week's worth of sensor
data guaranteed to report on any anomalies which occurred.
The anomaly detection and attention focusing capabilities of

SELMON may be well-suited to this task.

5 Summary

We have described the properties and performance of a dis-
tance measure used to identify misbehavior at sensor loca-
tions and across mechanisms in a system being monitored.

The technique enables the locus of an anomaly to be deter-
mined. This attention focusing capability is combined with a

previously reported anomaly detection capability in a robust,
efficient and informative monitoring system, which is being

applied in mission operations at NASA.
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