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#### Abstract

The existing 2-D $a-\mu$ scheme and $a-\epsilon$ scheme based on the method of space-time conservation element and solution element, which were constructed for solving the linear 2-D unsteady advection-diffusion equation and unsteady advection equation, respectively, are tested here. Also, the $a-\epsilon$ scheme is modified here to become the $\nu-\epsilon$ scheme for solving the nonlinear 2-D inviscid Burgers equation. Numerical solutions of six test problems are presented in comparison with their exact solutions or numerical solutions obtained by traditional finite-difference or finite-element methods. It is demonstrated that the 2-D $a-\mu$, $a-\epsilon$ and $\nu-\epsilon$ schemes can be used to obtain numerical results which are more accurate than those based on some of the traditional methods but without using any artificial tuning in the computation. Similiar to the previous 1-D test problems, the high accuracy and simplicity features of the space-time conservation element and solution element method have been revealed again in the present 2-D test results.


## Introduction

The space-time conservation element and solution element (to be abbreviated as CE/SE) method is a method newly developed by Chang[1-3] for solving conservation equations describing the flow properties. The concept and methodology in this method are significantly different from those in the well-established traditional methods such as finite difference, finite volume, finite element and spectral methods. First, the flux is conserved in time and space because time and space are unified and treated equally. Second, all the dependent variables and their derivatives are considered as individual unknowns to be solved simultaneously at each grid point. And third, the concepts of conservation element (CE) and solution element (SE) are introduced to enforce both the local and global flux conservation without using any ad hoc techniques such as interpolation or extrapolation. It has been proved that this method is superior to many of the traditional methods in accuracy, simplicity and generality. Also, the stability conditions for the numerical schemes based on this method are the same as or less restrictive than those based on the traditional methods. The detailed descriptions of this method can be found in [1-3].

All of the 1-D numerical schemes constructed on the basis of CE/SE method have been tested to show that they are surperior to some traditional methods in both accuracy and stability [2,4]. Recently the two-dimensional versions of the $a-\mu$ scheme, $a-\epsilon$ scheme and Euler solver have also been constructed by Chang [3] based on the same set of design principles.

In this work, the aforementioned 2-D schemes and an extended scheme are tested using several model problems. The 2-D unsteady advection-diffusion equation is solved by use of the $a-\mu$ scheme. The influence of diffusivity on the accuracy of the numerical solution is investigated by comparing with the exact solution. The 2-D pure advection equation is solved using the $a-\epsilon$ scheme with varying $\epsilon$ to study its effect on numerical diffusion. Then the 2-D pure diffusion equation is solved using the $\mu$ scheme, which is a special form of the $a-\mu$ scheme by letting $a_{x}=a_{y}=0$. The numerical results are compared with those obtained by Crank-Nicolson implicit finite-difference and finite-element methods. Furthermore, the $a-\epsilon$ scheme is modified to become the $\nu-\epsilon$ scheme for inviscid Burgers equation. Two test problems are used to demonstrate that the $\nu-\epsilon$ scheme is still more effective than several traditional finite-difference methods in solving nonlinear problems in a much simpler manner.

## Numerical Schemes

## 1. The $a-\mu$ Scheme for Advection-Diffusion Equation

The basic $a-\mu$ scheme is first reviewed, which is constructed for solving the linear advection-diffusion equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+a_{x} \frac{\partial u}{\partial x}+a_{y} \frac{\partial u}{\partial y}=\mu\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right) \tag{1.1}
\end{equation*}
$$

where $a_{x}$ and $a_{y}$ are the constant advection speeds and $\mu$ is the viscosity coefficient. In the space-time Euclidean space $E_{3}$, the integral form of $(1.1)$ is

$$
\begin{equation*}
\iint_{V}(\nabla \cdot \vec{h}) d V=0 \tag{1.2}
\end{equation*}
$$

where $\vec{h}=\left(a_{x} u-\mu \partial u / \partial x, a_{y} u-\mu \partial u / \partial y, u\right)$ and $V$ is an arbitrary space-time region in $E_{3}$. By use of Gauss' divergence theorem, Eq. (1.2) becomes

$$
\begin{equation*}
\oint_{S(V)} \vec{h} \cdot d \vec{s}=0 \tag{1.3}
\end{equation*}
$$

where $S(V)$ is the boundary of region $V$ and $d \vec{s}=d \sigma \vec{n}$ with $d \sigma$ and $\vec{n}$, respectively, being the area and the outward unit normal of a surface element on $S(V)$.

The conservation element (CE) and solution element (SE) are the two basic elements used in the construction of numerical schemes. Some representative $\operatorname{CE}(j, n)$ and $\operatorname{SE}(j, n)$ are depicted in Fig. 1. There are two sets of mesh points $(j, k, n)$ where $j$ and $k$ are spatial mesh indices and $n$ is the time mesh index(see Fig. 1(a)). One of which, denoted as $\Omega_{1}$, is the set of solid circles with $j, k=0, \pm 1, \pm 2, \cdots$ and $n= \pm 1 / 2, \pm 3 / 2, \pm 5 / 2, \cdots$. The other denoted as $\Omega_{2}$, is the set of harrow circles with $j, k=1 / 3,1 / 3 \pm 1,1 / 3 \pm 2, \cdots$ and $n=0, \pm 1, \pm 2, \cdots$. Each mesh point $(j, k, n)$ in $\Omega_{1}$ or $\Omega_{2}$ is associated with three CEs, which are quadrilateral cylinders in space-time, one $S E$, which is the union of three vertical planes, a horizontal plane, and their immediate neighborhood. The CEs and SEs in $\Omega_{1}$, denoted as $\mathrm{CE}_{l}^{(1)}(j, k, n+1 / 2), l=1,2,3$ and $\operatorname{SE}^{(1)}(j, k, n+1 / 2)$ (see Fig. 1(b)(c)), are different from those in $\Omega_{2}$, denoted as $\mathrm{CE}_{l}^{(1)}(j, k, n+1), l=1,2,3$ and $\mathrm{SE}^{(2)}(j, k, n+1)$ (see Fig. $1(\mathrm{~d})(\mathrm{e})$ ). The geometry of the hexagon $A B C D E F$, which appears in the $\mathrm{CEs}(\mathrm{SEs})$ at the mesh points $(j, k, n) \in \operatorname{both} \Omega_{1}$ and $\Omega_{2}$, is determined by three positive parameters $w, b$ and $h($ see Fig. 1(f)).

For any $(j, k, n) \in \Omega$, let

$$
S E(j, k, n)=\left\{\begin{array}{lll}
S E^{(1)}(j, k, n), & \text { if } \quad(j, k, n) \in \Omega_{1}  \tag{1.4}\\
S E^{(2)}(j, k, n), & \text { if } \quad(j, k, n) \in \Omega_{2}
\end{array}\right.
$$

For any $(x, y, t) \in \operatorname{SE}(j, k, n), u(x, y, t)$ and $\vec{h}(x, y, t)$ are approximated by

$$
\begin{equation*}
u^{*}(x, y, t ; j, k, n)=u_{j, k}^{n}+\left(u_{x}\right)_{j, k}^{n}\left(x-x_{j, k}\right)+\left(u_{y}\right)_{j, k}^{n}\left(y-y_{j, k}\right)+\left(u_{t}\right)_{j, k}^{n}\left(t-t^{n}\right) \tag{1.5}
\end{equation*}
$$

and

$$
\begin{gather*}
\vec{h}^{*}(x, y, t ; j, k, n)=\left[a_{x} u^{*}(x, y, t ; j, k, n)-\mu \partial u^{*}(x, y, t ; j, k, n) / \partial x\right. \\
\left.a_{y} u^{*}(x, y, t ; j, k, n)-\mu \partial u^{*}(x, y, t ; j, k, n) / \partial y, u^{*}(x, y, t ; j, k, n)\right] \tag{1.6}
\end{gather*}
$$

where $u_{j, k}^{n},\left(u_{x}\right)_{j, k}^{n},\left(u_{y}\right)_{j, k}^{n}$ and $\left(u_{t}\right)_{j, k}^{n}$ are constant within $\operatorname{SE}(j, k, n)$. The assumption that $u=u^{*}(x, y, t ; j, k, n)$ satisfies (1.1) implies

$$
\begin{equation*}
\left(u_{t}\right)_{j, k}^{n}=-\left[a_{x}\left(u_{x}\right)_{j, k}^{n}+a_{y}\left(u_{y}\right)_{j, k}^{n}\right] \tag{1.7}
\end{equation*}
$$

Substituting (1.7) into (1.5), one has

$$
\begin{equation*}
u^{*}(x, y, t ; j, k, n)=u_{j, k}^{n}+\left(u_{x}\right)_{j, k}^{n}\left[\left(x-x_{j, k}\right)-a_{x}\left(t-t^{n}\right)\right]+\left(u_{y}\right)_{j, k}^{n}\left[\left(y-y_{j, k}\right)-a_{y}\left(t-t^{n}\right)\right] \tag{1.8}
\end{equation*}
$$

Thus there are three independent marching variables, i.e., $u_{j, k}^{n},\left(u_{x}\right)_{j, k}^{n},\left(u_{y}\right)_{j, k}^{n}$ associated with a mesh point $(j, k, n) \in \Omega$.

Considering (1.3) in any arbitrary $\mathrm{CE}_{l}^{(1)}(j, k, n+1 / 2) \in \Omega_{1}$, the approximation is

$$
\begin{equation*}
\oint_{S\left(C E_{l}^{(1)}(j, k, n+1 / 2)\right)} \vec{h}^{*} \cdot d \vec{s}=0, \quad l=1,2,3 \tag{1.9}
\end{equation*}
$$

Similarly, in any arbitrary $\operatorname{CE}_{l}^{(2)}(j, k, n+1) \in \Omega_{2}$, the approximation is

$$
\begin{equation*}
\oint_{S\left(C E_{l}^{(2)}(j, k, n+1)\right)} \vec{h}^{*} \cdot d \vec{s}=0, \quad l=1,2,3 \tag{1.10}
\end{equation*}
$$

As a preliminary for the evaluation of the integrals (1.9) and (1.10), a new coordinate system $(\zeta, \eta)$ shown in Fig. 1(f) is introduced. Some transformed coefficients in the $(\zeta, \eta)$ coordinate which will be used in the following computations are described briefly as following:

$$
\begin{equation*}
\binom{x}{y}=T\binom{\zeta}{\eta}, \quad\binom{a_{\zeta}}{a_{\eta}}=T^{-1}\binom{a_{x}}{a_{y}}, \quad\binom{u_{\zeta}}{u_{\eta}}=T^{t}\binom{u_{x}}{u_{y}} \tag{1.11}
\end{equation*}
$$

where

$$
T=\left(\begin{array}{cc}
\frac{w-b}{\Delta \zeta} & \frac{w+b}{\Delta \eta}  \tag{1.12}\\
-\frac{h}{\Delta \zeta} & \frac{h}{\Delta \eta}
\end{array}\right) \quad T^{-1}=\left(\begin{array}{cc}
\frac{\Delta \zeta}{2 w} & -\frac{(w+b) \Delta \zeta}{2 w h} \\
\frac{\Delta \eta}{2 w} & \frac{(w-b) \Delta \eta}{2 w h}
\end{array}\right)
$$

with

$$
\begin{equation*}
\Delta \zeta=\sqrt{(w-b)^{2}+h^{2}}, \quad \Delta \eta=\sqrt{(w+b)^{2}+h^{2}} \tag{1.13}
\end{equation*}
$$

and $T^{t}$ is the transpose of $T$. Let

$$
\begin{array}{cl}
u_{\zeta}^{+}=\frac{\Delta \zeta}{6} u_{\zeta}, & u_{\eta}^{+}=\frac{\Delta \eta}{6} u_{\eta} \\
\nu_{\zeta}=\frac{3}{2} \frac{\Delta t}{\Delta \zeta} a_{\zeta}, & \nu_{\eta}=\frac{3}{2} \frac{\Delta t}{\Delta \eta} a_{\eta} \tag{1.15}
\end{array}
$$

and

$$
\begin{equation*}
\xi_{\zeta}=\frac{9 \mu \Delta t}{8 w^{2} h^{2}}(\Delta \zeta)^{2}, \quad \xi_{\eta}=\frac{9 \mu \Delta t}{8 w^{2} h^{2}}(\Delta \eta)^{2}, \quad \xi_{\tau}=\frac{9 \mu \Delta t}{8 w^{2} h^{2}}(\Delta \tau)^{2} \tag{1.16}
\end{equation*}
$$

where $\Delta \tau=2 \sqrt{b^{2}+h^{2}}$. Furthermore, let $\sigma_{11}^{(1)+}, \sigma_{11}^{(1)-}, \cdots$ be defined by

$$
\begin{align*}
& \sigma_{11}^{(1) \pm}=1-\nu_{\zeta}-\nu_{\eta}  \tag{1.17}\\
& \sigma_{12}^{(1) \pm}= \pm\left(1-\nu_{\zeta}-\nu_{\eta}\right)\left(1+\nu_{\zeta}\right)+\xi_{\eta}+\xi_{\tau}-\xi_{\zeta}  \tag{1.18}\\
& \sigma_{13}^{(1) \pm}= \pm\left(1-\nu_{\zeta}-\nu_{\eta}\right)\left(1+\nu_{\eta}\right)+\xi_{\zeta}+\xi_{\tau}-\xi_{\eta}  \tag{1.19}\\
& \sigma_{21}^{(1) \pm}=1+\nu_{\zeta}  \tag{1.20}\\
& \sigma_{22}^{(1) \pm}=\mp\left(1+\nu_{\zeta}\right)\left(2-\nu_{\zeta}\right)-2 \xi_{\eta}  \tag{1.21}\\
& \sigma_{23}^{(1) \pm}= \pm\left(1+\nu_{\zeta}\right)\left(1+\nu_{\eta}\right)+\xi_{\zeta}-\xi_{\tau}+\xi_{\eta}  \tag{1.22}\\
& \sigma_{31}^{(1) \pm}=1+\nu_{\eta}  \tag{1.23}\\
& \sigma_{32}^{(1) \pm}= \pm\left(1+\nu_{\eta}\right)\left(1+\nu_{\zeta}\right)+\xi_{\zeta}-\xi_{\tau}+\xi_{\eta}  \tag{1.24}\\
& \sigma_{33}^{(1) \pm}=\mp\left(1+\nu_{\eta}\right)\left(2-\nu_{\eta}\right)-2 \xi_{\zeta}  \tag{1.25}\\
& \sigma_{11}^{(2) \pm}=1+\nu_{\zeta}+\nu_{\eta}  \tag{1.26}\\
& \sigma_{12}^{(2) \pm}=\mp\left(1+\nu_{\zeta}+\nu_{\eta}\right)\left(1-\nu_{\zeta}\right)-\xi_{\eta}-\xi_{\tau}+\xi_{\zeta}  \tag{1.27}\\
& \sigma_{13}^{(2) \pm}=\mp\left(1+\nu_{\zeta}+\nu_{\eta}\right)\left(1-\nu_{\eta}\right)-\xi_{\zeta}-\xi_{\tau}+\xi_{\eta}  \tag{1.28}\\
& \sigma_{21}^{(2) \pm}=1-\nu_{\zeta}  \tag{1.29}\\
& \sigma_{22}^{(2) \pm}= \pm\left(1-\nu_{\zeta}\right)\left(2+\nu_{\zeta}\right)+2 \xi_{\eta}  \tag{1.30}\\
& \sigma_{23}^{(2) \pm}=\mp\left(1-\nu_{\zeta}\right)\left(1-\nu_{\eta}\right)-\xi_{\zeta}+\xi_{\tau}-\xi_{\eta}  \tag{1.31}\\
& \sigma_{31}^{(2) \pm}=1-\nu_{\eta}  \tag{1.32}\\
& \sigma_{32}^{(2) \pm}=\mp\left(1-\nu_{\eta}\right)\left(1-\nu_{\zeta}\right)-\xi_{\zeta}+\xi_{\tau}-\xi_{\eta}  \tag{1.33}\\
& \sigma_{33}^{(2) \pm}= \pm\left(1-\nu_{\eta}\right)\left(2+\nu_{\eta}\right)+2 \xi_{\zeta} \tag{1.34}
\end{align*}
$$

With the above definitions, the final results of (1.9) and (1.10) are:

$$
\begin{align*}
& {\left[\sigma_{11}^{(1)+} u+\sigma_{12}^{(1)+} u_{\zeta}^{+}+\sigma_{13}^{(1)+} u_{\eta}^{+}\right]_{j, k}^{n+1 / 2}=\left[\sigma_{11}^{(1)-} u+\sigma_{12}^{(1)-} u_{\zeta}^{+}+\sigma_{13}^{(1)-} u_{\eta}^{+}\right]_{j+1 / 3, k+1 / 3}^{n}}  \tag{1.35}\\
& {\left[\sigma_{21}^{(1)+} u+\sigma_{22}^{(1)+} u_{\zeta}^{+}+\sigma_{23}^{(1)+} u_{\eta}^{+}\right]_{j, k}^{n+1 / 2}=\left[\sigma_{21}^{(1)-} u+\sigma_{22}^{(1)-} u_{\zeta}^{+}+\sigma_{23}^{(1)-} u_{\eta}^{+}\right]_{j-2 / 3, k+1 / 3}^{n}}  \tag{1.36}\\
& {\left[\sigma_{31}^{(1)+} u+\sigma_{32}^{(1)+} u_{\zeta}^{+}+\sigma_{33}^{(1)+} u_{\eta}^{+}\right]_{j, k}^{n+1 / 2}=\left[\sigma_{31}^{(1)-} u+\sigma_{32}^{(1)-} u_{\zeta}^{+}+\sigma_{33}^{(1)-} u_{\eta}^{+}\right]_{j+1 / 3, k-2 / 3}^{n}}  \tag{1.37}\\
& {\left[\sigma_{11}^{(2)+} u+\sigma_{12}^{(2)+} u_{\zeta}^{+}+\sigma_{13}^{(2)+} u_{\eta}^{+}\right]_{j, k}^{n+1}=\left[\sigma_{11}^{(2)-} u+\sigma_{12}^{(2)-} u_{\zeta}^{+}+\sigma_{13}^{(2)-} u_{\eta}^{+}\right]_{j-1 / 3, k-1 / 3}^{n+1 / 2}}  \tag{1.38}\\
& {\left[\sigma_{21}^{(2)+} u+\sigma_{22}^{(2)+} u_{\zeta}^{+}+\sigma_{23}^{(2)+} u_{\eta}^{+}\right]_{j, k}^{n+1}=\left[\sigma_{21}^{(2)-} u+\sigma_{22}^{(2)-} u_{\zeta}^{+}+\sigma_{23}^{(2)-} u_{\eta}^{+}\right]_{j+2 / 3, k-1 / 3}^{n+1 / 2}}  \tag{1.39}\\
& {\left[\sigma_{31}^{(2)+} u+\sigma_{32}^{(2)+} u_{\zeta}^{+}+\sigma_{33}^{(2)+} u_{\eta}^{+}\right]_{j, k}^{n+1}=\left[\sigma_{31}^{(2)-} u+\sigma_{32}^{(2)-} u_{\zeta}^{+}+\sigma_{33}^{(2)-} u_{\eta}^{+}\right]_{j-1 / 3, k+2 / 3}^{n+1 / 2}} \tag{1.40}
\end{align*}
$$

Let $s_{1}^{(1)}, s_{2}^{(1)}, s_{3}^{(1)}, s_{1}^{(2)}, s_{2}^{(2)}$, and $s_{3}^{(2)}$ denote the expressions on the right sides of (1.35)-(1.40), respectively, and

$$
\begin{align*}
\rho_{21}^{(1)} & =\left[3\left(1+\nu_{\zeta}\right)\left(1+\nu_{\eta}\right)+\left(3+2 \nu_{\zeta}+\nu_{\eta}\right) \xi_{\zeta}+\left(1+\nu_{\eta}\right)\left(\xi_{\eta}-\xi_{\tau}\right)\right] / \Delta^{(1)}  \tag{1.41}\\
\rho_{22}^{(1)} & =\left[-3\left(1+\nu_{\eta}\right)\left(1-\nu_{\zeta}-\nu_{\eta}\right)-\left(3-2 \nu_{\zeta}-\nu_{\eta}\right) \xi_{\zeta}+\left(1+\nu_{\eta}\right)\left(\xi_{\eta}-\xi_{\tau}\right)\right] / \Delta^{(1)}  \tag{1.42}\\
\rho_{23}^{(1)} & =\left[\left(2 \nu_{\zeta}+\nu_{\eta}\right) \xi_{\zeta}+\left(2-\nu_{\eta}\right)\left(\xi_{\tau}-\xi_{\eta}\right)\right] / \Delta^{(1)}  \tag{1.43}\\
\rho_{31}^{(1)} & =\left[3\left(1+\nu_{\zeta}\right)\left(1+\nu_{\eta}\right)+\left(3+\nu_{\zeta}+2 \nu_{\eta}\right) \xi_{\eta}+\left(1+\nu_{\zeta}\right)\left(\xi_{\zeta}-\xi_{\tau}\right)\right] / \Delta^{(1)}  \tag{1.44}\\
\rho_{32}^{(1)} & =\left[\left(\nu_{\zeta}+2 \nu_{\eta}\right) \xi_{\eta}+\left(2-\nu_{\zeta}\right)\left(\xi_{\tau}-\xi_{\zeta}\right)\right] / \Delta^{(1)}  \tag{1.45}\\
\rho_{33}^{(1)} & =\left[-3\left(1+\nu_{\zeta}\right)\left(1-\nu_{\zeta}-\nu_{\eta}\right)-\left(3-\nu_{\zeta}-2 \nu_{\eta}\right) \xi_{\eta}+\left(1+\nu_{\zeta}\right)\left(\xi_{\zeta}-\xi_{\tau}\right)\right] / \Delta^{(1)}  \tag{}\\
\rho_{21}^{(2)} & =\left[-3\left(1-\nu_{\zeta}\right)\left(1-\nu_{\eta}\right)-\left(3-2 \nu_{\zeta}-\nu_{\eta}\right) \xi_{\zeta}+\left(1-\nu_{\eta}\right)\left(\xi_{\tau}-\xi_{\eta}\right)\right] / \Delta^{(2)}  \tag{1.47}\\
\rho_{22}^{(2)} & =\left[3\left(1-\nu_{\eta}\right)\left(1+\nu_{\zeta}+\nu_{\eta}\right)+\left(3+2 \nu_{\zeta}+\nu_{\eta}\right) \xi_{\zeta}+\left(1-\nu_{\eta}\right)\left(\xi_{\tau}-\xi_{\eta}\right)\right] / \Delta^{(2)}  \tag{1.48}\\
\rho_{23}^{(2)} & =\left[\left(2 \nu_{\zeta}+\nu_{\eta}\right) \xi_{\zeta}+\left(2+\nu_{\eta}\right)\left(-\xi_{\tau}+\xi_{\eta}\right)\right] / \Delta^{(2)}  \tag{1.49}\\
\rho_{31}^{(2)} & =\left[-3\left(1-\nu_{\zeta}\right)\left(1-\nu_{\eta}\right)-\left(3-\nu_{\zeta}-2 \nu_{\eta}\right) \xi_{\eta}+\left(1-\nu_{\zeta}\right)\left(-\xi_{\zeta}+\xi_{\tau}\right)\right] / \Delta^{(2)}  \tag{1.50}\\
\rho_{32}^{(2)} & =\left[\left(\nu_{\zeta}+2 \nu_{\eta}\right) \xi_{\eta}+\left(2+\nu_{\zeta}\right)\left(-\xi_{\tau}+\xi_{\zeta}\right)\right] / \Delta^{(2)}  \tag{1.51}\\
\rho_{33}^{(2)} & =\left[3\left(1-\nu_{\zeta}\right)\left(1+\nu_{\zeta}+\nu_{\eta}\right)+\left(3+\nu_{\zeta}+2 \nu_{\eta}\right) \xi_{\eta}+\left(1-\nu_{\zeta}\right)\left(\xi_{\tau}-\xi_{\zeta}\right)\right] / \Delta^{(2)} \tag{1.52}
\end{align*}
$$

where

$$
\begin{align*}
\Delta^{(1)}= & 3\left[3\left(1+\nu_{\zeta}\right)\left(1+\nu_{\eta}\right)\left(1-\nu_{\zeta}-\nu_{\eta}\right)+2\left(1+\nu_{\zeta}\right)\left(1-\nu_{\zeta}-\nu_{\eta}\right) \xi_{\zeta}\right. \\
& \left.+2\left(1+\nu_{\eta}\right)\left(1-\nu_{\zeta}-\nu_{\eta}\right) \xi_{\eta}+2\left(1+\nu_{\zeta}\right)\left(1+\nu_{\eta}\right) \xi_{\tau}+\left(\frac{9 \mu \Delta t}{2 w h}\right)^{2}\right] \tag{1.53}
\end{align*}
$$

$$
\begin{align*}
\Delta^{(2)}= & 3\left[3\left(1-\nu_{\zeta}\right)\left(1-\nu_{\eta}\right)\left(1+\nu_{\zeta}+\nu_{\eta}\right)+2\left(1-\nu_{\zeta}\right)\left(1+\nu_{\zeta}+\nu_{\eta}\right) \xi_{\zeta}\right. \\
& \left.+2\left(1-\nu_{\eta}\right)\left(1+\nu_{\zeta}+\nu_{\eta}\right) \xi_{\eta}+2\left(1-\nu_{\zeta}\right)\left(1-\nu_{\eta}\right) \xi_{\tau}+\left(\frac{9 \mu \Delta t}{2 w h}\right)^{2}\right] \tag{1.54}
\end{align*}
$$

With the assumption of $\Delta^{(1)} \neq 0$ and $\Delta^{(2)} \neq 0$, the final form of the $a-\mu$ scheme are

$$
\begin{gather*}
u_{j, k}^{n+1 / 2}=\left[s_{1}^{(1)}+s_{2}^{(1)}+s_{3}^{(1)}\right] / 3  \tag{1.55}\\
\left(u_{\zeta}^{+}\right)_{j, k}^{n+1 / 2}=\rho_{21}^{(1)} s_{1}^{(1)}+\rho_{22}^{(1)} s_{2}^{(1)}+\rho_{23}^{(1)} s_{3}^{(1)}  \tag{1.56}\\
\left(u_{\eta}^{+}\right)_{j, k}^{n+1 / 2}=\rho_{31}^{(1)} s_{1}^{(1)}+\rho_{32}^{(1)} s_{2}^{(1)}+\rho_{33}^{(1)} s_{3}^{(1)} \tag{1.57}
\end{gather*}
$$

where $(j, k, n+1 / 2) \in \Omega_{1}$, and

$$
\begin{gather*}
u_{j, k}^{n+1}=\left[s_{1}^{(2)}+s_{2}^{(2)}+s_{3}^{(2)}\right] / 3  \tag{1.58}\\
\left(u_{\zeta}^{+}\right)_{j, k}^{n+1}=\rho_{21}^{(2)} s_{1}^{(2)}+\rho_{22}^{(2)} s_{2}^{(2)}+\rho_{23}^{(2)} s_{3}^{(2)}  \tag{1.59}\\
\left(u_{\eta}^{+}\right)_{j, k}^{n+1}=\rho_{31}^{(2)} s_{1}^{(2)}+\rho_{32}^{(2)} s_{2}^{(2)}+\rho_{33}^{(2)} s_{3}^{(2)} \tag{1.60}
\end{gather*}
$$

where $(j, k, n+1) \in \Omega_{2}$.
The $a-\mu$ scheme is second-order accurate in space and time. Detailed derivations and discussions of the stability condition for the $a-\mu$ scheme are referred to [3].

## 2. The $a-\epsilon$ Scheme for Unsteady Advection Equation

Equation (1.1) becomes the pure advection equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+a_{x} \frac{\partial u}{\partial x}+a_{y} \frac{\partial u}{\partial y}=0 \tag{2.1}
\end{equation*}
$$

when $\mu=0$. It is expected that the $a-\mu$ scheme may become unstable as $\mu \rightarrow 0$ for the nonlinear problems. Some modifications are thus needed for its improvement. The CEs in the $a-\mu$ scheme are replaced by

$$
\begin{align*}
& C E^{(1)}(j, k, n+1 / 2) \\
= & {\left[C E_{1}^{(1)}(j, k, n+1 / 2)\right] \cup\left[C E_{2}^{(1)}(j, k, n+1 / 2)\right] \cup\left[C E_{3}^{(1)}(j, k, n+1 / 2)\right] } \tag{2.2}
\end{align*}
$$

where $(j, k, n+1 / 2) \in \Omega_{1}$, and

$$
\begin{align*}
& C E^{(2)}(j, k, n+1) \\
= & {\left[C E_{1}^{(2)}(j, k, n+1)\right] \cup\left[C E_{2}^{(2)}(j, k, n+1)\right] \cup\left[C E_{3}^{(2)}(j, k, n+1)\right] } \tag{2.3}
\end{align*}
$$

where $(j, k, n+1) \in \Omega_{2}$. The total flux leaving the boundary of any new $C E$ is assumed to be zero, i.e.,

$$
\begin{equation*}
\oint_{S\left(C E^{(1)}(j, k, n+1 / 2)\right)} \vec{h}^{*} \cdot d \vec{s}=0 \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\oint_{S\left(C E^{(2)}(j, k, n+1)\right)} \vec{h}^{*} \cdot d \vec{s}=0 \tag{2.5}
\end{equation*}
$$

Substituting (1.17)-(1.34) into (1.35)-(1.40) with $\xi_{\zeta}=\xi_{\eta}=\xi_{\tau}=0$, one obtains

$$
\begin{align*}
& {\left[u+\left(1+\nu_{\zeta}\right) u_{\zeta}^{+}+\left(1+\nu_{\eta}\right) u_{\eta}^{+}\right]_{j, k}^{n+1 / 2}=\left[u-\left(1+\nu_{\zeta}\right) u_{\zeta}^{+}-\left(1+\nu_{\eta}\right) u_{\eta}^{+}\right]_{j+1 / 3, k+1 / 3}^{n}}  \tag{2.6}\\
& {\left[u-\left(2-\nu_{\zeta}\right) u_{\zeta}^{+}+\left(1+\nu_{\eta}\right) u_{\eta}^{+}\right]_{j, k}^{n+1 / 2}=\left[u+\left(2-\nu_{\zeta}\right) u_{\zeta}^{+}-\left(1+\nu_{\eta}\right) u_{\eta}^{+}\right]_{j-2 / 3, k+1 / 3}^{n}}  \tag{2.7}\\
& {\left[u+\left(1+\nu_{\zeta}\right) u_{\zeta}^{+}-\left(2-\nu_{\eta}\right) u_{\eta}^{+}\right]_{j, k}^{n+1 / 2}=\left[u-\left(1+\nu_{\zeta}\right) u_{\zeta}^{+}+\left(2-\nu_{\eta}\right) u_{\eta}^{+}\right]_{j+1 / 3, k-2 / 3}^{n}}  \tag{2.8}\\
& {\left[u-\left(1-\nu_{\zeta}\right) u_{\zeta}^{+}-\left(1-\nu_{\eta}\right) u_{\eta}^{+}\right]_{j, k}^{n+1}=\left[u+\left(1-\nu_{\zeta}\right) u_{\zeta}^{+}+\left(1-\nu_{\eta}\right) u_{\eta}^{+}\right]_{j-1 / 3, k-1 / 3}^{n+1 / 2}}  \tag{2.9}\\
& {\left[u+\left(2+\nu_{\zeta}\right) u_{\zeta}^{+}-\left(1-\nu_{\eta}\right) u_{\eta}^{+}\right]_{j, k}^{n+1}=\left[u-\left(2+\nu_{\zeta}\right) u_{\zeta}^{+}+\left(1-\nu_{\eta}\right) u_{\eta}^{+}\right]_{j+2 / 3, k-1 / 3}^{n+1 / 2}}  \tag{2.10}\\
& {\left[u-\left(1-\nu_{\zeta}\right) u_{\zeta}^{+}+\left(2+\nu_{\eta}\right) u_{\eta}^{+}\right]_{j, k}^{n+1}=\left[u+\left(1-\nu_{\zeta}\right) u_{\zeta}^{+}-\left(2+\nu_{\eta}\right) u_{\eta}^{+}\right]_{j-1 / 3, k+2 / 3}^{n+1 / 2}} \tag{2.11}
\end{align*}
$$

when $\left|\nu_{\zeta}\right| \neq 1,\left|\nu_{\eta}\right| \neq 1$ and $\left|\nu_{\zeta}+\nu_{\eta}\right| \neq 1$. Let $s_{1}^{(1)}, s_{2}^{(1)}, s_{3}^{(1)}, s_{1}^{(2)}, \dot{s}_{2}^{(2)}$, and $\dot{s}_{3}^{(2)}$ denote the expressions on the right sides of (2.6)-(2.11), respectively. From (2.6)-(2.8) and (2.9)(2.11), respectively, one obtains

$$
\begin{align*}
u_{j, k}^{n+1 / 2} & =\frac{1}{3}\left[\left(1-\nu_{\zeta}-u_{\eta}\right) \dot{s}_{1}^{(1)}+\left(1+\nu_{\zeta}\right) \dot{s}_{2}^{(1)}+\left(1+\nu_{\eta}\right) \dot{s}_{3}^{(1)}\right]  \tag{2.12}\\
\left(u_{\zeta}^{0+}\right)_{j, k}^{n+1 / 2} & =\frac{1}{3}\left[\dot{s}_{1}^{(1)}-\dot{s}_{2}^{(1)}\right]  \tag{2.13}\\
\left(u_{\eta}^{\circ+}\right)_{j, k}^{n+1 / 2} & =\frac{1}{3}\left[\dot{s}_{1}^{(1)}-\dot{s}_{3}^{(1)}\right] \tag{2.14}
\end{align*}
$$

where $(j, k, n+1 / 2) \in \Omega_{1}$, and

$$
\begin{align*}
u_{j, k}^{n+1} & =\frac{1}{3}\left[\left(1+\nu_{\zeta}+u_{\eta}\right) \dot{s}_{1}^{(2)}+\left(1-\nu_{\zeta}\right) \dot{s}_{2}^{(2)}+\left(1-\nu_{\eta}\right) s_{3}^{(2)}\right]  \tag{2.15}\\
\left(u_{\zeta}^{\circ+}\right)_{j, k}^{n+1} & =\frac{1}{3}\left[\dot{s}_{2}^{(2)}-\dot{s}_{1}^{(2)}\right]  \tag{2.16}\\
\left(u_{\eta}^{\circ+}\right)_{j, k}^{n+1} & =\frac{1}{3}\left[s_{3}^{(2)}-\dot{s}_{1}^{(2)}\right] \tag{2.17}
\end{align*}
$$

where $(j, k, n+1) \in \Omega_{2}$.

For any $(j, k, n+1 / 2) \in \Omega_{1}$, the numerical analogues of $\left(u_{\zeta}^{+}\right)_{j, k}^{n+1 / 2}$ and $\left(u_{\eta}^{+}\right)_{j, k}^{n+1 / 2}$ using the central-difference approximation are defined as

$$
\begin{equation*}
\left(u_{\zeta}^{\prime+}\right)_{j, k}^{n+1 / 2}=\left(u_{j+1 / 3, k+1 / 3}^{n+1 / 2}-u_{j-2 / 3, k+1 / 3}^{\prime n+1 / 2}\right) / 6 \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(u_{\eta}^{\prime+}\right)_{j, k}^{n+1 / 2}=\left(u_{j+1 / 3, k+1 / 3}^{\prime n+1 / 2}-u_{j+1 / 3, k-2 / 3}^{\prime n+1 / 2}\right) / 6 \tag{2.19}
\end{equation*}
$$

where $u_{j+1 / 3, k+1 / 3}^{\prime n+1 / 2}, u_{j-2 / 3, k+1 / 3}^{\prime n+1 / 2}$, and $u_{j+1 / 3, k-2 / 3}^{\prime n+1 / 2}$ can be computed using

$$
\begin{equation*}
u_{j, k}^{\prime n+1 / 2}=\left(u+\frac{\Delta t}{2} u_{t}\right)_{j, k}^{n} \tag{2.20}
\end{equation*}
$$

Then the first marching step of the $a-\epsilon$ scheme can be expressed by (2.12) and

$$
\begin{align*}
& \left(u_{\zeta}^{+}\right)_{j, k}^{n+1 / 2}=\left(u_{\zeta}^{\prime+}\right)_{j, k}^{n+1 / 2}+(\epsilon-1 / 2)\left(d u_{\zeta}^{+}\right)_{j, k}^{n+1 / 2}  \tag{2.21}\\
& \left(u_{\eta}^{+}\right)_{j, k}^{n+1 / 2}=\left(u_{\eta}^{++}\right)_{j, k}^{n+1 / 2}+(\epsilon-1 / 2)\left(d u_{\eta}^{+}\right)_{j, k}^{n+1 / 2} \tag{2.22}
\end{align*}
$$

where $0 \leq \epsilon \leq 1$, which is a parameter for controling the numerical diffusion, and

$$
\begin{align*}
& \left(d u_{\zeta}^{+}\right)_{j, k}^{n+1 / 2}=2\left[\left(u_{\zeta}^{+}\right)_{j, k}^{n+1 / 2}-\left(u_{\zeta}^{\circ+}\right)_{j, k}^{n+1 / 2}\right]  \tag{2.23}\\
& \left(d u_{\eta}^{+}\right)_{j, k}^{n+1 / 2}=2\left[\left(u_{\eta}^{+}\right)_{j, k}^{n+1 / 2}-\left(u_{\eta}^{\circ+}\right)_{j, k}^{n+1 / 2}\right] \tag{2.24}
\end{align*}
$$

For any $(j, k, n+1) \in \Omega_{2}$, the counterparts to (2.18) and (2.19) are

$$
\begin{equation*}
\left(u_{\zeta}^{\prime+}\right)_{j, k}^{n+1}=\left(u_{j+2 / 3, k-1 / 3}^{\prime n+1}-u_{j-1 / 3, k-1 / 3}^{\prime n+1}\right) / 6 \tag{2.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(u_{\eta}^{\prime+}\right)_{j, k}^{n+1}=\left(u_{j-1 / 3, k+2 / 3}^{\prime n+1}-u_{j-1 / 3, k-1 / 3}^{\prime n+1}\right) / 6 \tag{2.26}
\end{equation*}
$$

where $u_{j-1 / 3, k-1 / 3}^{\prime n+1}, u_{j+2 / 3, k-1 / 3}^{\prime n+1}$, and $u_{j-1 / 3, k+2 / 3}^{\prime n+1}$ can be obtained by using

$$
\begin{equation*}
u_{j, k}^{\prime n+1}=\left(u+\frac{\Delta t}{2} u_{t}\right)_{j, k}^{n+1 / 2} \tag{2.27}
\end{equation*}
$$

Then the second marching step in the $a-\epsilon$ scheme is formed by (2.15) and

$$
\begin{align*}
& \left(u_{\zeta}^{+}\right)_{j, k}^{n+1}=\left(u_{\zeta}^{\prime+}\right)_{j, k}^{n+1}+(\epsilon-1 / 2)\left(d u_{\zeta}^{+}\right)_{j, k}^{n+1}  \tag{2.28}\\
& \left(u_{\eta}^{+}\right)_{j, k}^{n+1}=\left(u_{\eta}^{\prime+}\right)_{j, k}^{n+1}+(\epsilon-1 / 2)\left(d u_{\eta}^{+}\right)_{j, k}^{n+1} \tag{2.29}
\end{align*}
$$

where

$$
\begin{align*}
& \left(d u_{\zeta}^{+}\right)_{j, k}^{n+1}=2\left[\left(u_{\zeta}^{\prime+}\right)_{j, k}^{n+1}-\left(u_{\zeta}^{0+}\right)_{j, k}^{n+1}\right]  \tag{2.30}\\
& \left(d u_{\eta}^{+}\right)_{j, k}^{n+1}=2\left[\left(u_{\eta}^{\prime+}\right)_{j, k}^{n+1}-\left(u_{\eta}^{0+}\right)_{j, k}^{n+1}\right] \tag{2.31}
\end{align*}
$$

Next, the weighted-average counterparts to $\left(u_{\zeta}^{\prime+}\right)_{j, k}^{n}$ and $\left(u_{\eta}^{\prime+}\right)_{j, k}^{n}$ in the $a-\epsilon$ scheme are introduced. As a preliminary, for $(j, k, n+1 / 2) \in \Omega_{1}$, let

$$
\begin{align*}
x_{1} & =u_{j+1 / 3, k+1 / 3}^{\prime n+1 / 2}-u_{j, k}^{n+1 / 2}  \tag{2.32}\\
x_{2} & =u_{j-2 / 3, k+1 / 3}^{\prime n+1 / 2}-u_{j, k}^{n+1 / 2}  \tag{2.33}\\
x_{3} & =u_{j+1 / 3, k-2 / 3}^{n+1 / 2}-u_{j, k}^{n+1 / 2} \tag{2.34}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\theta_{l}\right)_{j, k}^{n+1 / 2}=\left[\sqrt{\left(u_{x}^{(l)}\right)^{2}+\left(u_{y}^{(l)}\right)^{2}}\right]_{j, k}^{n+1 / 2}, \quad l=1,2,3 \tag{2.35}
\end{equation*}
$$

where

$$
\begin{align*}
\left(u_{x}^{(1)}\right)_{j, k}^{n+1 / 2}=-\frac{3}{2 w}\left(x_{2}+x_{3}\right) & \left(u_{y}^{(1)}\right)_{j, k}^{n+1 / 2}=\frac{(3 b+w) x_{2}+(3 b-w) x_{3}}{2 w h}  \tag{2.36}\\
\left(u_{x}^{(2)}\right)_{j, k}^{n+1 / 2}=\frac{3 x_{1}}{2 w} & \left(u_{y}^{(2)}\right)_{j, k}^{n+1 / 2}=-\frac{(3 b+w) x_{1}+2 w x_{3}}{2 w h}  \tag{2.37}\\
\left(u_{x}^{(3)}\right)_{j, k}^{n+1 / 2}=\frac{3 x_{1}}{2 w} & \left(u_{y}^{(3)}\right)_{j, k}^{n+1 / 2}=\frac{(w-3 b) x_{1}+2 w x_{2}}{2 w h} \tag{2.38}
\end{align*}
$$

For any $\alpha \geq 0$, the weighted-average counterparts to $u_{\zeta}^{\prime+}$ and $u_{\eta}^{\prime+}$ are

$$
u_{\zeta}^{w+}=\left\{\begin{array}{rcc}
0, & \text { if } & \theta_{1}=\theta_{2}=\theta_{3}=0  \tag{2.39}\\
\frac{\left(\theta_{2} \theta_{3}\right)^{\alpha} u_{\zeta}^{(1)+}+\left(\theta_{3} \theta_{1}\right)^{\alpha} u_{\zeta}^{(2)+}+\left(\theta_{1} \theta_{2}\right)^{\alpha} u_{\zeta}^{(3)+}}{\left(\theta_{1} \theta_{2}\right)^{\alpha}+\left(\theta_{2} \theta_{3}\right)^{\alpha}+\left(\theta_{3} \theta_{1}\right)^{\alpha}}, & & \text { otherwise }
\end{array}\right.
$$

and

$$
u_{\eta}^{w+}=\left\{\begin{array}{rcc}
0, & \text { if } & \theta_{1}=\theta_{2}=\theta_{3}=0  \tag{2.40}\\
\frac{\left(\theta_{2} \theta_{3}\right)^{\alpha} u_{\eta}^{(1)+}+\left(\theta_{3} \theta_{1}\right)^{\alpha} u_{\eta}^{(2)+}+\left(\theta_{1} \theta_{2}\right)^{\alpha} u_{\eta}^{(3)+}}{\left(\theta_{1} \theta_{2}\right)^{\alpha}+\left(\theta_{2} \theta_{3}\right)^{\alpha}+\left(\theta_{3} \theta_{1}\right)^{\alpha}}, & & \text { otherwise }
\end{array}\right.
$$

where

$$
\begin{align*}
\left(u_{\zeta}^{(1)+}\right)_{j, k}^{n+1 / 2}=-\left(2 x_{2}+x_{3}\right) / 6 & \left(u_{\eta}^{(1)+}\right)_{j, k}^{n+1 / 2}=-\left(x_{2}+2 x_{3}\right) / 6  \tag{2.41}\\
\left(u_{\zeta}^{(2)+}\right)_{j, k}^{n+1 / 2}=\left(2 x_{1}+x_{3}\right) / 6 & \left(u_{\eta}^{(2)+}\right)_{j, k}^{n+1 / 2}=\left(x_{1}-x_{3}\right) / 6 \tag{2.42}
\end{align*}
$$

$$
\begin{equation*}
\left(u_{\zeta}^{(3)+}\right)_{j, k}^{n+1 / 2}=\left(x_{1}-x_{2}\right) / 6 \quad\left(u_{\eta}^{(3)+}\right)_{j, k}^{n+1 / 2}=\left(2 x_{1}+x_{2}\right) / 6 \tag{2.43}
\end{equation*}
$$

For $(j, k, n+1) \in \Omega_{2}$, there are

$$
\begin{align*}
& y_{1}=u_{j-1 / 3, k-1 / 3}^{\prime n+1}-u_{j, k}^{n+1}  \tag{2.44}\\
& y_{2}=u_{j+2 / 3, k-1 / 3}^{\prime n+1}-u_{j, k}^{n+1}  \tag{2.45}\\
& y_{3}=u_{j-1 / 3, k+2 / 3}^{\prime n+1}-u_{j, k}^{n+1} \tag{2.46}
\end{align*}
$$

The counterparts to (2.41)-(2.43) and (2.36)-(2.38) are, respectively,

$$
\begin{array}{cc}
\left(u_{\zeta}^{(1)+}\right)_{j, k}^{n+1}=\left(2 y_{2}+y_{3}\right) / 6 & \left(u_{\eta}^{(1)+}\right)_{j, k}^{n+1}=\left(y_{2}+2 y_{3}\right) / 6 \\
\left(u_{\zeta}^{(2)+}\right)_{j, k}^{n+1}=-\left(2 y_{1}+y_{3}\right) / 6 & \left(u_{\eta}^{(2)+}\right)_{j, k}^{n+1}=-\left(y_{1}-y_{3}\right) / 6 \\
\left(u_{\zeta}^{(3)+}\right)_{j, k}^{n+1}=-\left(y_{1}-y_{2}\right) / 6 & \left(u_{\eta}^{(3)+}\right)_{j, k}^{n+1}=-\left(2 y_{1}+y_{2}\right) / 6 \tag{2.49}
\end{array}
$$

and

$$
\begin{align*}
\left(u_{x}^{(1)}\right)_{j, k}^{n+1}=\frac{3}{2 w}\left(y_{2}+y_{3}\right) & \left(u_{y}^{(1)}\right)_{j, k}^{n+1}=-\frac{(3 b+w) y_{2}+(3 b-w) y_{3}}{2 w h}  \tag{2.50}\\
\left(u_{x}^{(2)}\right)_{j, k}^{n+1}=-\frac{3 y_{1}}{2 w} & \left(u_{y}^{(2)}\right)_{j, k}^{n+1}=\frac{(3 b+w) y_{1}+2 w y_{3}}{2 w h}  \tag{2.51}\\
\left(u_{x}^{(3)}\right)_{j, k}^{n+1}=-\frac{3 y_{1}}{2 w} & \left(u_{y}^{(3)}\right)_{j, k}^{n+1}=-\frac{(w-3 b) y_{1}+2 w y_{2}}{2 w h} \tag{2.52}
\end{align*}
$$

Equation (2.35) is still valid after changing the index $(n+1 / 2)$ into $(n+1)$. With the above definitions, (2.39) and (2.40) can be used as the the weighted-average part for a mesh point $(j, k, n+1) \in \Omega_{2}$.

Finally, the weighted-average $a-\epsilon$ scheme is generalized. The first marching step is formed by (2.12),

$$
\begin{equation*}
\left(u_{\zeta}^{+}\right)_{j, k}^{n+1 / 2}=\left(u_{\zeta}^{w+}\right)_{j, k}^{n+1 / 2}+(\epsilon-1 / 2)\left(d u_{\zeta}^{+}\right)_{j, k}^{n+1 / 2} \tag{2.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(u_{\eta}^{+}\right)_{j, k}^{n+1 / 2}=\left(u_{\eta}^{w+}\right)_{j, k}^{n+1 / 2}+(\epsilon-1 / 2)\left(d u_{\eta}^{+}\right)_{j, k}^{n+1 / 2} \tag{2.54}
\end{equation*}
$$

where $(j, k, n+1 / 2) \in \Omega_{1}$. The second marching step is formed by (2.15),

$$
\begin{equation*}
\left(u_{\zeta}^{+}\right)_{j, k}^{n+1}=\left(u_{\zeta}^{w+}\right)_{j, k}^{n+1}+(\epsilon-1 / 2)\left(d u_{\zeta}^{+}\right)_{j, k}^{n+1} \tag{2.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(u_{\eta}^{+}\right)_{j, k}^{n+1}=\left(u_{\eta}^{w+}\right)_{j, k}^{n+1}+(\epsilon-1 / 2)\left(d u_{\eta}^{+}\right)_{j, k}^{n+1} \tag{2.56}
\end{equation*}
$$

where $(j, k, n+1) \in \Omega_{2}$.
The accuracy of the $a-\epsilon$ scheme is the same as that of the $a-\mu$ scheme. The stability condition is discussed in [3].

## 3. The $\mu$ Scheme for Unsteady Diffusion Equation

The unsteady diffusion equation is a typical parabolic second-order partial differential equation. It is a special form of Eq. (1.1) with $a_{x}=a_{y}=0$,

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\mu\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right) \tag{3.1}
\end{equation*}
$$

For the interior CEs, the $\mu$ scheme is a special form of the $a-\mu$ scheme by letting $\nu_{\zeta}=\nu_{\eta}=0$. For the boundary CEs, the scheme depends on the boundary conditions. If one flow variable is unknown at the boundary mesh points, only one conservation relation is needed. Referred to Fig. 2, for the boundary mesh point $(j, k, n+1 / 2) \in \Omega_{1}$, Eqs. (1.35), (1.36) and (1.37) can be obtained on the boundary at $x=0$ with $k=2,4,6, \cdots, n y-1$, at $y=0$ with $j=1,3,5, \cdots, n x-1$, and at $y=1$ with $j=1,3,5, \cdots, n x-1$, respectively. For the boundary mesh point $(j, k, n+1) \in \Omega_{2}$, Eqs. (1.38), (1.40) and (1.39) can be obtained on the boundary mesh points at $x=1$ with $k=3,5,7, \cdots, n y-2$, at $y=0$ with $j=2,4,6, \cdots, n x-2$, and at $y=1$ with $j=2,4,6, \cdots, n x-2$, respectively.

It is assumed that the value of $\left(u_{x}\right)_{j, k}^{n}$ is unknown on the boundaries at $x=0$ and $x=1$ and the value of $\left(u_{y}\right)_{j, k}^{n}$ is unknown on the boundaries at $y=0$ and $y=1$, respectively. And we know

$$
\begin{align*}
\left(u_{\zeta}^{+}\right)_{j, k}^{n} & =\left[(w-b)\left(u_{x}\right)_{j, k}^{n}-h\left(u_{y}\right)_{j, k}^{n}\right] / 6  \tag{3.2}\\
\left(u_{\eta}^{+}\right)_{j, k}^{n} & =\left[(w+b)\left(u_{x}\right)_{j, k}^{n}+h\left(u_{y}\right)_{j, k}^{n}\right] / 6 \tag{3.3}
\end{align*}
$$

Substituting (3.2) and (3.3) into (1.35)-(1.40), one can obtain

$$
\begin{gather*}
\left(u_{x}\right)_{1, k}^{n}=\frac{6 s_{1}^{(1)}-6 \sigma_{11}^{(1)+} u_{1, k}^{n+1 / 2}+h \sigma_{12}^{(1)+}\left(u_{y}\right)_{1, k}^{n+1 / 2}-h \sigma_{13}^{(1)+}\left(u_{y}\right)_{1, k}^{n+1 / 2}}{\sigma_{12}^{(1)+}(w-b)+\sigma_{13}^{(1)+}(w+b)}  \tag{3.4}\\
\left(u_{y}\right)_{j, 1}^{n+1 / 2}=\frac{6 s_{2}^{(1)}-6 \sigma_{21}^{(1)+} u_{j, 1}^{n+1 / 2}-(w-b) \sigma_{22}^{(1)+}\left(u_{x}\right)_{j, 1}^{n+1 / 2}-(w+b) \sigma_{23}^{(1)+}\left(u_{x}\right)_{j, 1}^{n+1 / 2}}{h\left(-\sigma_{22}^{(1)+}+\sigma_{23}^{(1)+}\right)}  \tag{3.5}\\
\left(u_{y}\right)_{j, n y}^{n+1 / 2}=\frac{6 s_{3}^{(1)}-6 \sigma_{31}^{(1)+} u_{j, n y}^{n+1 / 2}-(w-b) \sigma_{32}^{(1)+}\left(u_{x}\right)_{j, n y}^{n+1 / 2}-(w+b) \sigma_{33}^{(1)+}\left(u_{x}\right)_{j, n y}^{n+1 / 2}}{h\left(-\sigma_{32}^{(1)+}+\sigma_{33}^{(1)+}\right)} \tag{3.6}
\end{gather*}
$$

for the boundary mesh points $(j, k, n+1 / 2) \in \Omega_{1}$, and

$$
\begin{gather*}
\left(u_{x}\right)_{n x, k}^{n+1}=\frac{6 s_{1}^{(2)}-6 \sigma_{11}^{(2)+} u_{n x, k}^{n+1}+h \sigma_{12}^{(2)+}\left(u_{y}\right)_{n x, k}^{n+1}-h \sigma_{13}^{(2)+}\left(u_{y}\right)_{n x, k}^{n+1}}{\sigma_{12}^{(2)+}(w-b)+\sigma_{13}^{(2)+}(w+b)},  \tag{3.7}\\
\left(u_{y}\right)_{j, 1}^{n+1}=\frac{6 s_{3}^{(2)}-6 \sigma_{31}^{(2)+} u_{j, 1}^{n+1}-(w-b) \sigma_{32}^{(2)+}\left(u_{x}\right)_{j, 1}^{n+1}-(w+b) \sigma_{33}^{(2)+}\left(u_{x}\right)_{j, 1}^{n+1}}{h\left(-\sigma_{32}^{(2)+}+\sigma_{33}^{(2)+}\right)}  \tag{3.8}\\
\left(u_{y}\right)_{j, n y}^{n+1}=\frac{6 s_{2}^{(2)}-6 \sigma_{21}^{(2)+} u_{j, n y}^{n+1}-(w-b) \sigma_{22}^{(2)+}\left(u_{x}\right)_{j, n y}^{n+1}-(w+b) \sigma_{23}^{(2)+}\left(u_{x}\right)_{j, n y}^{n+1}}{h\left(-\sigma_{22}^{(2)+}+\sigma_{23}^{(2)+}\right)} \tag{3.9}
\end{gather*}
$$

for the boundary mesh points $(j, k, n+1) \in \Omega_{2}$.
Equations (3.4)-(3.9) are the $\mu$ scheme for the boundary mesh points. Once $\left(u_{x}\right)_{j, k}^{n}$ and $\left(u_{y}\right)_{j, k}^{n}$ become known, $\left(u_{\zeta}\right)_{j, k}^{n}$ and $\left(u_{\eta}\right)_{j, k}^{n}$ can be obtained using (3.2) and (3.3). Note that $\nu_{\zeta}=\nu_{\eta}=0$ in $\sigma_{11}^{(1)+}, \sigma_{12}^{(1)+}, \cdots$ and $s_{1}^{1}, s_{2}^{(1)}, \cdots$ in (3.4)-(3.9). The $\mu$ scheme is characterized only by the diffusion numbers $\xi_{\zeta}, \xi_{\eta}, \xi_{\tau}$ and is unconditionally stable with the same accuracy as the $a-\mu$ scheme.

## 4. The $\nu-\epsilon$ Scheme for Inviscid Burgers Equation

The inviscid Burgers equation in conservative form is

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y}=0 \tag{4.1}
\end{equation*}
$$

where $f=0.5 u^{2}$. Its integral form in the space-time $E_{3}$ is the same as (1.3), except $\vec{h}=(f, f, u)$ here. Some additional definitions cooresponding to $f$ are

$$
\begin{gather*}
f^{u}=\partial f / \partial u=u, \quad f=0.5 f^{u} u  \tag{4.2}\\
f_{x}=\partial f / \partial x=f^{u} u_{x}, \quad f_{y}=\partial f / \partial y=f^{u} u_{y}, \quad f_{t}=\partial f / \partial t=f^{u} u_{t} \tag{4.3}
\end{gather*}
$$

Similarly, $f(x, y, t ; j, k, n)$ is approximated by

$$
\begin{equation*}
f^{*}(x, y, t ; j, k, n)=f_{j, k}^{n}+\left(f_{x}\right)_{j, k}^{n}\left(x-x_{j, k}\right)+\left(f_{y}\right)_{j, k}^{n}\left(y-y_{j, k}\right)+\left(f_{t}\right)_{j, k}^{n}\left(t-t^{n}\right) \tag{4.4}
\end{equation*}
$$

thus

$$
\begin{equation*}
\vec{h}^{*}(x, y, t ; j, k, n)=\left(f^{*}(x, y, t ; j, k, n), f^{*}(x, y, t ; j, k, n), u^{*}(x, y, t ; j, k, n)\right) \tag{4.5}
\end{equation*}
$$

Note that $\left(f_{x}\right)_{j, k}^{n},\left(f_{y}\right)_{j, k}^{n}$, and $\left(f_{t}\right)_{j, k}^{n}$ are functions of $(u)_{j, k}^{n},\left(u_{x}\right)_{j, k}^{n},\left(u_{y}\right)_{j, k}^{n}$, and $\left(u_{t}\right)_{j, k}^{n}$. From the assumption of

$$
\begin{equation*}
\frac{\partial u^{*}(x, y, t ; j, k, n)}{\partial t}+\frac{\partial f^{*}(x, y, t ; j, k, n)}{\partial x}+\frac{\partial f^{*}(x, y, t ; j, k, n)}{\partial y}=0 \tag{4.6}
\end{equation*}
$$

one obtains

$$
\begin{equation*}
u_{t}=-f_{x}-f_{y}=-\left(f^{u} u_{x}+f^{u} u_{y}\right) \tag{4.7}
\end{equation*}
$$

One can conclude that there are also three independent variables, namely $(u)_{j, k}^{n},\left(u_{x}\right)_{j, k}^{n}$, and $\left(u_{y}\right)_{j, k}^{n}$, associated with each mesh point $(j, k, n) \in \Omega$.

Furthermore, the corresponding coefficients in the $(\zeta, \eta)$ coordinate are

$$
\begin{equation*}
\binom{f^{\zeta}}{f^{\eta}}=T^{-1}\binom{f^{u}}{f^{u}}, \quad\binom{f^{\zeta+}}{f^{\eta+}}=\frac{3}{2} \Delta t\binom{f^{\zeta} / \Delta \zeta}{f^{\eta} / \Delta \eta} \tag{4.8}
\end{equation*}
$$

Then the counterparts to (1.17)-(1.34) are:

$$
\begin{align*}
& \bar{\sigma}_{11}^{(1) \pm}=1-0.5 f^{\zeta+}-0.5 f^{\eta+}  \tag{4.9}\\
& \bar{\sigma}_{12}^{(1) \pm}= \pm\left(1-f^{\zeta+}-f^{\eta+}\right)\left(1+f^{\zeta+}\right)  \tag{4.10}\\
& \bar{\sigma}_{13}^{(1) \pm}= \pm\left(1-f^{\zeta+}-f^{\eta+}\right)\left(1+f^{\eta+}\right)  \tag{4.11}\\
& \bar{\sigma}_{21}^{(1) \pm}=1+0.5 f^{\zeta+}  \tag{4.12}\\
& \bar{\sigma}_{22}^{(1) \pm}=\mp\left(1+f^{\zeta+}\right)\left(2-f^{\zeta+}\right)  \tag{4.13}\\
& \bar{\sigma}_{23}^{(1) \pm}= \pm\left(1+f^{\zeta+}\right)\left(1+f^{\eta+}\right)  \tag{4.14}\\
& \bar{\sigma}_{31}^{(1) \pm}=1+0.5 f^{\eta+}  \tag{4.15}\\
& \bar{\sigma}_{32}^{(1) \pm}= \pm\left(1+f^{\eta+}\right)\left(1+f^{\zeta+}\right)  \tag{4.16}\\
& \bar{\sigma}_{33}^{(1) \pm}=\mp\left(1+f^{\eta}\right)\left(2-f^{\eta+}\right)  \tag{4.17}\\
& \bar{\sigma}_{11}^{(2) \pm}=1+0.5 f^{\zeta+}+0.5 f^{\eta+}  \tag{4.18}\\
& \bar{\sigma}_{12}^{(2) \pm}=\mp\left(1+f^{\zeta+}+f^{\eta+}\right)\left(1-f^{\zeta+}\right)  \tag{4.19}\\
& \bar{\sigma}_{13}^{(2) \pm}=\mp\left(1+f^{\zeta+}+f^{\eta+}\right)\left(1-f^{\eta+}\right)  \tag{4.20}\\
& \bar{\sigma}_{21}^{(2) \pm}=1-0.5 f^{\zeta+}  \tag{4.21}\\
& \bar{\sigma}_{22}^{(2) \pm}= \pm\left(1-f^{\zeta+}\right)\left(2+f^{\zeta+}\right)  \tag{4.22}\\
& \bar{\sigma}_{23}^{(2) \pm}=\mp\left(1-f^{\zeta+}\right)\left(1-f^{\eta+}\right)  \tag{4.23}\\
& \bar{\sigma}_{31}^{(2) \pm}=1-0.5 f^{\eta+}  \tag{4.24}\\
& \bar{\sigma}_{32}^{(2) \pm}=\mp\left(1-f^{\eta+}\right)\left(1-f^{\zeta+}\right)  \tag{4.25}\\
& \bar{\sigma}_{33}^{(2) \pm}= \pm\left(1-f^{\eta+}\right)\left(2+f^{\eta+}\right) \tag{4.26}
\end{align*}
$$

Let $\bar{s}_{1}^{(1)}, \bar{s}_{2}^{(1)}, \bar{s}_{3}^{(1)}, \bar{s}_{1}^{(2)}, \bar{s}_{2}^{(2)}$, and $\bar{s}_{3}^{(2)}$ denote the expressions on the right sides of (1.35)(1.40), in which $\sigma_{11}^{(1)+}, \sigma_{11}^{(1)-}, \ldots$ are replaced by $\bar{\sigma}_{11}^{(1)+}, \bar{\sigma}_{11}^{(1)-}, \ldots$. From (1.35)-(1.37) and
(1.38)-(1.40), respectively, one obtains

$$
\begin{align*}
u_{j, k}^{n+1 / 2}= & \frac{1}{3}\left[\bar{s}_{1}^{(1)}+\bar{s}_{2}^{(1)}+\bar{s}_{3}^{(1)}\right]  \tag{4.27}\\
\left(u_{\zeta}^{0+}\right)_{j, k}^{n+1 / 2}= & \frac{1}{3}\left\{\left[\bar{s}_{1}^{(1)}-\left(\bar{\sigma}_{11}^{(1)+} u\right)_{j, k}^{n+1 / 2}\right] /\left(2 \bar{\sigma}_{11}^{(1)+}-1\right)_{j, k}^{n+1 / 2}\right. \\
& \left.-\left[\bar{s}_{2}^{(1)}-\left(\bar{\sigma}_{21}^{(1)+} u\right)_{j, k}^{n+1 / 2}\right] /\left(2 \bar{\sigma}_{21}^{(1)+}-1\right)_{j, k}^{n+1 / 2}\right\}  \tag{4.28}\\
\left(u_{\eta}^{0+}\right)_{j, k}^{n+1 / 2}= & \frac{1}{3}\left\{\left[\bar{s}_{1}^{(1)}-\left(\bar{\sigma}_{11}^{(1)+} u\right)_{j, k}^{n+1 / 2}\right] /\left(2 \bar{\sigma}_{11}^{(1)+}-1\right)_{j, k}^{n+1 / 2}\right. \\
& \left.-\left[\bar{s}_{3}^{(1)}-\left(\bar{\sigma}_{31}^{(1)+} u\right)_{j, k}^{n+1 / 2}\right] /\left(2 \bar{\sigma}_{31}^{(1)+}-1\right)_{j, k}^{n+1 / 2}\right\} \tag{4.29}
\end{align*}
$$

for any $(j, k, n+1 / 2) \in \Omega_{1}$, and

$$
\begin{align*}
u_{j, k}^{n+1}= & \frac{1}{3}\left[\bar{s}_{1}^{(2)}+\bar{s}_{2}^{(2)}+\bar{s}_{3}^{(2)}\right]  \tag{4.30}\\
\left(u_{\zeta}^{0+}\right)_{j, k}^{n+1}= & \frac{1}{3}\left\{\left[\bar{s}_{2}^{(2)}-\left(\bar{\sigma}_{21}^{(2)+} u\right)_{j, k}^{n+1}\right] /\left(2 \bar{\sigma}_{21}^{(2)+}-1\right)_{j, k}^{n+1}\right. \\
& \left.-\left[\bar{s}_{1}^{(2)}-\left(\bar{\sigma}_{11}^{(2)+} u\right)_{j, k}^{n+1}\right] /\left(2 \bar{\sigma}_{11}^{(2)+}-1\right)_{j, k}^{n+1}\right\}  \tag{4.31}\\
\left(u_{\eta}^{0+}\right)_{j, k}^{n+1}= & \frac{1}{3}\left\{\left[\bar{s}_{3}^{(2)}-\left(\bar{\sigma}_{31}^{(2)+} u\right)_{j, k}^{n+1}\right] /\left(2 \bar{\sigma}_{31}^{(2)+}-1\right)_{j, k}^{n+1}\right. \\
& \left.-\left[\bar{s}_{1}^{(2)}-\left(\bar{\sigma}_{11}^{(2)+} u\right)_{j, k}^{n+1}\right] /\left(2 \bar{\sigma}_{11}^{(2)+}-1\right)_{j, k}^{n+1}\right\} \tag{4.32}
\end{align*}
$$

for any $(j, k, n+1) \in \Omega_{2}$.
Equations (2.18)-(2.56) are valid in the weighted-average $\nu-\epsilon$ scheme. The accuracy of $\nu-\epsilon$ scheme is also second-order in time and space. The stability condition is the same as that of $a-\epsilon$ scheme with $\nu_{\zeta}$ and $\nu_{\eta}$ replaced by $f^{\zeta+}$ and $f^{\eta+}$ which are not constants any more.

## Test Problems and Discussions

All of the two-dimensional schemes described in the previous section are tested using standard model problems. The numerical results are compared with either the exact solutions or the numerical solutions obtained by some traditional finite-difference or finiteelement methods to examine their accuracy, simplicity and effectiveness.

## 1. Test of the $a-\mu$ Scheme

The translating Gaussian hill problem that was solved by using Taylor-Galerkin finiteelement method in [5] is investigated here again. The governing equation is

$$
\frac{\partial u}{\partial t}+a_{x} \frac{\partial u}{\partial x}+a_{y} \frac{\partial u}{\partial y}=\mu\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right), \quad-1 \leq x \leq 1,-1 \leq y \leq 1
$$

which describes the problem that a Gaussian hill translates with a uniform velocity $\vec{a}=$ ( $a_{x}, a_{y}$ ) and spreads isotropically with a diffusivity $\mu$. Its exact solution is

$$
u(x, y, t)=\frac{1}{\sigma^{2}(t)} \exp \left[-\frac{1}{2 \sigma^{2}(t)}\left(\left(x-x_{0}-a_{x} t\right)^{2}+\left(y-y_{0}-a_{y} t\right)^{2}\right)\right]
$$

where $\sigma(t)=\sigma_{0} \sqrt{1+2 \mu t / \sigma_{0}^{2}}, a_{x}=a \cos \phi, a_{y}=a \sin \phi$, in which $\phi$ is the angle between the advection velocity and the x axis. In this problem, the initial conditions

$$
\begin{aligned}
u(x, y, 0) & =\frac{1}{\sigma_{0}^{2}} \exp \left[-\frac{1}{2 \sigma_{0}^{2}}\left(\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}\right)\right] \\
u_{x}(x, y, 0) & =-\frac{u(x, y, 0)}{\sigma_{0}^{2}}\left(x-x_{0}\right) \\
u_{y}(x, y, 0) & =-\frac{u(x, y, 0)}{\sigma_{0}^{2}}\left(y-y_{0}\right)
\end{aligned}
$$

are set as the exact solution at $\mathrm{t}=0$, where $\sigma_{0}=0.0707, \phi=45^{\circ}, x_{0}=y_{0}=-0.5$ are used.
The grid size used in the $a-\mu$ scheme is initially $25 \times 86$. Figure 3 shows the numerical solution and the distribution of the absolute error, which is defined as $\left|u_{j, k}^{n}-u_{e}\right|$, for $\mu=0.0125$ at $\mathrm{t}=0.5$. The relative $L_{2}$ error, which is defined as

$$
L_{2}=\frac{\sqrt{\sum_{i, j=1}^{n-1, m-1}\left(u_{e}-u_{i, j}^{n}\right)^{2} /(n-1)(m-1)}}{u_{\max }}
$$

obtained with $\Delta t=0.02$ is $6.997 \times 10^{-4}$ and the numerical maximum value is $99.21 \%$ of the corresponding exact value. When the grid size is doubled to $50 \times 173$ and with $\Delta t=0.005$, the relative $L_{2}$ error is reduced to $3.84 \times 10^{-5}$ and the numerical maximum value becomes $99.97 \%$ of the exact value.

The same problem is then solved but with a much higher diffusivity of $\mu=0.0625$. Figure 4 shows the numerical solution and the absolute error distribution at $t=0.5$. The relative $L_{2}$ error of the numerical solution obtained on a $25 \times 86$ grid with $\Delta t=0.02$ is $1.788 \times 10^{-2}$ and the numerical maximum value is $96.07 \%$ of the exact value. Similiarly,
the relative $L_{2}$ error can be improved to $3.363 \times 10^{-3}$ and the numerical maximum value is up to $98.68 \%$ of the exact value by doubling the grid size to $50 \times 173$ with $\Delta t=0.005$.

Numerical results of the $a-\mu$ scheme depict that its accuracy can be improved by using finer grid meshes and it can generate more accurate numerical solutions for lower diffusivities. Once the grid size is fixed, the time step size will be the only parameter to determine the accuracy and stability. In the first test case with $\mu=0.0125$, different time step sizes have been used to obtain the best results as well as to satisfy the stability condition. In the second test case with $\nu=0.0625$, the same time step sizes as those in the first case are used for a fair comparison between the numerical solutions for lower and higher diffusivity. The comparisons show that the numerical solutions for the lower diffusivity is more accurate.

## 2. Test of the $a-\epsilon$ Scheme

The $a-\epsilon$ scheme expressed in (2.12), (2.21), (2.22) and (2.15), (2.28), (2.29) is used to solve the problem that a Gaussian hill travels with a uniform advection velocity $\vec{a}=\left(a_{x}, a_{y}\right)$ without diffusivity, which is a special case of the previous Gaussian hill test problem. The governing equation is the pure advection equation

$$
\frac{\partial u}{\partial t}+a_{x} \frac{\partial u}{\partial x}+a_{y} \frac{\partial u}{\partial y}=0, \quad-1 \leq x \leq 1, \quad-1 \leq y \leq 1
$$

The exact solution and initial conditions are the same as those in the previous problem by letting $\mu=0$. The exact solution is shown in Fig. 5(a). Numerical solutions at $t=1.0$ obtained by using the same time step size $\Delta t=0.02$ on a $50 \times 173$ grid are shown in Figs. $5(\mathrm{~b})-5(\mathrm{~d})$ for $\epsilon=0,0.1$, and 0.3 , respectively. There are some oscillations along the direction of advection velocity when $\epsilon=0$; they disappear when $\epsilon=0.1$ or 0.3 . But the relative $L_{2}$ error are $4.514 \times 10^{-3}, 2.83 \times 10^{-3}$, and $3.08 \times 10^{-3}$, and the numerical maximum values are $98.2 \%, 97.6 \%$, and $97.4 \%$ of the exact value for $\epsilon=0,0.1$, and 0.3 , respectively. It can be seen that the numerical oscillation can be suppressed by increasing $\epsilon$ and, meanwhile, the maximum value deviates more from the exact value because of the increased numerical diffusion. A large $\epsilon$ may lead to too much numerical diffusion which is not expected. The solution with $\epsilon=0.1$ is the best for this problem.

## 3. Test of the $\mu$ Scheme

The $\mu$ scheme is used to solve the unsteady diffusion equation

$$
\frac{\partial u}{\partial t}=\mu\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right), \quad 0 \leq x \leq 1, \quad 0 \leq y \leq 1
$$

which was solved in [6, pp.259-266] by using Crank-Nicolson implicit finite-difference and finite-element methods.

The initial conditions are stated as follows:

$$
\begin{aligned}
u(x, y, 0) & =20+80[y-\sin (0.5 \pi x) \sin (0.5 \pi y)] \\
u_{x}(x, y, 0) & =-40 \pi \cos (0.5 \pi x) \sin (0.5 \pi y) \\
u_{y}(x, y, 0) & =80-40 \pi \sin (0.5 \pi x) \cos (0.5 \pi y)
\end{aligned}
$$

which are defined by the exact solution

$$
u(x, y, t)=20+80\left[y-e^{-0.5 \mu \pi^{2} t} \sin (0.5 \pi x) \sin (0.5 \pi y)\right]
$$

at $t=0$. The boundary conditions are:

$$
\begin{aligned}
& u(0, y, t)=20+80 y \\
& u(1, y, t)=20+80\left[y-e^{-0.5 \mu \pi^{2} t} \sin (0.5 \pi y)\right] \\
& u(x, 0, t)=20 \\
& u(x, 1, t)=20+80\left[1-e^{-0.5 \mu \pi^{2} t} \sin (0.5 \pi x)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& u_{y}(0, y, t)=80 \\
& u_{y}(1, y, t)=80\left[1-0.5 \pi e^{-0.5 \mu \pi^{2} t} \cos (0.5 \pi y)\right] \\
& u_{x}(x, 0, t)=0 \\
& u_{x}(x, 1, t)=-40 \pi e^{-0.5 \mu \pi^{2} t} \cos (0.5 \pi x)
\end{aligned}
$$

Equations (3.4)-(3.9) are used at the boundary CEs.
A $6 \times 21$ grid is used here for computation. Figure 6 shows the numerical solution at $\mathrm{t}=24000$. The $L_{2}$ error is defined as

$$
L_{2}=\sqrt{\frac{\sum_{i, j=1}^{n-1, m-1}\left(u_{e}-u_{i, j}^{n}\right)^{2}}{(n-1) \times(m-1)}}
$$

which is the same as that in [6]. The $L_{2}$ error is $5.9889 \times 10^{-4}$ obtained by the $\mu$ scheme with $\Delta t=100$. Considering the results obtained by all of the numerical methods mentioned in [6] having the same accuracy $\left(\Delta t,(\Delta x)^{2},(\Delta y)^{2}\right)$ as the $\mu$ scheme, the best one is the CrankNicolson implicit finite-element method, whose errors are respectively $L_{2}=6.86 \times 10^{-3}$ with
a $10 \times 10$ grid, and $1.59 \times 10^{-3}$ with a $20 \times 20$ grid. The numerical results can be improved so that those errors are reduced to $1.34 \times 10^{-4}$ and $8.2 \times 10^{-5}$, respectively, by using the higher-order Crank-Nicolson method which has the $\left((\Delta t)^{2},(\Delta x)^{4},(\Delta y)^{4}\right)$ truncation error. By using the $\mu$ scheme with more grid points, such as $30 \times 60$, an improvement is obtained having $L_{2}=1.3467 \times 10^{-4}$ with $\Delta t=12$. However, additional improvements cannot be achieved by further refinement of the grid, showing the need of a higher order accurate implicit scheme based on the CE/SE method.

## 4. Test of the $\nu-\epsilon$ Scheme

Consider the inviscid Burgers equation

$$
\frac{\partial u}{\partial t}+\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y}=0, \quad 0 \leq x \leq 1, \quad 0 \leq y \leq 1
$$

where $f=\frac{1}{2} u^{2}$, that has a discontinuous initial condition described by

$$
\begin{aligned}
u(x, y, 0) & =\frac{1}{2} & & \text { if } x \leq \frac{1}{2} \quad \text { and } \quad y \leq \frac{1}{2} \\
& =-\frac{1}{2} & & \text { if } x>\frac{1}{2} \quad \text { and } \quad y>\frac{1}{2} \\
& =\frac{1}{4} & & \text { otherwise }
\end{aligned}
$$

for the first case, and

$$
\begin{aligned}
u(x, y, 0) & =\frac{1}{2} & & \text { if } x \leq \frac{1}{2} \quad \text { and } \quad y \leq \frac{1}{2} \\
& =\frac{1}{8} & & \text { if } x>\frac{1}{2} \quad \text { and } \quad y>\frac{1}{2} \\
& =\frac{1}{4} & & \text { otherwise }
\end{aligned}
$$

for the second case.
This problem contains complicated shock interaction, whose exact solution is referred to [7]. MacCormack's scheme is used to solve the same problem to test the techniques of using a moving finer mesh which follows the shock as described in [7], where the fine grid point is up to $100 \times 100$, and the boundary conditions are specified as the exact solution for the first case, whereas for the second case, the conditions at the inflow boundaries at $x=0$ and $y=0$ are specified as the exact solution, but those at the outflow boundaries at $x=1$ and $y=1$ are computed by interpolation from the upstream grid points. For
the first case at $t=1.125$, the exact solution is plotted in Fig. 7(a) and the numerical solutions obtained by the weighted-average $\nu-\epsilon$ scheme with grid sizes of $50 \times 173$ and $25 \times 87$ are shown in Figs. 7(b) and 7(c), respectively. Figures 8(a)-8(d) show the exact and numerical results for the second case at $t=1.125$. In comparison with the numerical results by MacCormack's scheme shown in Figs. 2 and 5 of [7], the present results in both cases are much better except a little smear near one of the discontinuities, yet the scheme is so simple and no additional ad hoc techniques are needed. Even with the coarse $25 \times 87$ grid, the result is already much better. For a larger $\alpha$, the numerical diffusion is larger and the smear near the discontinuity is more serious as depicted in Figs. 8(b) and 8(c).

## Conclusion

The two-dimensional $a-\mu$ and $a-\epsilon$ schemes based on the space-time conservation element and solution element method have been used to solve the unsteady advection-diffusion equation, unsteady pure advection equation, and unsteady diffusion equation. The $a-\epsilon$ scheme has been modified to become the $\nu-\epsilon$ scheme for solving the inviscid Burgers equation. Six numerical tests have been used to demonstrate that all of those schemes are superior to some of the traditional methods in accuracy and simplicity. The schemes themselves are physically sound, natural and simple. Highly accurate solutions can thus be obtained without using any ad hoc techniques. For further investigations, a more efficient implicit scheme with a higher accuracy based on the CE/SE method for solving the unsteady diffusion equation will be developed.
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- at time levels $n=0,1,2,3 \ldots$
- at time levels $n=1 / 2,3 / 2,5 / 2 \ldots$.
(a) Spatial positions of the mesh points marked by solid and harrow circles

Fig. 1 The 2-D SEs and CEs in the CE/SE method


Fig. 1 Continued.


$$
\begin{aligned}
& G^{\prime}=(j, k, n+1 / 2) \\
& B^{\prime}=(j-1 / 3, k+2 / 3, n+1 / 2) \\
& D^{\prime}=(j-1 / 3, k-1 / 3, n+1 / 2) \\
& F^{\prime}=(j+2 / 3, k-1 / 3, n+1 / 2)
\end{aligned}
$$

$S E^{(1)}(j, k, n+1 / 2)=$ The union of four planes A'B'C'D'E'F', GBB"G", GDD"G" and GG"F"F and their immediate neighborhoods.
(c) Solution element $\operatorname{SE}^{(1)}(\mathrm{j}, \mathrm{k}, \mathrm{n}+1 / 2), \mathrm{j}, \mathrm{k}, \mathrm{n}=0, \pm 1, \pm 2, \ldots$

Fig. 1 Continued.


$$
\begin{aligned}
& G^{\prime}=(j, k, n+1) \\
& B=(j-1 / 3, k+2 / 3, n+1 / 2) \\
& D=(j-1 / 3, k-1 / 3, n+1 / 2) \\
& F=(j+2 / 3, k-1 / 3, n+1 / 2)
\end{aligned}
$$

$\mathrm{CE}_{1}^{(2)}(\mathrm{j}, \mathrm{k}, \mathrm{n}+1)=\mathrm{box} \mathrm{CDEGC}{ }^{\prime} \mathrm{D}^{\prime} \mathrm{E}^{\prime} \mathrm{G}^{\prime}$ $\mathrm{CE}_{2}^{(2)}(\mathrm{j}, \mathrm{k}, \mathrm{n}+1)=$ box $\mathrm{AGEFA} \mathrm{A}^{\prime} \mathrm{E}^{\prime} \mathrm{F}^{\prime}$ $\mathrm{CE}_{3}^{(2)}(\mathrm{j}, \mathrm{k}, \mathrm{n}+1)=$ box $\mathrm{ABCGA} \mathrm{B}^{\prime} \mathrm{C}^{\prime} \mathrm{G}^{\prime}$
(d) Conservation elements $\mathrm{CE}_{\mathrm{i}}^{(2)}(\mathrm{j}, \mathrm{k}, \mathrm{n}+1), \mathrm{i}=1,2,3$, and $\mathrm{j}, \mathrm{k}=1 / 3,1 / 3 \pm 1,1 / 3 \pm 2, \ldots$, and $\mathrm{n}=0, \pm 1, \pm 2, \ldots$

Fig. 1 Continued.


$$
\begin{aligned}
& G^{\prime}=(j, k, n+1) \\
& A^{\prime}=(j+1 / 3, k+1 / 3, n+1) \\
& C^{\prime}=(j-2 / 3, k+1 / 3, n+1) \\
& E^{\prime}=(j+1 / 3, k-2 / 3, n+1)
\end{aligned}
$$

$S E^{(2)}(j, k, n+1)=$ The union of four planes A'B'C'D'E'F', GG"A"A, GCC"G" and GG"E"E and their immediate neighborhoods.
(e) Solution element $\mathrm{SE}^{(2)}(\mathrm{j}, \mathrm{k}, \mathrm{n}+1), \mathrm{j}, \mathrm{k}=1 / 3,1 / 3 \pm 1,1 / 3 \pm 2, \ldots$, and $\mathrm{n}=0, \pm 1, \pm 2, \ldots$

Fig. 1 Continued.

(f) The hexagon ABCDEF, the coordinate $(\zeta, \eta)$ and the parameters $\mathrm{w}, \mathrm{b}$ and h .

Fig. 1 Concluded.

$n \mathrm{n}$ is an even integer.
ny is an odd integer.

- at time levels $n=2,4,6, \ldots$.
- at time levels $n=1,3,5, \ldots$.
(a) The relative position of the mesh points

(b) Projected view of the interior CEs

Fig. 2 The grid point distribution, the interior and boundary CEs used for solving the diffusion equation

(c) Projected view of the boundary CEs at $\mathrm{x}=0$ and $\mathrm{x}=1$

(d) Projected view of the boundary CEs at $y=0$

k-2/3)
(e) Projected view of the boundary CEs at $y=1$

Fig. 2 Concluded.



Fig. 3 The CE/SE solution and error distribution( $n=$ $50, m=173, \Delta t=0.005)$ at $\mathrm{t}=\mathbf{0 . 5}$ for $\nu=0.0125$



Fig. 4 The CE/SE solution and error distribution ( $n=$
$50, m=173, \Delta t=0.005)$ at $\mathbf{t}=0.5$ for $\nu=0.0625$


Fig. 5(a) The exact solution of purely advecting Gaussian hill at $\mathrm{t}=1.0$.


Fig. 5(b) The CE/SE $\operatorname{sol}$ (bion $(n=50, m=173, \epsilon=$ $0, \Delta t=0.02$ ) of purely advecting Gaussian hill at $t=1.0$.


Fig. 5(c) The CE/SE solution $(n=50, m=173, \epsilon=$ $0.1, \Delta t=0.02$ ) of purely advecting Gaussian hill at $\mathrm{t}=1.0$.


Fig. 5(d) The CE/SE solution $(n=50, m=173, \epsilon=$ $0.3, \Delta t=0.02$ ) of purely advecting Gaussian hill at $\mathrm{t}=1.0$.


Fig. 6 The CE/SE solution $(n=6, m=21, \Delta t=100)$ of diffusion equation at $\mathbf{t}=\mathbf{2 4 0 0 0}$.


Fig. 7(a) The exact solution of the inviscid Burgers equation at $t=1.125$ for the first case.


Fig. 7(b) The CE/SE solution $(n=50, m=173, \epsilon=$ $0.5, \alpha=1, \Delta t=0.01$ ) of the inviscid Burgers equation at $t=1.125$ for the first case.


Fig. 7(c) The CE/SE solution ( $n=25, m=87, \epsilon=$ $0.5, \alpha=1, \Delta t=0.01$ ) of the inviscid Burgers equation at $\mathrm{t}=1.125$ for the first case.


Fig. 8(a) The exact solution of the inviscid Burgers equation at $t=1.125$ for the second case.


Fig. 8(b) The CE/SE solution $(n=50, m=173, \epsilon=$ $0.5, \alpha=1 / 2, \Delta t=0.01$ ) of the inviscid Burgers equation at $t=1.125$ for the second case.


Fig. 8(c) The CE/SE solution ( $n=50, m=173, \epsilon=$ $0.5, \alpha=1, \Delta t=0.01$ ) of the inviscid Burgers equation at $\mathbf{t}=\mathbf{1 . 1 2 5}$ for the second case.


Fig. 8(d) The CE/SE solution ( $n=25, m=87, \epsilon=$ $0.5, \alpha=1, \Delta t=0.01$ ) of the inviscid Burgers equation at $\mathbf{t}=1.125$ for the second case.
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