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ABSTRACT

NOZZLE FLOW WITH VIBRATIONAL NONEQUILIBRIUM 

John Gary Landry

Old Dominion University, 1995

Director: Dr. John H. Heinbockel 

Flow of nitrogen gas through a converging-diverging nozzle is simulated. The flow 

is modeled using the Navier-Stokes equations that have been modified for vibra-

tional nonequilibrium. The energy equation is replaced by two equations. One 

equation accounts for energy effects due to the translational and rotational degrees 

of freedom, and the other accounts for the affects due to the vibrational degree of 

freedom. The energy equations are coupled by a relaxation time which measures the 

time required for the vibrational energy component to equilibrate with the trans-

lational and rotational energy components. An improved relaxation time is used 

in this thesis. The equations are solved numerically using the Steger-Warming flux 

vector splitting method and the Implicit MacCormack method. The results show 

that uniform flow is produced outside of the boundary layer. Nonequilibrium exists 

in both the converging and diverging nozzle sections. The boundary layer region 

is characterized by a marked increase in translational-rotational temperature. The 

vibrational temperature remains frozen downstream of the nozzle, except in the 

boundary layer.
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CHAPTER 1 

INTRODUCTION 

1.1 Background and Motivation 

Wind tunnels are perhaps the most important tools in aerotherinodynamic 

research. Their usefulness depends on their ability to produce uniform flow quality. 

Wind tunnel flow is usually represented by three-dimensional flow through a high 

expansion converging-diverging nozzle. The construction of wind tunnels is costly. 

For design purposes, there is a need for computer codes which can accurately predict 

flow behavior. The prime motivation in this study will be to determine the flow 

quality of pure nitrogen gas at low pressure through a converging diverging nozzle. 

A useful property of these nozzles is the symmetry which exists in the azimuthal 

direction and allows the numerical problem to be reduced to two-dimensions. The 

fluid dynamics can be modeled using the Navier-Stokes equations. These equations 

can then be solved discretely over a finite grid. Still, with a wide variety of possi-

ble nozzle shapes, numerical methods, boundary conditions, and representations of 

thermal properties, this problem could be modeled in many ways. Unfortunately, 

these differences may also produce much different results. Hence there is a need 

for a sound physical modeling and good numerical technique in solving problems 

involving these flows.

1



Introduction 2 

Most physical flow models are based on the Navier-Stokes equations for fluid 

flow. The conservation of energy equation of the Navier-Stokes equations does not 

fully describe energy transfer for diatomic molecules, like nitrogen. The Navier-

Stokes equations are used to model gases in thermal equilibrium. That is, energy 

fluctuations in the system redistribute equally among the degrees of freedom in the 

molecules. In an expanding nozzle, the temperature decreases rapidly as the gas 

travels past the throat. This drop is reflected in the drop in the energy associated 

with the translational and rotational degrees of freedom. The energy associated 

with the vibrational degree of freedom remains at a higher temperature that is 

closer to the stagnation temperature. Thus the system is in nonequilibrium. The 

vibrational component of the energy requires more time to lose its energy and fall to 

a temperature comparable to that associated with the translational and rotational 

energy. This finite time is the relaxation time. The 'vibrational relaxation' may be 

significant and therefore should be included in the physical development and the 

mathematical modeling. This is achieved by examining the energy based upon the 

translational and rotational degrees of freedom and the vibrational degree of freedom 

separately. The translational-rotational energy is assumed to be a function of a 

translational-rotational temperature. Likewise, the vibrational energy is assumed 

to be a function of a vibrational temperature. The Navier-Stokes equations are then 

modified to include an equation for the conservation of translational and rotational 

energy and an equation for the conservation of vibrational energy.
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For equilibrium flow, the relaxation time is essentially zero and both temper-

atures are the same. Conversely, if the relaxation time is infinite, relaxation does 

not occur and the vibrational temperature remains 'frozen' at some vibrational 

temperature. For a wind tunnel the relaxation time is finite and non-zero, so the 

actual behavior lies somewhere between these two extremes [1]. The question then 

becomes, "What is the behavior of the vibrational temperature, and how does it 

affect the flow"? 

Many investigators have included vibrational nonequilibrium in their models 

of nozzle flow, as in references [2], [3], and [4]. Both Gnoffo [2] and Göcken [4] 

modeled N2 - 02 gas mixtures in thermo-chemical nonequilibrium, in which they 

noted thermal equilibrium before the throat and that the vibrational temperature 

was 'frozen' downstream of the throat. For a test case with a very low stagna-

tion pressure, Göcken noted vibrational freezing at the nozzle throat [4]. Also, 

the Mach number profiles displayed by Gnoffo showed reasonable uniformity [2]. 

Canupp et al. noted freezing at the throat for low pressure, pure nitrogen flow 

[3]. Their comparison between equilibrium and nonequilibrium models showed that 

Mach numbers increased slightly for the nonequilibrium modeling. The flow quality 

they achieved, however, was poor. This was assumed to be due to boundary layer 

behavior. Waves were created which reflected off the nozzle wall and affected the 

flow outside of the normal 'boundary-layer' region [3]. Thus, the actual effect of the 

vibrational nonequilibrium on the flow quality is not clear. In order to avoid this
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problem, flow conditions should be chosen which minimize the size of the boundary 

layer.

These variations in results can be expected since they represent completely 

different models. Thus, their use in prediction is very limited. The only way to 

insure that the results will represent the behavior of a specific nozzle flow is to base 

one's model on that specific flow. To ensure meaningful results, a rigorous physical 

development is also necessary. Testing low pressure flow would best display the 

effects of vibrational nonequilibrium. The Reynolds number should also be low so 

that boundary layer effects are minimal. 

Proper modeling of vibrational nonequilibrium requires an accurate estima-

tion of the relaxation time. The relaxation times most often used are based on 

the Millikan-White model [5], which has been shown to be accurate in the tem-

perature range of 2000 < T < 50000 K. Unfortunately, in high expansion nozzles, 

the temperatures downstream of the throat fall well below this temperature range. 

Therefore a model is needed which describes the vibration phenomenon for low tem-

peratures. To this end, the model of Meador et al. [6] is used, which accounts for a 

greater number of collision possibilities and a rigorous handling of second order col-

lision effects. This improvement in relaxation time should make the nonequilibrium 

modeling more meaningful. 

Another problem in the literature is the use of the Mach number and sound 

speed in the description of the nonequilibrium flow. Mach number is calculated 

from the sound speed which is a function of the sound frequency, in nonequilibrium
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gases. Since the sound speed is dispersive, this sound frequency in unknown. Some 

investigators use a frozen sound speed [7], which ignores the contribution of vibra-

tional energy to the internal energy. This is only an approximation and therefore 

may undermine the integrity of the model. If the sound speed is only used to cal-

culate Mach number contour plots to represent the results, this error may be small. 

However, if the sound speed is used in the numerical method [3] [7], the error may be 

significant. Also, since the behavior of the radial velocity component is dwarfed by 

the behavior of the axial velocity, contour plots of each velocity component would 

-	 be more informative than a single Mach number plot. 

A wide variety of numerical methods are in use in solving flow problems [8]. 

The choice of a method depends on: 1) the ease of numerically modeling the physical 

problem, 2) the stability of the method, and 3) the rate of convergence to a solution. 

Most of the methods currently in use differ only in the last point. Thus, any of 

these methods would be suitable unless one required a specific amount of efficiency. 

Then one would be required to choose a method with a sufficiently large Courant-

Friedrichs-Lewy (CFL) number. Still, no numerical method is suitable unless it 

properly models the physical equations and boundary conditions. 

1.2 Current Objectives 

The current objective is to properly simulate nozzle flow using the Navier-

Stokes equations with the modifications for vibrational nonequilibrium. The test 

cases simulate flow with a stagnation temperature of 3000 O K and a stagnation
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pressure of 50 psi. The improved relaxation time is used to better model the 

nonequilibrium mechanism. 

The two-dimensional equations are solved implicitly using both the implicit 

MacCormack method [8] and the Steger-Warming flux vector splitting method [9]. 

Boundary conditions are treated explicitly. The equations are solved discretely over 

an unequally spaced grid. 

The contours of the primitive variables of each case are plotted and compared. 

These results were also compared to the results obtained under the assumption of 

equilibrium flow. Special attention is given to the quality of the flow and how it is 

affected by vibrational nonequilibriuni.



CHAPTER 2 

GOVERNING EQUATIONS 

2.1 Governing Equations in General Form 

A set of governing equations are needed to relate the set of primitive flow 

variables, {p, i, T, P}, representing density, the velocity vector, temperature, and 

pressure, respectively. For continuum gas flow, the Navier-Stokes equations of mo-

tion are the basic mathematical model. A list of symbols appears in Appendix 

A. 

Conservation of mass: 

For a compressible gas the conservation of mass equation has the vector form: 

Dp	
(2.1) 

where	 is the material derivative such that,

(2.2) 

Conservation of momentum: 

Each component of velocity, V, has a corresponding equation, 

DV1 
=	 ,j,	 (2.3) 

7
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where aij is the stress tensor, satisfying 

	

cii = —P5 +	 (2.4) 

The shear stress, 	 is a function of velocity: 

1•ij = 77(Vi,j + i'3,1 ) + ) Vk , k61,	 (2.5) 

where i and ) are the coefficients of viscosity and 6ii is the Kronecker delta. The 

first coefficient of viscosity is calculated using Sutherland's formula. For N2, 

2.16 x 10_8gT 
T	

'	 (2.6) 
+184  

where g is the gravitational constant and T is in °R [10], and the second coefficient 

from the Stokes' hypothesis,

2 

	

= —77.	 (2.7) 

Conservation of Energy, one temperature: 

The change in the total energy of a fluid in motion equals the sum of the 

changes in the internal energy, kinetic energy, work done, and heat from conduction 

and radiation. For the flow investigated, radiation effects are assumed to be small 

and are neglected. The internal energy, e(T), is a function of temperature and 

Oe(T) - 

ÔT -
	 (2.8) 

where C, is the specific heat at constant volume.
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The first law of thermodynamics is used to obtain the equation: 

D(pe) = _PV •+•_, 
Dt 

where —PV . V represents the work done due to the velocity change. The second 

term, V . is the heat loss due to convection with 

q —KVT
	

(2.10) 

from Fourier's law. The coefficient K represents the coefficient of thermal conduc-

tivity of the gas and is assumed to be a function of temperature. The final term of 

equation (2.9) is the viscous dissipation function which has the tensor form 

= V(r13 Vj) - . V(r13 ).	 (2.11) 

Conservation of Energy, two temperatures: 

When vibrational relaxation occurs, the energy distribution is changed as the 

system returns to a state of equilibrium. In order to model this behavior, the energy 

generated from the molecules' vibrational degrees of freedom is treated separately 

from the energy generated from the translational and rotational degrees of freedom. 

Then, the total internal energy is written as 

e = ert + e,	 (2.12) 

which represents the sum of the translational-rotational internal energy and the 

vibrational internal energy. The molecules are assumed to be linear harmonic os-

cillators and are excited to energy states, ej, such that

(2.9) 

= (i + )hv (i = 0,1,2,...),	 (2.13)
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where h is Planck's constant and ii is the collision frequency. Each energy state is 

populated by a density of molecules, Ni. Due to the speed of the resonnant V-V 

collisions, the populations are assumed to be Boltzmann distributions, 

Ni- Ne
	

(2.14) 

where N is the total number of excited molecules. It is also assumed, that for each 

collision, the molecules can be excited only to the next energy state. The total 

vibrational energy per unit volume can be written as 

Pe. =	 (2.15) 

The total rate of change in vibrational energy equals the rate of heat transfer due 

to vibration or

a
N11dv +f >Njfj	

ON1 d.= J 	 --f 1 dv	 (2.16) 
Si	 vi 

where dv is an element of volume and di is an element of surface area. By imple-

menting the Gauss divergence theorem, the differential equation is obtained: 

ON1 
N1€) +	 V . (N1) =	 ji'	 (2.17) 

I	 I	 I 

where Vi is the average velocity of the molecules in energy state ej. The diffusion 

velocity of a species, U1 , is defined to relate the individual velocities and the mean 

velocity, such that U1 = - V. Substituting this into equation (2.17) yields

aNj N1€1) + V . (	 N1 € 1 U1 ) + V. (	 N1 E1 ) = € i .	 (2.18) 
Olt
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Using equation (2.15), the vibrational energy equation becomes 

O(1___

	

ON2 

	

V) 
+ V (pe v ) = V ( N1 E1 U1 ) +	 (2.19)at 

	

*	 * 

The vibrational heat flux, q, is defined by 

=	 N1 €jY1 ,	 (2.20) 

and is substituted into equation (2.19) to give the result 

	

O(pe) 
+ V .	 - V . .	 (2.21.) 

By applying the continuity equation (2.1), equation (2.21) simplifies to 

	

D(e)	 .ONj 
Dt = L_1	 - V . q-;.	 . (2.22) 

i 

The sum, >	 is the rate of change of the vibrational energy,	 whichat

 can be defined as

	

v 
i ON,	 eV(T)—CV(TV))	

(2.23) 
T 

where Tv is the vibrational temperature associated with e, and T is the equilibrium 

temperature associated with 6rt [6]. When T = T, the system is considered to be 

in thermal equilibrium. The relaxation time, r, represents the time required for 

excited molecules to reach equilibrium. As with the internal energies, the specific 

heat can be written as a sum

Cv = Cvri + Cvv,	 (2.24)



Governing Equations 12 

where C and C,, are the specific heats at constant volume for the translational-

rotational and vibrational degrees of freedom, respectively. For simplicity, define 

the quantity X such that

e(T) - e(T) 
cvvx =	 .	 (2.25) 

T 

Then the final form of the vibrational energy equation can be written as 

D(e) 
Di	

pC,,,,X - V . q.	 (2.26) 

To obtain an equation for the translational-rotational energy using the vibrational 

energy equation, equation(2.26), the elements of the one-temperature energy equa-

tion, equation (2.9), are split into translational-rotational and vibrational compo-

nents:

D(erj + e,,)	 - 
Di	

+PVV+V(qj+q)—=O.	 (2.27) 

Subtracting equation (2.26) from equation (2.27) yields the translational- rotational 

energy equation:

D(e,) 
Di +PVV+Vq j +pC,,X-4=o.	 (2.28) 

Each energy is related to its respective temperature by a separate specific 

heat. From the equipartition of energy principle, each degree of freedom contributes 

RT to the total energy [11]. Each diatomic molecule has three translational, two 

rotational, and one vibrational degree of freedom. Even for low temperatures, the 

translational and rotational modes are fully activated, so a good approximation to
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the specific heat at constant volume, Cvrt, is M, so that the translational-rotational 

energy has the form

= RT,	 (2.29) 

where R is the ideal gas constant. Since the vibrational mode is not fully activated, 

the equipartition principle does not provide a good value for the vibrational specific• 

heat, C,,,,. Substituting equations (2.13) and (2.14) into the basic definition of 

vibrational energy, equation (2.15), yields

(i+J-)hv 
Nh,.'	 ie	 :	

(2.30) Pev =	 (1+)hv 
Ee 

This simplifies to
ihv 

Nhv>ieT  
pe,, - + Nhv.	 (2.31) 

This equation can be simplified by utilizing the sums 

hi' 
shy

= hi'	 (2.32) 
(1_eIT)2 

'S.

>2e	
=	 1 

hi'	 (2.33) 
j	

(1—ern) 

Furthermore, a characteristic vibrational temperature, 0, is defined such that 

= . Thus, equation (2.31) becomes 

Nqke7 1 ! pe ,,= +	 Nic4 = +	 Nk.	 (2.34) 
(1—e) e* _ 1 2

Since Nk = pR,

+ e,,=
Rq5	

(2.35) 
2 
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The specific heat at constant volume for the vibrational mode becomes 

Oe	 eTv 
cvv =	

- - (e - 1)2	
(2.36) 

From equation (2.25), equation (2.35) and equation (2.36) the quantity X is found 

to be

= 
T,2, (1 -	 - i).	 (2.37)
cr(1_e) 

Note that when the system is in equilibrium, T = T, and consequentially X equals 

zero.

The heat fluxes are functions of temperature having the form 

q,.j = K,VT, q = —KVT,	 (2.38) 

where K t 	 K,, are the translational-rotational and vibrational thermal conduc-



tivities, respectively. The Prandtl number, Pr, is defined as Pr -  
-SO 

K - - !L	 For N2 at 0°C,Pr = 0.71, so Krt = 4.9371R [12]. The vibrational heat 2 Pr 

flux is determined from equation (2.20). For a pure gas NI 1YI = —NDV( 1 ), where 

D is the diffusion coefficient, or in this case, the self-diffusion coefficient. Then 

= —ND fV() = —NDV(	 N) = —pDV( > N1 e1 ). (2.39) 

Substituting equation (2.15) into equation (2.39), 

= —pDVe,, = —pDC,,,,VT.	 (2.40)
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The Schmidt number, Sc, is defined as Sc = , and for N2 at 0°C, Sc equals 0.74, 

reference [12]. Thus, from equation (2.38), 

K = PDCvv - - -u-"	 1.357C.	 (2.41) ,, '-'vv. - - 

The vibrational thermal conductivity is a function of both T and Tv since viscosity 

is a function of T and specific heat is a function of T. 

For N2 , the relaxation time is taken from Meador, Williams and Miner [6]: 

3.2188X1012	
(2.42) P(ajm)T	

I(T)sinh() 8 

where

= 3395K, 8 = 3.2324 x 107K, = 95.9K	 (2.43) 

represent characteristic temperatures, and 

.00'
	 Tx 1'2 1 

1(T) = J	 (1 + (1 +	 2) (1— e_2C_)e_(x+__)dx,	 (2.44) 

with

/ l6OTx 
= (. 270 (1 ± (2.45) 2Tx ) 

Figure 2.1 shows the relaxation time r derived from equation (2.42) as it compares 

to the relaxation time developed by Millikan-White [5]. 

Equation of State: 

The final equation is simply the ideal gas law: 

P = pRT.	 (2.46)
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Figure 2.1. Relaxation Times of Meador et al. and Millikan-White
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This equation does not always hold for gases at high pressures, but these departures 

from non-ideality are assumed to be negligible. 

2.2 Governing Equations in Computational Form 

The nozzle studied is defined in 3-dimensional cylindrical coordinates, (r,9,z) 

[figure 2.21. However, there exists a symmetry in the 9 direction, which means that 

the variables do not change in the 9 direction. Thus, the 9-component of velocity, 

V0 , is assumed to be zero, and the momentum equation in the 9 direction can be. 

neglected. Furthermore, the derivatives with respect to 9 in the remaining equations 

are zero and can be neglected. This reduces the system of equations to six, and the 

problem to two-dimensions, (r,z). 

Symmetry about the centerline (z-axis) allows the flow to be determined from a 

single half cross-section, where 0 < r f(z) and 0 < z b. The function f(z) 

describes the shape of the nozzle and b denotes the length of the nozzle. The nozzle 

shape is defined in appendix B. 

To facilitate the numerical method, the each equation is written in the weak 

conservative form

19u 1O	
+ 

	

(rF)	 G,

+ + - Or	 z	
= 0.	 (2.47) --- 

Equations (2.1), (2.3), (2.26), and (2.28) become 

Op 1 O(rpVr) O(pV) 
+ — Or 

+ 
Oz = 

0	 (2.48) 

O(PV) 1
.(r(pV,.2 + P — Trr)) +	 PVrVz — Trz) —	 + TOO) = 0 (2.49) Ot+
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Figure 2.2. Three-dimensional Physical Domain.
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O(pV) 1 0 
+ —(r(pVrVz - Trz)) +	 + P - r) = 0	 (2.50) 

	

Ot	 rO—r 

a (pert +	 + Vi	
10

)) + —— (r((per +	 + V))Vr - VzTrz + q))+ 

0	 p 

	

+	 + V))V - VrTTZ - VZ TZZ + q1iz) + pCvvX = 0	 (2.51) 
19Z	 2 

	

O(pev) 10	 0 

	

+——(r(pevVr + qvr)) + —(peV + qvz) - pCvvX = 0.	 (2.52). 

The total translational-rotational energy, Ert , is defined by 

En = pert +	 + Yz2 ),	 (2.53) 

and the total vibrational energy, E, by 

Ev = pev .	 (2.54) 

The set of equations can be represented as a vector equation 

OU 1 
0(rF) + + H=0 

OG 1	
(2.55) -— 

r Or	 Oz r 

where U, F, G, and H are vectors. The vector U = col( p, pVr, pVz , En, Er), is the 

set of conservative variables. 

The equations are scaled by introducing the dimensionless variables defined by 

*	 r *_f' -  
P0 , 0 

- L'
Vr v*=-

0 L 

t*_t 
--7;-,

V. v*=___. P P*=
poV02' 

VO

T T*=
'10
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where 6 and L are characteristic lengths, V0 is the characteristic velocity, po is the 

characteristic density, and To is a characteristic temperature. The characteristic 

viscosity, 77o, is the viscosity calculated at T0 . The Reynolds number, Re, is defined 

as the combination Re = pOVOL• The nozzle domain becomes 0 <r* < f(Lz) and 
'10	 -	 -	 6 

0 <z*	 . The system of equations has the final scaled conservative form 

OU*	 1 O(r*F*) OG*	
_H* =0 	 (2.56) at* Or 

where U* , F* , G* , and H* are the column vectors 
-	 p* 

P*Vr* 

=	 (2.57) 

rt 

	

p*V*	 1 

p*rr+ L2 p* L 2 1 *	 I 
-	 Trr	 I

r	
62	 62 Re 

F* =	 p*V*V* - L 2 1 *	 I 
r z	 I	 (2.58) 

(E + p *)vc.	 r	 rr	 z Trz +qj *_V* lT* L! V.* 1 *

j

	

P* V'7	 1 

p*V*V*_ L2 1 *	 I = I	 p*(*V* + P -	 I	 (2.59) Re ZZ 

r z	 I 

	

*	 1	 *	 I 

*V* l r* _V*jr* +q (Ert I P*)V	
Re rz	 Z Re 

VZ ] 

0 
L 2 D*L2 1 * 

-T2-L62 Re 

=	 0	 (2.60) 
rL e ,S CJX8

Vc3 

- rLpCX
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The scaled equation of state is

T0 
P p*RT*() 

0
(2.61) 

Finally, the nozzle is mapped to the computational domain. By employing the 

change of variables,
z* 

X =— ) Y=
	 f)/6'	

(2.62) 
f(L  

the nozzle is mapped to a square with domain 0 < x < 1 and 0 <y 1, 

[figure 2.3]. The system of equations in equation (2.56) is converted to 

OU OF ÔG+HO	 (2.63) 

by

F= G*, G =	 F* - LYf'(bx)G*	 (2.64) 
f(bx)	 f(bx) 

6 (F*+H*) , U=U*

	

f(bx)	 yf(bx) 

	

When y approaches zero, 	 approaches infinity, hence the necessary limit, 

0 
L2 62,, 82 (pV)	 I 
T pf2 Re 8y2	 I 

limo yf(xb) (F* + H*) = I	 I (2.65) 
L 2 6 8(r)	 I 

IL 2 j(,8(rrz)	 L2 Krt go ö2 a2 T 

L	
IRe 8y -	 + eCX

j62	 f2
2 

is obtained from L'Hospital's rule.
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Figure 2.3. a) Physical Domain: 0 < z b, 0 < r f(z). 

b) Computational Domain: 0 x 1,0 < y :5 1.
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2.3 Boundary Conditions 

- The steady solution of the equations is uniquely defined by the boundary con-

ditions. In order to obtain a meaningful solution, boundary conditions must be 

applied that are not only applied correctly but are physically meaningful [13]. The 

conditions are expressed in terms of the primitive variables {p, Vr, Vz, Trt , T, P} 

and are converted to conservative variables when implemented numerically. 

At the inflow boundary, the translational-rotational temperature is held fixed 

at some initial value T0 . The vibrational temperature is assumed to be in equi-

librium with the translational-rotational temperature and is also held constant at 

T0 . In computational coordinates, the gas is assumed to enter the nozzle parallel 

to the centerline, so the radial velocity is assumed to be zero. The axial velocity 

is held fixed at an initial velocity, l7 . Finally, since the flow is subsonic inflow 

and supersonic outflow, an analysis of the flow characteristics of Euler's equations 

suggests that one boundary condition must be left free to change with the solution 

of the interior flow [14], [15]. To this end, the density values are extrapolated from 

interior data. In the computational domain, this represents the condition 2k = 0. ax 

This is equivalent to the conditions 	 = 0 and	 = 0 in the solution domain. 

At the far-field boundary, the flow is supersonic. All variables are extrapolated, 

or

OPOVzôVrOTrjOTv 
Ox Ox	 Ox	 Ox	 Ox 

Since

0P	 OTri + RT
r	 = 0,	 (2.67) =	

Ox
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the pressure is also extrapolated. 

The symmetry of the nozzle is used to specify the conditions on the centerline. 

Assuming that the quantities above the center axis are mirrored by those below, 

(2.68) 
Or	 Or	 Or	 Or	 Or	 Or 

In the computational coordinates these conditions are simply 

Op OVrOVOTrt  OT" OP0	
(2.69) 

0y 0y	 ay	 ay ay 

Furthermore, along y = 0,

Vr0
	

(2.70), 

since the radial velocity at the centerline must flow equally in the positive and 

negative directions. 

Lastly, boundary conditions on the nozzle wail are governed by the nozzle 

shape and the viscosity. Due to the assumed roughness of the nozzle surface, no-

slip conditions are applied to the velocities, 

vr=vz=0.	 (2.71) 

The translational-rotational as well as the vibrational temperatures are extrapolated 

such that

ffrt OT 

= -;- = 
0.	 (2.72) 

The pressure gradient normal to the wall is assumed to be zero, 

OP
= 0.	 (2.73) On
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In computational coordinates this condition becomes 

OPOP	 b	 OP 
(1 + (f')2 ) -. = 0.	 (2.74) 

On - Ox - f(xb)f'(xb) 

The density on the boundary is then calculated using the ideal gas law evaluated 

on the boundary. 

2.4 Initial Conditions 

The choice of initial conditions is also important. Values that are too far from 

the steady solution can make the numerical solution unstable. Also, the closer the 

initial conditions are to the steady solution, the less time is required for convergence. 

To minimize the convergence time, we approximate the steady state solution with 

the steady solution of the corresponding one-dimensional inviscid problem. The flow 

is assumed to be in thermal equilibrium and also isentropic. Since it is isentropic, 

there is no change in entropy, so ds = 0, where s is the entropy. Entropy is related 

to enthalpy by pTds = pdh— dP, where h is the enthalpy and h = e+RT. Therefore 

ds = 0 implies

pdh—dP 
T	

= 0.	 (2.75) 

Using the ideal gas law and the fact that dh = CdT, 

CdT -	 =0,	 (2.76) 

where C is the specific heat at constant pressure. Integration of this equation leads 

to

1—e	
e _ 

 

Po	 T0 
() (_T 	 T0 ) 

—-f- 
eT-1 eTo_1
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or

_____	 T	 T \ 

P0	 q5—TO	 l—e	 e-1e_1 	
. (2.77) 

where To is the inlet temperature. The one-dimensional energy equation is written 

as

	

CdT + VdV =0.	 (2.78). 

Integration of this equation yields

1	 1 
V2 - V2 7R(T0 - T) + 2R(

e - 1 - e 	
(2.79) z	 z0 

where V 0 is the initial axial velocity. The local one-dimensional Mach number, M, 

is calculated by the formula M = Vs /a where a is the local sound speed which is 

defined as a = (yRT) 5. Note that thermal equilibrium is assumed, so sound speed 

can be defined. Dividing equation (2.78) by a 2 yields 

V2	 T1)	 1	 1 
M2 

=	
+ 

7 
-(f--	

2q	

1 - e -	
(2.80) 

The continuity of momentum is expressed by AVp = A* Vp* , where A is the area 

of the nozzle and the starred quantities represent the values at the throat. At the 

nozzle throat, M* = 1. From equation (2.77) and (2.80), the solution variables at 

the throat can be completely determined. From these values the solution variables 

throughout the nozzle are determined. Figures 2.4-2.7 represent the solution to 

the one-dimensional model for the stagnation conditions specified for the test case 

considered in chapter 4.



V1 [m/s] 

2500 

2000 

1500 

1000 

500

T [°K] 

2500 

2000 

1500 

1000 

500

Governing Equations 27 

0.0	 0.1	 0.2	 0.3	 z[m] 

Figure 2.4. One-dimensional Model: Velocity vs Distance. 

0.0	 0.1	 0.2	 0.3 z[m] 

Figure 2.5. One-dimensional Model: Temperature vs Distance.
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Figure 2.6. One-dimensional Model: Density vs Distance. 
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105 ^ 
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Figure 2.7. One-dimensional Model: Pressure vs Distance.
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These values are then used as the centerline values for the two-dimensional 

viscous flow problem. They are extrapolated toward the nozzle wall. At the wall 

itself, the velocities are set equal to zero to satisfy the no-slip condition. The 

density and the translational-rotational temperature values are set to satisfy their 

specified boundary conditions. The vibrational temperature is considered to be in - 

equilibrium with the translational-rotational temperature before the throat, so T 

is set equal to Trt . After the throat, T is assumed to be frozen and is set equal to 

the centerline T,- value at the throat. This frozen behavior is somewhat contrived, 

since the actual behavior of the vibrational temperature is unknown. Also, even 

if freezing is the actual behavior, the frozen temperature and the distance of the 

'freezing' point from the throat are unknown.



CHAPTER 3 

NUMERICAL METHODS 

3.1 Introduction 

The governing equations are the system of non-linear partial differential equa-

tions

OU OF OG 
--+---+---+H=0,	 (3.1) 

where t is understood to be t, the scaled time and U, F, C, and H are the vec-



tors previously defined by equations (2.57), (2.58) (2.59), (2.60), and (2.64). The 

steady-state solution to this system is desired when x and y are restricted to the 

computational domain, 0 x 1 and 0 y :5 1. It is not possible to generate 

a closed, analytic solution, so a numerical solution is necessary. Many numerical 

methods attempt to accurately represent the differential system as a system of linear 

algebraic equations. This is achieved by replacing derivatives with finite differences. 

For the solution variables, an initial set of values, U°, is assumed which repre-



sent the system variables at time t. Then for some time increment, At, a solution 

set, U1 , is derived from the system of equations evaluated at time t + Lit. The time

dependant problem considers the discrete set of solutions, {U : n = 0, 1, 2, ...},

where U' is derived from the equations evaluated at time t + nLit. The temporal 

I]
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derivatives of the equations can be eliminated by using the finite difference: 

oUn+l - Un-Fl - Un
+ O(Lt),	 (3.2) 

ot_ 

which is first order accurate. By substitution into equation (3.1), an explicit method 

can be developed of the form

U'	 = F[U?z ] ,	 (3.3) 

where F is some function which advances a given solution at time t + nLt to a new 

solution at time t + (n + 1)i.t. Methods of the form 

Un-Fl = F[U, U']	 (3.4) 

are implicit and require different solution techniques depending upon the function 

To replace the spatial derivatives, the solution domain is discretized into a grid 

of points consisting of n +1 rows and m +1 columns. For every gird point (ij) there 

is a corresponding solution set Uin  The points in rows 0 and n, or columns 0 and 

m, are boundary points, and the remaining points are interior points. The spacing 

between rows and columns varies to allow finer resolution near the throat and in 

the boundary layer. In the axial direction the grid is divided into four regions in 

which the spacing increases. The grid is divided into three regions in the radial 

direction, and the spacing is decreasing. This forms a total of twelve separately 

spaced regions. Using the coordinate transformation, equation (2.62), the solution 

grid is transformed into a computational grid, as in figure 3.1. From Taylor series
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mO	 ml	 m2	 m3	 divisions 

___  yG--

xO	 xl	 x2

n2 

ni 

Figure 3.1. Generalized Grid Structure. 
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expansions of neighboring points, simple finite difference formulas are derived. 

Those using downstream data points areforward differences: 

u. —us. 
+O(hi) I+1,j	 2,3	 ______	 _________ Oun.	 un	 - Un.	 OUi,j	 1,3+1	 + O(ki) 

Ox -	 hi	
,	

=	 kl 

Formulas using upstream values are backward differences: 

	

n	 Un ._U 72 . U - U_ + O(h2), OU1J - 1,3	 l,31 + 0(k2), Ox -	 h2	 Oy	 k2 

where ki, k2, hi, and h2 are the grid spacings defined in figure 3.2. 

For the Navier-Stokes equations, a popular time-dependent method is the ex-

plicit MacCormack predictor/corrector method which was first developed in 1969, 

reference [8]. Each time iteration requires two explicit time steps of the form: 

Predictor 

= U!. -  
At	 n	 At 

 - F . ) -	 - G' . - LtH' .	 (37) hi	 2+1,3	 s3	 ki	 i,j+1	 1,3/	 1,3' 

Corrector 

u' 1  - ' (un +u' - (F' —F.'2
	 At 

S'j- 2 ''	 h2	 (3.8) 2,3)• 

Explicit methods change variables locally so that information at a grid point can 

not be allowed to travel past the next grid point in one time step. Thus a restric-

tion must be placed upon the At time step value. This method provides a stable 

numerical solution when At satisfies the Courant-Friedrichs-Lewy (CFL) condition 

defined by

(3.5) 

(3.6) 

< .9(Lt)c	
(3.9) - 1 + 2/Ret,'



D 
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AL 

Figure 3.2. Lengths for Irregular Grid Spacings.
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where
-1 

LtCFL- - 
+ - +

a (2 + () )	
(3.10) 

/^t 1\X	 /J	 2 

Re PIVY IAY ) , (3.11) 

11 

and a is the local sound speed [16]. For a nozzle with large axial velocity and finely 

resolved grids, the necessary At value is unreasonably small. This results in long 

computer run times. To avoid the CFL restriction, an implicit solution method is 

used. 

3.2 Beam and Warming Method 

The most notable implicit method is that of Beam and Warming [17]. The 

temporal derivative is replaced by a more accurate, trapezoidal, time differencing 

formula:
1	 ATTfl+1 

l Un+ l -  
2	 & + 

i
t
aun

+ O(Lt3), (3.12) 

where

AUn+ l = Un+ l - U
	

(3.13) 

This allows the method to be second order accurate in time. In terms of 

equation (3.1) becomes, 

&

	 - U") = -	 - F") -	 - G") - (H"+' - H"). (3.14) 

In order to simplify equation (3.14), observe that the Taylor series expansion 

of F with respect to time is

OF	 02F 
F"' = F" +At + -

2
-(Lt)2 + ...	 (3.15)
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Since At is small, terms 0((Lt)2 ) and smaller can be neglected. Also F is a function 

of the conservative variables, U, so the chain rule can be applied to	 to produce at 

OFOU 
F 1 = F'2 +(3.16) 

By letting A =	 and using equation (3.2), equation (3.16) becomes 

= F n + ALU'2 '.	 (3.17) 

Likewise,

= G n +
8G W

At - G'2 + BzU'21 .	 (3.18)
9Uôt - 

and

= H'2 + 
OH W 

At = H'2 + CiU'2 ,	 (3.19)
au at 

where B =	 and C = . The quantities , , and	 are the Jacobianau

 matrices. Substituting these expansions into equation (3.14) yields 

=	 -	 - CIU'21 .	 (3.20) 

	

ox	 ay 

The derivatives in equation (3.12) can be replaced, using equations (3.1) and (3.20), 

resulting in

	

=t(---(AzU'2') -	 BLW'2 ') - CiU'21)+
1 	 a 

	

Ox	 ay 

	

1	 OF'2OG" 
____ -	 - H").	 (3.21) 

	

2	 Ox 

By introducing the operator notation: 

()u'' 
=O(AzU"')	

()zU"' 
O(Bu'')	

(3.22) Ox Ox 19Y 	 a
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equation (3.21) can be expressed as 

1 OA 1 OB  
(I + -- + -- + 1 -c	

1	 OF OG 
)u 1 = — t(—	 -	 - H"). (3.23) 

2 Ox 2 ay 2 2	 Ox	 ay 

In the computational domain, there are mn of these equations which must be solved 

simultaneously. To achieve this requires the inversion of a block pentadiagonal. 

matrix. To simplify the required computation, the operators of equation (3.23) are 

factored: 

(1+ 1OA
)	 1 OB 1	 - 1	 OF OG 

- - (i+ -t	 At —+ ztc )ExU +' - -(_---- -	 -	 (3.24) 

	

2	 Ox	 Oy 2 Ox	 2 ay 2 

This equation can then be solved stepwise as follows: 

(1+ !)vn+' 1
	 OF' -	

- Ha),	 . (3.25) 2 Ox	 Ox	 0 

(I ++ ztC)u +' = iV' 1 .	 (3.26)
2 -5 Y- 

Each step now requires the inversion of a block tridiagonal matrix. However, equa-

tions (3.23) and (3.24) are not equivalent. If the factors are multiplied, the terms 

+j (At)2 ,9A C arise in addition to those in the original operator. This 

produces an error proportional to 	 II"Al' JIBIJ, which is insignificant for small Li. £zLy 

Thus, a restriction on the At value is still required [8].



9U OF 
—+—=o 
Ot Ox

(3.27) 
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3.3 Steger-Warming Flux Vector Splitting Method 

To this basic form, the flux vector splitting developed by Steger and Warming, 

reference [9], is incorporated which considers the one-dimensional Euler equations 

where F = [pV, V/p + P, (e + P)VX J T . The vector F is considered to be a homo-

geneous function of degree one since it has the property 

F(cU) = cF(U),	 (3.28) 

for any scalar c. From the previous development, equation (3.27) can be written as 

OU 9U 
+ A-a—. = 0 1	 (3.29) 

where A is the Jacobian matrix associated with F and which, for simplicity, is 

assumed to be constant. Since F is homogeneous it also has the property that 

F = AU. Since equation (3.29) is hyperbolic, the eigenvalues of the equation, A, 

are real. Also a similarity transformation exists of the form S-1 AS = E, where E is 

the diagonal eigenvalue matrix. Using this transformation and defining U' = SU, 

equation (3.29) can be written as an eigenvalue problem 

OU'	 OU' 
+	 = 0.	 (3.30)ax 

If a backward difference is substituted for the spatial derivative, the solution of 

equation (3.30) is stable only if the corresponding eigenvalue is positive. Conversely, 

if a forward difference is used, the solution is stable only for negative eigenvalues.
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Neither difference scheme, or any other, is stable for both positive and negative 

eigenvalues [9]. Thus directing the finite differences in the direction in which the 

information is propagated increases the stability of the system. 

This knowledge can then be applied to the present system of equations. The 

Navier-Stokes equations, however, do not exhibit purely hyperbolic behavior nor 

are the functions F and G homogeneous. To this end the functions F, and G are 

split into homogeneous functions, Fh and Gh, and non-homogeneous functions, F,, 

and G,,, such that

F=Fh+F,,, G=G4+G,,,	 (3.31) 

and
p*V

p*VV 

	

Fh =	 p*VV + *	 (3.32) 

(E + P*)V 

J* 17* 
V Z 

0 
L 2 1	 *	 I 
T27 7F, Trz	 I 

	

F—	 L2 1 *	 I 

	

-	 q	 I 

	

Re	 Re

-	
I	

(3.33) 
1 * _V*1T* + 

+qvz	 j 

	

I1	 .1	 1 
P*V*V* 

6	 I	 I 
* *V 

	

P *Vr z	
- Lyf'(xb) I p*V*V* + P* 	 (3.34) 

	

I	 I 

	

f(xb) I	 I	 f(xb)	 I	 I 

	

[ (E + P*)Vr* I	 [	

E 

(E + P*)V* 

E*	 I	 *V*	 I V*V 
r	 -	 V Z	 J
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0	 1 
L 2 1	 *	 I 
by 

8	
p 

GV	
L21 *	 I 

Trr	 I 

I - f(xb) I	 I 
I _V,.*_L * - L2 V* 1 * + q I 

*	 I [ 
	 Re rr	 Re

J 

0	 1 
L2 1 *	 I 

Lyf'(xb) 1	 Trz 

1	 *	 I 
I 

f(xb)	 I	 —;T	 I •	 (3.35) 
I__-I— * 	 Vi_r* 

L	

'-* 	 Re Trz - Z *_ ZZ + q 	 I 
*	 I 
Vz J 

Also define Ah = - B = ôGh A öF B -	 and note that A = Ah +A au v -	 ,au 

and B = Bh + B. The vector H and matrix C are not altered.. 

To implement the vector splitting for matrix Ah, the eigenvalues of Ah are 

calculated numerically. From these the diagonal eigenvalue matrix E is formed. 

Also, the matrix S and its inverse 5' of the similarity transformation are calculated 

such that Ah SES. Next, the diagonal matrix E is split by E = E+E,where 

E+ contains the positive eigenvaiues and E contains the negative eigenvalues. 

Finally, the flux matrix Ah is split by Ah = A+ + A- where 

= SES, A = SE-S- '.	 (3.36) 

Similarly, the flux matrix Bh is split using its respective eigenvalues such that 

Bh = B + B- . This allows equation (3.24) to be written as
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1 OA	 0A	 OAV))( 1 OB	 0B	 OB 
(I+ -t(	 +	 +- . ))(I+ At(	 +	 + 2	 Ox	 Ox	 Ox	 2	

--)+tc)zu 

=1 
At(- 

OF 
.ä- - OG - H) I'•	 (3.37)

Cly 

This is equivalent to 

(1+ 'At
 0A 0A OA	 1	 OF OG 

	

+	 +	 ))iv+1 = -/. i(- . ; - -- - H) , (3.38) 
2	 Ox	 Ox	 Ox	 2 

OB OB OB 1 
(1+ zt( 

0 +	 + -a--) + tC)u 1 =	 (339) 

Since A+ and B+ represent the homogeneous contributions of the system with 

8A+	 8B+ positive eigenvalues, backward differences are used for -- and --. Likewise,ay

 forward differences are used for - and -. The non-homogeneous matrices A,, 

and B,, are not affected by flux splitting. They are primarily viscous terms and 

central differences are used for 	 and	 since they do not create dispersiv

instabilities [14]. For the given grid structure, the central differences are 

aAvij__ -	 1	 h2	 hi h2	 hi 

Ox - hi + h2	 + (- -	 -	 + 0(h2 ), (3.40) 

and

	

aBvij 1 
__	

kl k2	 ki 

	

- kl + k2	
+ ( -	 -	 + 0(k2), (3.41) 

where h = max(hl , h2) and k = max(ki , k2). Since the errors associated with these 

formulae are quadratic, they provide more accuracy than the forward or backward 

differences. For this reason, spatial derivatives that are evaluated in the Jacobian
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matrices as well as the F, G, and H matrices are also central differenced when 

possible. By replacing the derivatives in equation (3.38) and equation (3.39) by the 

appropriate difference formulae, the equation for	 becomes 

	

+	 i((A+1 - A	 •1't',)+ _(A	 iwn+l - A,.Li'1)+ 
'+"j i+1,j 

1	 h2 •vn+l. +	
h2	 hi 

+hl + h2	 '+')	 h2 -
	 -	 = rhs(3.38), 

(3.42)

	

MJn+l +	 - B+ jjfl+1 ) + 1(B LU"' - B 

	

t,j1	 s,j1	 ki	 i,j1	 i,j-1	 1,)

 k2	

n')	 2	 G2	 11J

1	 k2	 k1 
+ki ± k2	 + ( -	 --B.jj_jA =

(3.43) 

Rearranging terms yields

h2 

hi(hi + 

+(i. +	 t( At.	
1 
A +	

1	 hi h2 
h2	 - T j hi + h2 ( -hl 

-	 hi 

h2	 'j h2(hi + h2)A_13	
= rhs(3.38),	 (3.44) 

k2
Un+1 +

	

ki(ki + k2) B h)+ h / 	 ',j+1 

1	 k2 
+(i +	 - !	

U 
B1 + 

ki + k2k2 - k2 1'	 kl

ki 

1c2 *,31 - k2(ki + k2)	 ,j1	 ,j	 = LV'1.	 (3.45)113

This system of equations has the matrix form: 

= [rhs],	 (3.46) 

[C2][LU' 1 ] =	 (3.47)
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where [C1 ] and [C2] are (5nm) square coefficient matrices and [/V''], [LU'], 

and [rhs] are column vectors of length 5nm. The matrices [Cl ] and [C2] are block 

tridiagonal and can be readily inverted. Figure 3.3 shows the non-zero entries of 

the matricies [C1 ] and [C2], where each element is a 5x5 matrix. 

For some values of i and j, the AV'	 and LU'' values associated withY

boundary points are required. In cases where the boundary values remain constant, 

= 0 and LU' 1 = 0, and the form of equations (3.44) and (3.45) do not 

change. However, for complicated boundary conditions, the form can be signifi-

cantly changed so that [C1 ] and/or [C2] are no longer tridiagonal. To avoid this 

problem, the boundary points are treated explicitly. In the implicit step, backward 

or forward differences are chosen at near boundary points so that the boundary 

points are not required. This preserves the tridiagonal nature of the matricies [Cl] 

and [C2]. The boundary points are only used in the explicit step. Since every 

time step is restricted by At, the variable changes at one time step are assumed to 

be nearly equal to the changes at the previous time step, so 	 1/fl and 

AU'. Thus, boundary value changes can be calculated from known infor-

mation and can be moved to the right hand sides of equations (3.46) and (3.47). To 

insure that the boundary conditions are satisfied, the boundary values are updated 

after each solution of the system. 

The system can then be solved numerically and the set of LU'' values ob-

tained. Using

Un+1 = U + iXU',	 (3.48)
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the variable values at the next time step are found by updating the previous values. 

3.4 Implicit MacCormack Method 

Another implicit method that is easily implemented is the implicit MacCormack 

method. As in the other implicit methods, the Taylor expansion of the governing 

equations resulted in equation (3.20), Using equation (3.1), this equation can be - 

written as 

	

Un+' + Lt(_(AZUn+1) + --(BzU1+1) + CtUt + l ) =	
8F' 
- - OG - - H"). (3.80) 

Ox	 Oy	 Ox	 Oy 

This equation is then solved in the following sequence: Predictor step: 

AE zF" 
=	

i' +	 '3 + H,")	 (3.81) 
'Lix	 Ly 

(1+ At	 + At	 + tc)u7 1 =	 (3.82) 
AX	 Ly

- U". + LU,71 i	 (3.83) i	 - $2 

Corrector step:

V(E*)	 V(F*) =	 1	
+	

23
+ (H*))	 (3.84) Lx 

(I + At Vx-A + 
At VY*

B 
+	 =	 (3.85) 

AX	 Ly 

Un+l - 'run + (U*U!hl -. 2 1 $2	 /23	 23 J	 (3.86) 

Here iand L represent forward differences as in equation (3.5), and V and V, 

are backward differences similar to equation (3.6).
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The solution of these equations requires solving block tridiagonal matricies 

which are either upper or lower tridiagonal [figure 3.4]. This, however, causes no 

problem in implementation. The boundary points are treated explicitly. Since every 

time step is restricted by At, the variable changes at one time step are assumed 

to be nearly equal to the changes at the previous time step, so	 AU'.

Thus, boundary value changes can be calculated from known infromation and can - 

be moved to the right hand sides of equations (3.82) and (3.85). To insure that 

the boundary conditions are satisfied, the boundary values are updated after each 

solution of the system. 

The major differences between this method and the Steger-Warming method 

is that the Jacobian matricies are not split, so convergence is assumed to be slower. 

In both methods, each iteration requires two 'sweeps'. The implicit MacCormack 

method sweeps in the downstream direction and then the upstream direction. The 

Steger-Warming method sweeps in the x-direction and then the y-direction. This 

difference may have some effect on the results. 

3.5 Numerical Implementation of Boundary Conditions 

To insure that the boundary conditions are satisfied, the boundary point val-

ues are updated after every iteration. The conditions specified in chapter two are 

converted from differential to algebraic equations using finite differencing. 

Along the centerline, j=O, the conditions are of the form 	 = 0, which are ar 

equivalent to	 = 0. This is implemented by replacing	 by a simple forwarday
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difference

ui,1 - U1,0 

ki	
+ O(kl) = 0.	 (3.87) 

The numerical boundary condition then becomes 

	

U1 ,0 = U1 , 1 + 0((kl)2 ).	 (3.88) 

Due to symmetry, Vr = 0, so U2,1 ,0 is simply set equal to zero. 

Along the far field boundary, i=m, the extrapolation conditions are of the form 

L = 0. A backward difference is used to formulate the numerical condition 

Urn,, = Um_ i ,j + 0((h2)2 ).	 (3.89) 

At the inflow boundary, i=0, all of the variables are kept at their initial values 

except the density which is extrapolated using the linear extrapolation similar to 

that used on the far field boundary, 

	

U1 ,o , = U1,1,, + 0((hl)2 ).	 (3.90) 

On the nozzle wall boundary, j=n, the no-slip conditions are enforced and 

= U3,1, , = 0.	 (3.91) 

The temperatures at the wall are extrapolated linearly, 

T1, = T1, _1 + 0((kl)2 ),	 (3.92)
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where T is either T t or T. Using equation (2.74), the wall condition, ap = 0, can an 

be written as

OP	 b(1 + (f'(xb))2)	
= a.	 (3.93) Ox - f(xb)f'(xb) Oy	 Ty-

Replacing ap with the second order backward difference 

	

- 4P,1_ 1 + P,_2 
+ 0((1c2)2 ),	 (3.94) 2k2 

and	 by the backward difference 

Pi,j - 

h2	
+ O(h2), 

equation (3.93) yields the numerical condition

k2(h2)2	 (k2)3 h2 Pjj =	 + a(4P1 ,j _ i - P;,_ 2
)] + O(max( k2 + h2' k2 + h2	

(3.95) 

Since k2 is usually smaller than h2 at the wall, the error term is at most 0((h2)2), 

therefore it is of the same order as the rest. The density can then be calculated 

from the wall pressure and temperature using the ideal gas equation. 

3.6 Conclusion 

These methods require a certain amount of bookkeeping to be implemented. 

They are second order accurate in time and first order in space [16]. The use of the 

implicit method removes the CFL restriction on the time step. However, restrictions 

on the time step and grid spacings are still required, to keep the computational error 

small. Flux vector splitting is added to increase the stability of the numerical 

method. The boundary points are handled explicitly in order to maintain the 

structure of the matrix equations to be solved.



CHAPTER 4 

NUMERICAL RESULTS 

4.1 Introduction 

To discover the effects of thermal nonequilibriuxn on nozzle flow, a test case 

is solved numerically using the methods discussed in the previous chapter. The 

test case had a stagnation pressure of 50 psi and a stagnation temperature of 3000 

degrees K. Since there is assumed to be an initial velocity at the entrance of the 

nozzle, the term 'stagnation condition' is a misnomer. However, this velocity is 

comparatively small to any characteristic velocity, so these initial conditions are 

nearly the stagnation conditions. Also, some preliminary considerations must be 

investigated. 

4.2 Validity of the Navier Stokes Equations 

Rapidly expanding flows are characterized by a significant decrease in the den-

sity of the gas beyond the throat. For flows with low stagnation pressures, the 

exit densities can be extremely low. If the gas is very rarefied, it may no longer 

be a continuous fluid. In this case, the Navier-Stokes equations would no longer 

accurately represent the flow. In that case, the rarefied gas flow would usually be 

solved using Monte-Carlo techniques.

50
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In order to determine the amount of continuity in the gas, the Knudsen number, 

K, is employed. The Knudsen number is a dimensionless quantity defined as 

K =, where ) is a mean free path and L is a characteristic length of the flow. 

For nitrogen gas, the maximum mean free path is approximately 

Amax(CM)	
1	

(4.1) 

where o 2 = 14.9(1O) 16 cm' and n is the density of the gas in molecules/cm' [11]. 

The maximum mean free path of nitrogen versus the gas density is represented in 

figure 4.1. The choice of a characteristic length is nonspecific, so the radius of the 

nozzle is selected. Since the nozzle radius is not a constant, the local Knudsen 

number at some distance z from the nozzle entrance is defined as the mean free 

path evaluated at the centerline point at z divided by the radius of the nozzle at 

z. From the one-dimensional model, the mean free path can be estimated for the 

two-dimensional test case. The local Knudsen number is calculated, and is plotted 

for all points throughout the nozzle in figure 4.2. 

According to Bird, [18], the Navier-Stokes equations can be used for flows which 

have Knudsen numbers of 0.1 or lower. For flows with greater Knudsen numbers, 

the Navier-Stokes equations break down and do not accurately represent the flow. 

Therefore, there is a lower limit as to what inlet density can be used. From figure 

4.2 it can be seen that the test case lies within this region of usability, and the low 

stagnation pressure should not cause any significant problem. At most, the results 

obtained at the nozzle exit plane would be suspect.
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Figure 4.2. Local Knudsen Number vs Distance from Inlet.
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4.3 Boundary Layer and Turbulence 

Another consideration is the size of the boundary layer and the existence of 

turbulent behavior in the boundary layer. Boundary layers exist for viscous flows 

but the width of this layer is a function of the flow characteristics. The width, 8b1, 

can be approximated by

CP)l = C	
(4.2) t5bl (-

R PV	 (e)4' 

where C is a characteristic length [19]. Using the same argument as for Knudsen 

number, a local boundary layer width can be found as a function of position in the 

z-direction. As before, the radius of the nozzle is used for the characteristic length. 

Density, velocity, and viscosity values are evaluated at the centerline. Figure 4.3 

represents the size of the boundary layer at all points along the nozzle. From this it 

can be seen that the width of the boundary layer is relatively small. Therefore, be-

havior in this region should be relatively isolated and should not have a pronounced 

effect on the majority of the flow. 

Since turbulent behavior occurs in the boundary layer, turbulence modeling is 

not included in the model. The benefit of increased accuracy in the description of 

the flow, in such a small region, is not great enough to warrant the added complexity 

of the numerical model. However, it should be noted that Korte et al. found that 

not resolving the behavior at the throat affected the downstream Mach number 

(velocity) values [20]. Properly resolving this region, however, requires using a grid 

structure at the throat which is finer than usually used. Since the grid structure
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in figure 3.1 has the greatest resolution at the throat, this may limit the growth of 

this problem. 

Since the region outside the 'turbulent region' is usually treated as non-turbulent, 

and only matched to the turbulent region, it can be assumed that the overall effect 

on the near-centerline values is minimal. In terms of wind tunnel flow, it is not as 

much the behavior of the turbulent region that is of interest, but the spatial limits 

of the section with uniform flow. 

4.4 Numerical Solutions 

The solution of the test flow was determined for three separate cases. The first 

case was solved on a 81 x 41 grid (3321 points) using the implicit MacCormack 

method. Case two used a 81 x 41 grid and the Steger-Warming flux vector splitting 

method. The third case also used vector splitting but used a different wall boundary 

condition for the vibrational temperature. These three cases were compared with 

each other and with the solution of the one temperature, equilibrium model. 

The first case, using the implicit MacCormack method, was run for 7000 it-

erations using a scaled time step of 1.0 x iO. This translates to a total time of 

7.0 x iO s. Figures 4.4 through 4.15 are the set of contours for the set of six 

primitive variables. They also include enhancements of the throat region. Values 

stated below are centerline values. 

In figures 4.4 and 4.5, the density is seen to fall off greatly from .373km/rn3 to 

3.26 x 10 —'km/M3 . This mirrors the pressure drop of 3.3 x iO Pa (50 psi) to
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1.08 Pa [figures 4.6 and 4.7]. The ratio of exit pressure to initial pressure is small 

enough so that a shock should not occur between the throat and the exit plane. 

The radial velocity contours, figures 4.8 and 4.9, match intuitive expectations. 

The Vr values are negative before the throat (converging section) and positive af-

ter the throat (diverging section). The values axe' considerably less in magnitude 

compared to the axial velocity values, so they would not affect the vector value of 

total velocity. The absence of turbulence is also noticeable. This, however, is due 

to restrictions placed upon Vr in the numerical routine. Since the LU' value 

calculated in the solution routine for V, usually called for at least a 106 percent 

change in the 1/, value, instabilities would arise not only in the boundary layer but 

also outside the boundary layer. Since the V, values were relatively small, the need 

for numerical stability outweighed resolving the exact behavior of the V,. contours. 

Therefore, the VI values were not allowed to change more than one hundred percent 

per iteration. This, of course, would limit the growth of turbulence. 

The axial velocity contours, figures 4.10 and 4.11, showed that the velocity 

increased from 6 m/s to 2837 m/s. The flow is uniform with almost linear contours 

throughout most of the nozzle, and then rapidly decreasing in the boundary layer 

to satisfy the no-slip condition. The size of the boundary layer is small as expected, 

and causes no apparent problems. 

The translational-rotational temperature falls sharply after the throat which is 

expected since the pressure is also dropping [figures 4.12 and 4.13]. At the far field 

boundary, the exit temperature is 112.07° K. This, along with the low pressure,
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still represents gaseous nitrogen. Boundary behavior is very noticeable. It is the 

same size as the boundary layer seen the V contour. The temperature is increasing 

to the wall. To understand why this occurs, note the equilibrium energy equation 

ae 
p+pVVe+PV . V+V . q+=O	 (4.3) 

For the values at the wall, the no-slip condition makes Vr = V = 0, so the viscous 

dissipation terms and pressure drop terms are zero. Equation (4.3) then becomes 

p=—V . q.	 (4.4) 

Since V . q = —V . (KVT), where K is the thermal conductivity, equation (4.4) can 

be written as

ae = V - (KVT).	 (4.5) 

If it is assumed that the equilibrium temperature, T, decreases at the wall, then 

VT is negative, so the internal energy would decrease. This would imply that 

the temperature would also decrease. However, the translational-rotational energy 

equation from the nonequilibrium model at the wall boundary, differs due to the 

coupling term,

Oerj
= V (KVT) - pcx.	 (4.6) 

This can be written as

ae-t
e(T) - e(T) 

= V (KVT) -	 T	
(4.7)
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Since T < T and T > 0, the difference in the last term of equation (4.7) is negative, 

so

Oer = V (KVT) + p ICx I . 	 (4.8) 

The coupling term increases the internal energy. If this term dominated the heat 

loss term, then one should see an increase in the internal energy and, therefore, an 

increase in the translational-rotational temperature. This would cause the gradient 

of T in the r direction to be positive and V . (KVT) would not necessarily be negative 

or at least would be less negative. Thus, numerically, one effect would create and 

encourage the other. Physically, this effect is still meaningful. As the gas slows at 

the wall, there is more time for the gas to relax. More relaxation translates into a 

greater transfer of vibrational to translational-rotational energy. This would cause 

an increase in the translational-rotational temperature. 

The most notable feature of the vibrational temperature contours, figures 4.14 

and 4.15, is the freezing of the vibrational temperature downstream of the throat. 

Also, the flow is not in equilibrium before the throat, as other authors have suggested 

reference [2]. The translational-rotational temperature drops much faster in the 

converging section than the vibrational temperature. Therefore, the assumption of 

equilibrium flow before the throat should not be used. In the boundary layer, the 

vibrational temperature decreases at the wall up to the 'freezing point'. After this 

point, the temperature freezes and the boundary behavior disappears. The decrease 

occurs due to the slow speed, which allows the vibrational temperature to relax and 

move closer to the translational-rotational temperature. The fact that this behavior
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stops farther downstream may mean that the translational- rotational temperature 

is increasing faster than the vibrational temperature is decreasing. 

Case two produced similar results. Using the Steger-Warming flux vector split-

ting, the shape and the values of the contours were nearly the same. The densities, 

figure 4.16, dropped from 0.371kg/rn 3 to 3.27 x 10 5 kg/m3 . The pressure dropped 

from 3.3 x 10 5 Pa to 1.08 Pa [figure 4.17]. 

The radial and axial velocity contours, figures 4.18 and 4.19, also were nearly 

identical. The same restriction was applied to the Vr changes as in case one. The 

axial velocity increased to 2836 m/s, which differed case one by only one m/s. 

The translational-rotational temperature [figure 4.20] dropped to 112.2 K. 

The vibrational temperature behaved similarly to case one [figure 4.211. The vibra-

tional temperature was in nonequilibrium before the throat and freezing occurred 

downstream of the throat as in case one. The freezing temperature was exactly 

the same as in case one. The only difference was the point of freezing, which was 

slightly further downstream. 

Overall, the behavior was similar enough to validate the results in case one. 

This case also produced uniform flow. The freezing of the vibrational tempera-

ture in the boundary layer downstream of the throat reaffirms the idea that the 

translational-rotational temperature is increasing faster than the vibrational tem-

perature is decreasing. 

To remove the problems encountered in cases one and two, a third case is exam-

ined using different boundary conditions. The stagnation conditions and boundary
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conditions were the same as the previous cases except at the wall boundary. At this 

boundary, only the condition on the vibrational temperature was changed. Since 

the gas is not moving at the wall, the energy must be in equilibrium. Therefore, 

the translational-rotational temperature and the vibrational temperature must be 

the same. To enforce this statement, the vibrational temperature is explicitly set 

equal to the translational-rotational temperature. 

The contours for density [figure 4.22] showed that the density dropped from 

.371kg/rn3 to 3.25 x 10 5 kg/m3 . The pressure [figure 4.23] dropped equivalently 

from 3.3 x iO Pa to 1.08 Pa. 

A main difference in this case was the radial velocity [figure 4.24]. which showed 

some turbulent behavior. This turbulence begins at the nozzle throat within the 

boundary layer region. Downstream the effects are less noticeable. This is the 

behavior that was expected for the boundary layer region. 

The axial velocity [figure 4.25] contours were similar to cases one and two. The 

velocities rise steadily from 6 m/s to 2850 m/s, which was higher than the other 

cases. The contours are uniform throughout the nozzle. 

The translational-rotational temperature [figure 4.26] drops from 3000 K to 

112.1 O K. In the boundary layer region, the temperature still increases, but much 

less severely. The vibrational temperature [figure 4.27] freezes at the same frozen 

temperature as in cases one and two, but the boundary layer behavior is different. 

The vibrational temperature drops to the value of the translational-rotational tem-

perature on the wall boundary. Thus, the boundary behavior which stops at the
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throat for the other cases, now continues to the nozzles exit plane. This is the re-

sult that was expected. Therefore, the change in boundary conditions significantly 

improved the results. 

For comparison purposes, the results of the three cases were compared to the 

results of a nitrogen flow with the same stagnation conditions but with the unrealis-

tic assumption of forced thermal equilibrium [21]. Figure 4.28 shows the difference 

between the centerline values for the equilibrium temperature compared to the cen-

terline values for the two temperatures found in case one. The actual measurements 

of T are difficult in a laboratory situation, since the gas would equilibrate upon 

contact with a temperature sensor. Therefore, it would be useful to convert the 

translational-rotational temperature and the vibrational temperature into a single 

temperature that could actually be measured. Park suggested a geometric average 

ti v	 - - Tavg, where 0 < o < 1, in order to calculate reaction rates [22]. This is 

just a rough estimate, so it is not used here. 

Other differences between case one and the equilibrium model results were 

the absence of boundary layer behavior for temperature, and an increased axial 

velocity for the equilibrium model. In this model, the exit velocity was 2900 m/s. 

This increased value may have been due to an improperly imposed conservation of 

mass flow condition in that program. That model also predicted uniform flow.
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Figure 4.4. Case One: Logarithm of Density Contours.
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Figure 4.5. Case One: Logarithm of Density Contours (throat region).
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Figure 4.6. Case One: Pressure Contours.
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Figure 4.7. Case One: Pressure Contours (throat region).
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Figure 4.8. Case One: Radial Velocity Contours.



Figure 4.9. Case One: Radial Velocity Contours (throat region). 
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Figure 4.10. Case One: Axial Velocity Contours.



Figure 4.11. Case One: Axial Velocity Contours (throat region). 
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Figure 4.12. Case One: Translational-rotational Temperature Contours.
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Figure 4.13. Case One: Translational-rotational Temperature Contours (throat region).
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Figure 4.14. Case One: Vibrational Temperature Contours.
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Figure 4.15. Case One: Vibrational Temperature Contours (throat region).
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Figure 4.16. Case Two: Logarithm of Density Contours.
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Figure 4.17. Case Two: Pressure Contours.
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Figure 4.18. Case Two: Radial Velocity Contours.
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Figure 4.19. Case Two: Axial Velocity Contours.
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Figure 4.20. Case Two: Translational-rotational Temperature Contours.
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Figure 4.21. Case Two: Vibrational Temperature Contours (throat region).
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Figure 4.22. Case Three: Logarithm of Density Contours.
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Figure 4.23. Case Three: Pressure Contours.
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Figure 4.24. Case Three: Radial Velocity Contours (throat region).
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Figure 4.25. Case Three: Axial Velocity Contours.
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Figure 4.26. Case Three: Translational-rotational Temperature Contours.
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Figure 4.27. Case Three: Vibrational Temperature Contours.
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Figure 4.28. Centerline Equilibrium and Nonequilibrium Temperatures.



CHAPTER 5 

CONCLUSIONS 

The modeling of nozzle flow is a complicated problem. A wide variety of pos-

sible conditions and assumptions lead to a variety of flow characteristics, which 

makes general comparisons and prediction less meaningful. However, for specific 

cases, computer simulations are cost-effective tools for nozzle and wind tunnel re-

search. 

The governing equations for fluid flow were derived for a gas in thermal nonequi-

librium. The internal energy is split into the energy from the translational and 

rotational degrees of freedom and the energy from the vibrational degree of free-

dom. Each energy is assumed to be a function of a separate temperature. The 

two-dimensional viscous Navier-Stokes equations were modified to include two en-

ergy equations coupled by means of the relaxation time. The relaxation time was 

derived from a new expression which was more realistic for the low temperatures 

that are characteristic of high-expansion nozzles. The other thermal properties were 

defined to be physically realistic and a function of temperature. 

The continuous system of nonlinear partial differential equations were replaced 

by difference equations and were solved over a discrete grid. The implicit 

MacCormack method and the Steger-Warming flux vector splitting method were 
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applied to the equations. A set of boundary conditions were used which were 

physically meaningful, and gave a unique solution. 

To test the effects of vibrational nonequilibriuni, the solution of low pressure 

nitrogen gas flow through the given nozzle was tested. A stagnation pressure of 

50 psi and stagnation temperature of 3000 K defined the test case. Results were 

found using both methods. The results showed that uniform flow existed for all 

cases, except in the boundary layer region. The axial velocities increased from 6 

m/s to approximately 2837 m/s. Translational-rotational temperatures fell from 

3000 °K to 112 ' K, except in. the boundary layer which saw a marked increase in 

temperature. This was due to the addition of the coupling term to the translational-

rotational energy equation. Properly defining the vibrational temperature boundary 

conditions reduced the negative numerical results. 

A low pressure nitrogen wind tunnel would be a viable research tool, as it should 

produce mainly uniform flow. Since turbulent behavior was restricted, the actual 

behavior, and the extent to which it disrupts the flow is still not known. Based 

upon the relatively small radial velocities and the predicted size of the boundary 

layer, it is doubtful that turbulence would have had a pronounced effect on the flow. 

The translational-rotational temperature falls throughout the nozzle, especially 

after the throat. In the boundary layer, the translational-rotational temperature

increased significantly. The surplus was due to the vibrational relaxation, which is 

more complete in the boundary layer. Proper boundary conditions must be used 

to insure that the temperature does not increase unrealistically. Also, some of the
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surplus energy may be due to turbulence. Proper turbulence modeling may have 

accounted for some of the excess energy and limited the growth of this temperature. 

In the diverging section of the nozzle, the gas was found to be in nonequilib-

rium. The vibrational temperature remains higher than the translational-rotational 

temperature. This means that the assumption of thermal equilibrium before the 

throat is incorrect. 

Downstream of the throat, the vibrational temperature freezes. This 'frozen' 

behavior extends from the centerline to the boundary layer. In the boundary layer, 

the. vibrational temperature decreases to the value of the translational-rotational 

temperature. 

A point in question is the formulation of the vibrational model. It is somewhat 

questionable as to whether the thermal properties can be split into two components 

as easily as was done here. Also, one would expect that the equation of state would 

be a function of the two temperatures. Finally, a reasonable relationship between 

the two temperatures and a physically meaningful single temperature would be 

useful for comparison purposes. These questions are areas for further research.
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APPENDIX A 

LIST OF SYMBOLS

a Speed of Sound [m/s] 

A Cross sectional area [m2] 

b Nozzle length [m] 

C Characteristic length [m] 

Cv, Cvrt, Cvv Specific heat at constant volume [J/Kg K] 

D Diffusion constant 

D	 0-. 
+ V V Material or substantial derivative 

e, erg, e v Energy per unit mass [J/Kg] 

f function: radius of nozzle [m] 

h Planck's constant [Js] 

h Enthalpy [J/m3 s] 

hi, h2, ki, k2 Irregular grid spacings 

k Boltzmann's constant [J/K] 

K, Krt , K,, Thermal conductivities [W/m K] 

K Knudsen number 

L, 8 Scaling lengths [m] 
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List of Symbols 95 

m Number of grid points in axial direction 

M Mach number 

n Number of grid points in radial direction 

Ni Population densities [1/m 31 

Heat input per unit volume [J/m3 s] 

P Pressure [N/rn2] 

Pr Prandtl number 

R Gas Constant [J/Kg K] 

Re Reynolds number 

r, z Physical coordinates 

s Entropy per unit volume [J/m3 s K] 

Sc Schmidt number 

t Time [s} 

T, Tn, T Temperatures [K] 

V Velocity [m/s] 

Vn, V9 , V Velocity components [mis] 

W Molecular weight of N2 [Kg] 

X Coupling term [K/s] 

X, y Computational coordinates



List of Symbols 96 

17 Viscosity coefficient [Kg/ms] 

A Second coefficient of viscosity [Kg/rn s] 

Amoz Maximum mean free path [m] 

Density [Kg/m'] 

r Relaxation time [s] 

'5b1 Boundary layer width [rn] 

, &, Forward difference operators 

V, V Backward difference operators 

e i Energy states [J] 

orij Stress tensor [N/rn2] 

r 3 Shear stress tensor [N/m') 

, 0,	 Characteristic temperatures [K] 

4 Viscous dissipation function [N/m2s] 

ii Frequency [s_i] 

cp =	 Ratio of specific heats 
CV



APPENDIX B 

NOZZLE DESIGN 

The nozzle used in this study had a length, b, of 350 milimeters. The domain 

used in the simulations was the top half the a cross-section of the nozzle cut by 

the plane 9 = 0, see figure Bi. The equation representing the nozzle shape was 

actually four separate equations which represent a section of the nozzle. Starting 

from z 0, the sections are described by a straight line, a circle, a cubic spline, 

and another straight line. The location of the divisions are the points al, a2, and 

a3 [figure Bi]. 

The equation of the nozzle is the equation of the radius, r, in meters, which is 

a function of the axial distance z, in milimeters. The equations for each section are 

as follows: 

	

0 < z < a 1 ,	 r = f(z) = 10 *(m1 *(z - a2 ) - a0 + R— 3— /R2 3) 

	

a 1 z<a2 ,	 r=f(z)=103*(ao+R_i1112_(z_a2)2) 

	

a2 z a3 ,	 r = 1(z) = 10-3 * ( 
— (z - a2)3 +
	

2R 
(z - 

a2)2 + ao) 
tz	 12R2 M2  

	

a3 z b,	 r = f(z) = 10 * (a4 + m2 * (z - a3)) 
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where
m1 = - tan 600 

M2 tan9 

9 =40 

GO =0.5 mm 

R =2.0 mm 

r0 =5.0 mm.

5—a0 —R+JR2 ...3 
a1 = 

a2 =a1 + JR12 

a3 =a2 + 2Rm2 

4Rm 
a4=ao+



a1	 a2; 

r0
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Figure Bi. Nozzle Design
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