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An assessment of computational uncertainties is presented for numerical methods used by NASA to predict
laminar, convective aeroheating environments for Mars-entry vehicles. A survey was conducted of existing
experimental heat transfer and shock-shape data for high-enthalpy reacting-gas CO2 flows, and five relevant test
series were selected for comparison with predictions. Solutions were generated at the experimental test conditions
using NASA state-of-the-art computational tools and compared with these data. The comparisons were evaluated to
establish predictive uncertainties as a function of total enthalpy and to provide guidance for future experimental
testing requirements to help lower these uncertainties.

Nomenclature
Hw = wall enthalpy, J=kg
H0 = total freestream enthalpy, J=kg
L=D = lift-to-drag ratio
Kc = equilibrium constant, — or gmol=cm3

kb = backward reaction rate coefficient, cm3=gmol � s or
cm6=gmol2 � s

kf = forward reaction rate coefficient, cm3=gmol � s
M1 = freestream Mach number
qw = heat transfer rate at the wall, W=m2

RC = corner radius, m
Re1;D = freestream Reynolds number based on diameter,

�1U1D=�1
Rmax = maximum radius, m
RN = hemispherical nose radius, m
T1 = freestream temperature, K
U1 = freestream velocity, m=s
z = Cartesian distance from nose along symmetry plane, m
� = angle of attack, deg
� = cone angle, deg
�1 = freestream density, kg=m3

I. Introduction

TWO important goals for NASA’s future Mars exploration
programs are to perform a robotic sample return mission and

to enable human exploration missions. Both goals require the safe
landing of much greater masses (in excess of 10 t) than those
of previous Mars missions. However, the heritage technology
employed in past NASA missions from Viking to Mars Science
Laboratory (MSL), that of a rigid, 70 deg sphere-cone, ablative
thermal protection system (TPS), will not be sufficient to accomplish

such new missions. Thus, an Entry, Descent, and Landing Systems
Analysis Study (EDL-SA) was conducted [1] that defined three
entry-vehicle architectures that could provide the required increased
mass capability. These high-mass, mars-entry system (HMMES)
architectures are 1) a midrange lift-to-drag ratio (L=D� 0:4–0:6)
vehicle with a rigid aeroshell; 2) a large, hypersonic and/or
supersonic inflatable aerodynamic decelerator system (HIADS and
SIADS) for high-altitude aerobraking; and 3) hypersonic and/or
supersonic retropropulsion. Mixed architectures that consist of
combinations of these elements were also considered. In Fig. 1, these
three main vehicle classes are shown as architectures 1–3, and
various combinations thereof are shown as architectures 4–8.
Conceptual illustrations for the mid-L=D aeroshell, inflatable
aerodynamic decelerator, and hypersonic/supersonic retropropul-
sion system are shown in Figs. 2–4.

To insure the safety and success of such missions, the
uncertainties in the modeling and prediction of the aerothermody-
namic environment, which includes the surface heat transfer,
pressure and shear, and the integrated aerodynamic forces and
moments that the entry vehicle will experience, must be defined. A
step toward fulfilling this requirement is presented in this study,
which was performed as part of a larger activity [2] sponsored by
NASA’s Fundamental Aeronautics Program, Hypersonics Project to
define, and ultimately reduce, aerothermodynamic uncertainties for
several hypersonic mission types. A variety of physical phenomena
that influence the HMMES aerothermodynamic environment have
been identified. These include, but are not limited to the following:
boundary-layer transition; TPS blowing, ablation, and roughness;
shock-layer radiation; flexible structure/flowfield interactions;
retropropulsion thruster and reaction control system jet/flowfield
and jet/surface interactions; noncontinuum effects at high altitude
and in separated wake flows; surface catalysis; nonequilibrium gas
kinetics, etc. A discussion of many of these phenomena and of
computational methods used for modeling them is presented in [3].
The sensitivities of these computational methods to input parameters
for numerical models of physical phenomena (as distinct from
uncertainties determined through comparison with experimental
data, which is the subject of this report) have been explored in [4].

The current study is limited to uncertainties in the prediction
of laminar, attached high-enthalpy flow of CO2 over smooth,
nonablating surfaces. These restrictions define the most basic
validation case (short of perfect-gas flow) relevant to Mars missions.
Without a thorough understanding of the computational uncertainties
in the modeling of these phenomena, uncertainties in modeling other
phenomena, such as turbulence, roughness, and radiation, cannot
properly be addressed.
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The approach followed to define the uncertainties for laminar,
attached high-enthalpy CO2 flows was as follows:

1) Identify relevant sources of experimental data (i.e., high-
enthalpy surface and flowfield test data obtained in CO2 flows). For
simplicity, only 0 deg angle-of-attack data were considered.

2) Generate flowfield predictions at the selected test conditions
using the state-of-the-art computational tools currently employed in
the development of NASA’s Mars missions. Although computations
may have been previously performed for some data sets using
older software packages, it is important to emphasize that, for the
purposes of the current study, new solutions were generated for all
cases. The new solutions were generated to ensure that a consistent
methodology was applied using the latest software versions.
Similarly, although other similar software tools exist outside of
NASA and have been employed to model such flows, they were not
considered in this study.

3) Perform and assess comparisons between the experimental data
and numerical results to determine the current state of the art in

Fig. 1 HMMES architecture options.

Fig. 2 Mid-L=D rigid aeroshell.

Fig. 3 Inflatable aerodynamic decelerator. Fig. 4 Supersonic retropropulsion system.
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computational predictions for laminar high-enthalpy, convective
aerothermodynamic environments of Mars missions.

It is expected that the results of this effort to define the state of the
art will be used as guidelines for future efforts to reduce the
computational uncertainties. Reduction of the modeling uncertain-
ties will require the acquisition of new high-fidelity experimental
ground- and flight-test data on both macroscopic aerothermody-
namics properties (surface heating and pressure, flowfield structure,
aerodynamics forces and moments, boundary-layer transition, etc.)
and fundamental physical properties (chemical, vibrational, and
electronic excitation and relaxation rates, transport properties, and
radiation emission and absorption rates). Concurrent development
and validation of advanced computational methods and algorithms
will also be required.

II. Review of Experimental Data Applicable
to HMMES Missions

A thorough literature search was performed to identify sources of
experimental data relevant to the HMMES uncertainty assessment.
Data sets were selected for consideration, in which surface heat
transfer measurements were performed in pure CO2 test gas at
conditions where postshock chemical reactions were generated (i.e.,
in excess of 1 MJ=kg). Although the actual composition of the Mar-
tian atmosphere is�95:3%CO2, 2:7%N2, and 2.0%Ar (by volume),
the kinetics of CO2 are expected to be the greatest uncertainty
component because of its predominance, and so data sets withN2 (or
other minor components) were left to later consideration. Additional

data that did not meet the current criteria were also noted for future
consideration (e.g., turbulent data, high-enthalpy air or N2 data).

A. Experimental Data Sets for HMMES Laminar, Convective
Uncertainty Assessment

Five sources of laminar high-enthalpy, convective heat transfer
data in a CO2 environment were identified for inclusion in this
study. These data were obtained in the NASA Ames Research
Center (ARC) 42-Inch Shock Tunnel, the General Applied Sciences
Laboratories (GASL) HYPULSE Expansion Tube, the Caltech T5
Reflected Shock Tunnel, the University of Illinois Hypervelocity
Expansion Tube, and the Calspan University of Buffalo Research
Center (CUBRC) LENS I Reflected Shock Tunnel. All data are from
70 deg sphere-conemodel geometries (Fig. 5) similar to that ofMSL,
although there is somevariation in nose and corner radius dimensions
(relative to the maximum radius) of the models tested.

Test conditions from each of these studies are listed in
chronological order in Table 1 and a summary of the wind-tunnel
model parameters for each test is provided in Table 2. Note that the
conditions listed do not necessarily represent all the data obtained in
each facility; for simplicity, the data considered herein were limited
to 0 deg angle of attack at laminar conditions. Additional data for
nonzero angle of attack and for transitional and turbulent boundary
layers are also available inmany of these data sets. It is also important
to note that these test conditions were actually determined from a
combination of experimental flowfield measurements (e.g., shock
speed and pitot pressure) and numerical simulation tools (to obtain
mass fractions). These numerical tools employ some of the same
physical models as do the flowfield codes which are, in theory, to be
validated by comparison with the experimental data. Thus, a
complete validation exercise, which is outside the scope of this study,
would require iterative refinements of test condition predictions and
model-in-flow simulations.

The enthalpy/Reynolds number range of the test data is shown in
Fig. 6. Total enthalpies (H0 �Hwall) ranged from 1.9 (near to perfect
gas) to 12:3 MJ=kg (nonequilibrium chemistry). Reynolds numbers
(based on diameter) for all data considered were less than 106, which
resulted in laminar conditions for all cases except one partly
transitional run in the CUBRC data set.

For comparison with flight conditions, reference values for
HMMES mid-L=D and HIADS configurations are shown on this
plot, as well as reference values for theMars Science Laboratory and
Mars Viking missions. It is notable that theMSL reference condition
is at the high end of the range of Reynolds number and enthalpy test
conditions, whereas the HMMES conditions are a factor of 2 to 3
higher in enthalpy and an order of magnitude greater in Reynolds
number. In contrast, the peak heating condition for the Mars Viking
mission is well within the range of test conditions.

1. NASA ARC 42-Inch Shock Tunnel Data

Data were obtained [5] at laminar test conditions on a 70 deg
sphere-cone model in CO2, air, and CO2-Ar environments in the

Fig. 5 Seventy degree sphere-cone geometry.

Table 1 Test conditions

Facility Facility type �1, kg=m3 T1, K U1, m=s Re1;D H0 �Hw,
MJ=kg

Freestream mass fractions

[CO2] [CO] [O2] [O]

NASA Ames 42-Inch Shock
Tunnel

Reflected shock tunnel 3:10 � 10�4 200 4150 0:25 � 106 8.5 1.000 0.000 0.000 0.000

GASL HYPULSE (runs 747, 749) Shock expansion tube 5:79 � 10�3 1088 4772 0:93 � 106 12.3 1.000 0.000 0.000 0.000
Caltech T5 (run 2256) Reflected shock tunnel 5:70 � 10�2 1407 2732 1:67 � 106 6.1 0.831 0.108 0.061 0.000
Caltech T5 (run 2254) Reflected shock tunnel 3:12 � 10�2 1828 3367 1:25 � 106 10.6 0.550 0.287 0.151 0.012
Caltech T5 (run 2255) Reflected shock tunnel 7:83 � 10�2 2188 3514 2:26 � 106 11.3 0.592 0.259 0.139 0.009
CUBRC LENS I (series 1, run 12) Reflected shock tunnel 5:26 � 10�4 691 2761 0:29 � 106 4.9 0.901 0.063 0.036 0.00
CUBRC LENS I (series 2, run 16) Reflected shock tunnel 1:48 � 10�2 361 1907 0:94 � 106 1.9 1.000 0.000 0.000 0.000
CUBRC LENS I (series 2, run 12) Reflected shock tunnel 8:70 � 10�3 931 2939 0:77 � 106 6.0 0.843 0.100 0.057 0.000
CUBRC LENS I (series 2, run 08) Reflected shock tunnel 8:96 � 10�3 892 2870 0:21 � 106 5.6 0.863 0.087 0.05 0.000
CUBRC LENS I (series 2, run 13) Reflected shock tunnel 6:06 � 10�3 1116 3373 0:16 � 106 8.6 0.687 0.199 0.110 0.003
University of Illinois HET Shock expansion tube 1:44 � 10�2 1172 3058 0:43 � 106 5.7 1.000 0.000 0.000 0.000
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NASAARC42-Inch ShockTunnel (also sometimes referred to as the
Ames 3.5 ft Shock Tunnel). The facility (since demolished) was a
combustion-heated, reflected shock tunnel with 10–20ms test times.
Heat transfer data and flowfield schlieren images were obtained on
copper models instrumented with surface thermocouples. Three
separate configurations were actually tested. All were 70 deg sphere-
cone geometries with 1.5 in. nose radii; however, the model had
interchangeable outer sections with various corner radii that resulted
in 2.74–2.99 in. maximum radius models. Besides the 0 deg angle-
of-attack runs considered herein, additional runs were performed at
�� 10 and 20 deg. An experimental uncertainty of�10%was cited
for the heating data from this study.

2. GASL HYPULSE Expansion Tube Data

Testing was performed [6–8] in the GASL (nowATK) HYPULSE
Expansion Tube on 70 deg sphere-conemodels of 1.00 in. maximum
radius in air andCO2 test gases. Laminar data were obtained on three
70 deg sphere-cone models of varying corner radii and on a blunted
hyperboloid with 70 deg asymptotes. The models were fabricated
from Macor ceramic and instrumented with thin-film heat-flux
gauges. In addition to the �� 0 data considered herein, data are
also available for 4 and 8 deg angles of attack. An experimental
uncertainty of �11% was cited for the heating data from this
study.

3. Caltech T5 Reflected Shock Tunnel Data

Heat transfer tests were performed [9,10] on a 3.50 in. maximum
radius, 70 deg sphere-cone model in the Caltech T5 Reflected Shock

Tunnel in CO2 and N2 test gases. The model was fabricated from
stainless steel and instrumented with fast-response coaxial
thermocouples. Testing was performed at angles of attack of 0, 11,
and 16 deg and laminar, transitional, and turbulent data were
produced, although only laminar 0 deg runs are considered herein.
Although a specific value for experimental uncertainty was not cited
for the CO2 data of [9], error bars shown on the plots were
approximately �11%.

4. CUBRC LENS I Reflected Shock Tunnel Data

Measurements on MSL geometry models were performed in CO2

in the CUBRCLENS I Reflected Shock Tunnel. Two test series were
performed: the first with a thermocouple and thin-film instrumented,
12 in. maximum radius model [11,12] and the second with a 6 in.
maximum radius model instrumented with thin-film gauges, coaxial
thermocouples, and silver calorimeters [13]. Both models were
fabricated from stainless steel. In addition to the 0 deg angle-of-
attack data considered herein, runswere alsomade at�� 11, 16, and
20 deg that produced laminar, transitional, and turbulent flows.
Although specific values for experimental uncertainties for each
gauge type were not given, error bars shown on plots in [13] were
approximately �5 to �10%.

5. University of Illinois Hypervelocity Expansion Tube Data

Themost recent data available [14]were obtained in theUniversity
of Illinois Hypervelocity Expansion Tube (HET). The test geometry
was a 1.00 in. maximum radius, 70 deg sphere-cone stainless steel
model instrumented with fast-response coaxial thermocouples.
Laminar data were obtained at angles of attack of 0, 11, and
16 deg. An uncertainty of �8% was cited for the coaxial gauge
measurements but an overall experimental uncertaintywas not given.

B. Other Relevant Sources of High-Enthalpy Convective
Aeroheating Data

Other sources for high-enthalpy aeroheating data sets exist that
may be of use in defining uncertainties in nonequilibrium kinetic
models even though these data were not obtained in pure CO2 flows.
These include, as previously noted, CO2-Ar and air data from the
ARC 42-Inch Shock Tunnel [5], air data fromGASL-HYPULSE [6–
8], and N2 data from Caltech T5 [10].

Other blunt-cone aeroheating data were obtained in several
facilities as part of the NATO AGARD Working Group 18 activity
[15]. Although the primary purpose of this program was to obtain
rarefied wake flow data [16], high-enthalpy forebody aeroheating
data were also generated in two of the tests [17]: those conducted at
DLR-high enthalpy shock-tunnel Göttingen (DLR-HEG) and
CUBRC LENS.

The DLR-HEG tests was conducted on a 70 deg sphere-cone
model with high-enthalpy runs in air, CO2, and CO2-N2 mixtures.
Unfortunately, explicit information regarding freestream speciemass

Table 2 Wind-tunnel model information

Facility Max
radius, in.

Nose
radius, in.

Corner
radius, in.

Cone
angle, deg

Model instrumentation Model
material

Refs.

NASA Ames 42-
Inch Shock
Tunnel

A� 2:74
B� 2:82
C� 2:99

A� 1:5
B� 1:5
C� 1:5

A� 0:039
B� 0:167
C� 0:470

70 Surface junction thermocouples Copper [5]

GASL HYPULSE 1.00 0.5 MP1� 0:05
MP3� 0:10
MP4� 0:20

70 Thin-film temperature gauges Macor ceramic [6–8]

Caltech T5 3.50 1.75 0.35 70 Fast-response coaxial thermocouples SS304 stainless
steel

[9,10]

CUBRC LENS I,
series 1

12.0 6.0 0.60 70 Thin-film temperature gauges and coaxial
thermocouples

Stainless steel [11,12]

CUBRC LENS I,
series 2

6.0 3.0 0.30 70 Coaxial thermocouples, thin-film
temperature gauges, and silver
calorimeters

Stainless steel [13]

University of
Illinois HET

1.00 0.5 0.05 70 Fast-response coaxial thermocouples AI 2024 and A2
tool steel

[14]

Fig. 6 Comparison of ground test and flight conditions.
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concentrations is incomplete in the documentation available
[18–20]. Because it was not within the scope of this study to perform
computations to determine facility operating conditions, these data
were not analyzed. If such information could be obtained, these data
should be factored into future work.

The CUBRC LENS AGARD-18 test was conducted on a 70 deg
sphere-cone model in air and N2 at enthalpies between 5 and
10 MJ=kg. Data were obtained [21] on both the blunted-cone
forebody and in the wake on an instrumented sting.

III. Computational Methods
Flowfield solutions were generated at each test condition using

NASA’s LAURA and DPLR codes. These codes are the two primary
numerical simulation tools employed by NASA for continuum
hypersonic aerothermodynamic computations and extensive
documentation and background material are available (e.g., [22–
25]) for each code. Although there are some algorithmic and physical
modeling differences between them, both are structured-grid
Navier–Stokes solvers for flows with vibrational and chemical
nonequilibrium. Past code-to-code comparisons have demonstrated
good agreement between them for entry vehicle aerothermodynamic
simulations relevant to HMMES, such as for the Mars Science
Laboratory [26] and Fire II [27] missions.

In this study, the physical model employed was that of laminar
flow, with two-temperature (translational and vibrational/electronic)
representation and nonequilibrium chemical kinetics. Afive-reaction
chemistry model for the CO2-CO-O2-O-C system was used, with
forward reactions as defined by the modified Arrhenius form of
Eq. (1) and backward rates determined from the equilibrium constant
definition via Eq. (2). The forward reaction coefficients are listed
in Table 3. The carbon atom producing reactions (nos. 1 and 2) were
included in this set for completeness; however, these reactions
were found to be negligible for the range of test conditions
considered:

kF � A � TB � exp��C=T	 units of
�

cm3

gmol-s

�
(1)

kB � kF
KC

units of

�
cm6

gmol2-s

�
or

�
cm3

gmol-s

�
(2)

For the comparisons with experimental data, the freestream
boundary conditions were taken from the published facility test
conditions. The wall temperature boundary condition was set to a
constant 300 K value; although heat transfer rates for these cases can
be very high, the facility run times were in the millisecond to
microsecond ranges, over which time the increase in wall
temperature was negligible with respect to the boundary-layer edge
temperatures. A surface catalysis boundary condition was also
required. Several surface catalysis model options were employed: a
noncatalytic option, a fully catalytic option (forces atoms to
recombine to homogenous diatomics) and a “supercatalytic” option,
in which recombination to 100% CO2 is enforced at the surface.
The choice of wall catalysis model has been shown to have a large
effect on sensitivity of aeroheating predictions [4] but, unfortunately,
as discussed in [3], there are little data available at low temperatures
(such as generated in these tests) on catalysis effects for CO2

reactions to help justify the selection of a particular catalysis
model.

IV. Assessment of Experimental–Computational
Comparisons

A. Surface Heat Transfer Comparisons

Comparisons were made between the LAURA and DPLR
predictions and the experimental heat transfer data for each test
condition. These comparisons are shown in Figs. 7–17 and are
ordered in terms of increasing total enthalpy over the whole set of
data, not just on a facility-by-facility basis. In each figure, the
experimental data are shown with error bars of�15%. This value is
purely a nominal figure used as a consistent reference and is not
derived from the published reports; the actual stated experimental
uncertainties varied from approximately 5 to 15% as discussed
previously. For the computational results, predictions are shown for
the noncatalytic, fully catalytic, and supercatalytic wall boundary
condition options. LAURA and DPLR results were generally

Table 3 Forward reaction rate coefficients

No. Reaction A B C Type Third-party multiplier Refs.

1 CO
M ! C
 O
M 2:3 � 1020 �1:00 1:29 � 105 Dissociation [28]
2 CO
 O ! O2 
 C 3:9 � 1013 �0:18 6:92 � 104 Exchange [29]
3 CO2 
M ! CO
 O
M 1:5 � 1025 �2:50 6:60 � 104 Exchange �2 forM� atoms [30]
4 CO2 
 O ! O2 
 CO 2:1 � 1013 0.00 2:78 � 104 Dissociation [28]
5 O2 
M ! 2O
M 2:0 � 1021 �1:50 5:94 � 104 Dissociation �5 for M� atoms [29]

Fig. 7 CUBRC LENS I Reflected Shock Tunnel: Series 2, run 16,
1:9 MJ=kg case.

Fig. 8 CUBRC LENS I Reflected Shock Tunnel: Series 1, run 12,
5:1 MJ=kg case.
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consistent with differences between them being much smaller than
the differences produced by selection of the wall catalysis boundary
condition. Thus, to maintain clarity on the plots, only the fully
catalytic DPLR results will be shown along with the LAURA results
for each boundary condition.

With the exception of the GASL HYPULSE case (which is the
highest enthalpy condition), the current comparisons between
predictions and measurements are similar to the comparisons
previously published for each study. For the GASL HYPULSE case
(Fig. 17), there is a large overprediction of the data in the current study

Fig. 9 CUBRC LENS I Reflected Shock Tunnel: Series 2, run 8,
5:6 MJ=kg case.

Fig. 10 University of Illinois HET Expansion Tube:5:7 MJ=kg case.

Fig. 11 CUBRC LENS I Reflected Shock Tunnel: Series 2, run 12,
6:0 MJ=kg case.

Fig. 12 Caltech T5 Reflected Shock Tunnel: Run 2256, 6:1 MJ=kg
case.

Fig. 13 ARC 42-Inch Shock Tunnel: 8:5 MJ=kg case.

Fig. 14 CUBRC LENS I Reflected Shock Tunnel: Series 2, run 13,
8:6 MJ=kg case.
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that was not evident in the original comparisons. This difference was
traced to the chemical–kinetic models employed. In the original
study, explicit forward and backward reaction rates were specified as
per Evans et al. [31], whereas in the current study, the backward rates

were determined from the definition of the equilibrium constant
(e.g., [32]). When the chemistry models employed in [6–8] were
substituted into LAURA, similar agreement with the experimental
data was observed. This observation is not to intended to imply that
onemodel or the other is “correct,” but merely to identify the cause of
a discrepancy between current and previous comparisons.

The differences between prediction and measurement shown for
each of the gauges in Figs. 7–17 were averaged for each case to
determine an overall uncertainty for that case. Averages were
generated for supercatalytic and noncatalytic comparison in terms of
both the average magnitude (absolute value) of the differences
between prediction and measurement and the average of the signed
(positive/negative) differences. These averages are plotted in
Figs. 18–21 vs total enthalpy. From these figures, several general
observations can be made:

1) The average magnitude per case of the differences between
noncatalytic predictions and experimental data varied between 15
and 45%.

2) The average magnitude per case of the differences between
supercatalytic predictions and experimental data varied between
approximately 5 and 30%, with the exception of a 148% difference
for the GASL HYPULSE case. Upon review of a draft of this paper
by the operators of HYPULSE,‡ it was indicated that the published
results from this test may contain a data reduction error that produced
erroneously high heating values. However, time limitations preclude
reviewing and revising these data in the present publication.

3) The noncatalytic predictions averaged from approximately 1 to
35% lower than the data per case, expect for the GASL HYPULSE
case where the predictions were 45% higher than the data.

4) The supercatalytic predictions averaged from 5 to 35% higher
than the data per case, with the exception of a 148% overprediction
for the GASL HYPULSE case and the underprediction for the low-
enthalpy CUBRC LENS case.

5) A linear fit can be made for any of the average comparisons to
show that the differences increase with total enthalpy. However, the
quality of such fits is questionable given the small number of data
points available and the skew resulting from the very large
differences for the GASL HYPULSE case.

From these results, it is tempting to conclude that the
supercatalytic boundary condition is appropriate because it provides
the closest agreement with the data, with the exception of the GASL
HYPULSE case,which could be eliminated as an outlier point (and is
subject to possible revision due to data reduction error as noted
previously). In fact, for NASA’s MSL mission, this conclusion was

Fig. 15 Caltech T5 Reflected Shock Tunnel: Run 2254, 10:6 MJ=kg
case.

Fig. 16 Caltech T5 Reflected Shock Tunnel: Run 2255, 11:3 MJ=kg
case.

Fig. 17 GASL HYPULSE Expansion Tube: �12:3 MJ=kg case.

Fig. 18 Comparison of noncatalytic predictions with data (averaged
error magnitude).

‡From private communication with Ching-Yi Tsai, ATK (Aug. 2011).
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applied because the supercatalytic option provides the most design
conservatism [33].

However, although possibly appropriate as a vehicle design
paradigm, such a conclusion cannot be applied to a rigorous
uncertainty analysis. Other evidence must also be considered. First,
that the limited set of data onCO2 surface catalysis do not support [3]
the supercatalytic model for metallic surfaces at low temperatures.
Second, that the HYPULSE datawere obtained onmodels fabricated
from Macor ceramic, which would be expected to show even less
catalytic efficiency than a metallic model; thus, this test may provide
a distinctly different physical environment than the others and cannot
be immediately dismissed. Third, that the freestream environment of
the GASL HYPULSE test (and also the University of Illinois HET
test) was generated in a significantly different manner than the
CUBRC LENS, Caltech T5, and Ames 42-Inch Shock Tunnel tests;
the first two facilities operate as shock-expansion tunnels, whereas
the other three operate as reflected shock tunnels. As discussed in
[34], there is considerable uncertainty as to the vibrational
nonequilibrium state of the freestream in reflected shock tunnels,
which could produce significant uncertainties in the results surface
heat transfer measurements. And finally, as will be shown in the next
section, regardless of surface catalysis model selected, major

differenceswere also observed in the comparisons between predicted
and measured shock shapes. Such flowfield differences cannot be a
function of surface catalysis, thus there must be other uncertainty
factors to consider.

B. Shock-Shape Comparisons

Comparisons were made between the predicted and measured
shock shapes (with the exception of Caltech run 2256 for which no
image was available) as shown in Figs. 22–30. The differences
between predicted andmeasured shock standoff distances at the nose
are shown in Fig. 31 with respect to total enthalpy and in Fig. 32 with
respect to freestream density. With the exception of the lowest
enthalpy CUBRCLENS case (series 2, run 16) and perhaps the ARC
42-Inch case, there were large differences between the predicted and
measured shock shapes for all cases. Shock standoff distances were
underpredicted for the CUBRC LENS and GASL HYPULSE cases
and overpredicted for the Caltech T5 and University of Illinois HET
cases (the available image quality was too low for assessment of the
ARC 42-Inch Shock Tunnel case). These comparisons suggest
fundamental differences between actual and computed chemical and

Fig. 20 Comparison of supercatalytic predictions with data (averaged
error magnitude).

Fig. 21 Comparison of supercatalytic predictions with data (averaged
signed error).

Fig. 19 Comparison of noncatalytic predictions with data (averaged
signed error).

Fig. 22 CUBRC LENS I Reflected Shock Tunnel: Series 2, run 16,
1:9 MJ=kg case.
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vibrational relaxation rates, which would strongly influence the
predicted surface heating rates. Thus, it cannot be said for certain
whether the differences inmeasured and predicted heating rates were
due to the surface catalysis, chemical and vibrational rates (or both),
or other factors. And, because high-enthalpy facilities’ freestream
conditions are typically determined through a combination of
diagnostic measurements and numerical methods, it is also possible
that the freestream conditions were not accurately characterized.
This possibility is more likely for the reflected shock tunnels, as
discussed in [14,34].

Although the focus of this study is primarily on heat transfer
uncertainties, the prediction of shock shapes also affects aerodynamic
uncertainties. The shock shape is an indictor of the surface pressure
distribution and thus of the forces and moments resulting from the
integration of that pressure distribution. It has been shown [35] that
the use of differentmodels (Camac [36] andMillikan–White [37]) for
vibrational relaxation rates of the polyatomicCO2 molecule produces
an uncertainty in the trim angle of a degree ormore for theMSL-entry

vehicle, which is a significant level for a mission that requires
precision entry. The differences in predicted and measured shock
shapes for the cases in this study were much larger than those
generated for the MSL case in [34], and so the aerodynamic
uncertainties can be expected to be large; however, there are no data
available for comparisons.

C. Overall Assessment of Comparisons

Without attempting to assign the cause to either experimental or
computational methods, this survey reveals that very large
differences exist between the two with respect to convective
aeroheating rates and flowfield shock shapes for high-enthalpy CO2

flows. Differences in heat transfer rates varied between 15 and 148%
and were strongly influenced by the selection of surface catalysis
models for the computations. Shock standoff distance comparisons
revealed differences ranging from 50% underprediction to 50%
overprediction.

Fig. 23 CUBRC LENS I Reflected Shock Tunnel: Series 2, run 8,
5:6 MJ=kg case.

Fig. 24 University of Illinois HET Expansion Tube: 5:7 MJ=kg case.

Fig. 25 CUBRC LENS I Reflected Shock Tunnel: Series 2, run 12,
6:0 MJ=kg case.

Fig. 26 ARC 42-Inch Shock Tunnel: 8:5 MJ=kg case.
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These comparisons are startlingly poor and their implications for
Mars exploration missions must be considered. First, in historical
context, is the successful Viking mission. Viking peak heating
conditions were on the low range of these data, where the uncertainty
in heating might be assigned a “reasonable” value in the range of
�20% based on these comparisons. Off course, neither the data sets
reviewed herein nor the computational techniques employed existed
when that mission was developed. Instead, analytical methods were
applied with high levels of conservatism.

In contrast, the MSL mission, for which most of these data sets
were developed, is at the high end of the test range. Noncatalytic
predictions were up to �35% lower than the experimental data,
whereas supercatalytic predictions were up to �35% higher
(excepting theGASLHYPULSE case). It is fortunate that, in fact, the
supercatalytic model was employed in the design process because it
overpredicts all experimental data except a single low-enthalpy
condition.

Looking to the future, HMMES-class missions will experience
enthalpies well beyond any existing test data. Because HMMES
missions are outside the range of the test data, it cannot safely be
assumed that the supercatalytic assumption will provide sufficient
conservatism for aeroheating predictions. Additionally, the fact that

the predicted and measured shock shapes differ indicates that other
phenomena beside wall catalysis are not being modeled properly
and may also contribute to aeroheating uncertainties. And, of
course, these differences in shock shapes produce an aerodynamic
uncertainty that cannot be assessed because there are no relevant
force-and-moment data against which to compare predictions.

It is a requirement of this study that some numerical values be
assigned to the computational aeroheating uncertainty of the state-of-
the-art tools used by NASA forMars-entry problems. Although such
an assessment is recognized as being overly simplistic, it at least
provides a starting point for consideration of the issue. Thus, based
on the comparisons presented in Figs. 7–17, approximate uncertainty
estimates for laminar, convective aeroheating have been made in
terms of total enthalpy. Because of the previously noted doubts
as to the appropriateness of the supercatalytic boundary conditions,
these estimates are based on the averaged error magnitude
resulting from the noncatalytic boundary condition: 1) for low
enthalpy (<5 MJ=kg),�15% uncertainty; 2) for moderate enthalpy
(5–10 MJ=kg), �30% uncertainty; and 3) for high enthalpy
(10–20 MJ=kg),�60% uncertainty.

Fig. 28 Caltech T5 Reflected Shock Tunnel: Run 2254, 10:6 MJ=kg
case.

Fig. 29 Caltech T5 Reflected Shock Tunnel: Run 2255, 11:3 MJ=kg
case

Fig. 27 CUBRC LENS I Reflected Shock Tunnel: Series 2, run 13,
8:6 MJ=kg case.

Fig. 30 GASL HYPULSE Expansion Tube: Run 749, 12:3 MJ=kg
case.
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Of course, the overall aeroheating uncertainty must be
considerably higher than these values for the laminar, convective
uncertainty. Turbulent aeroheating augmentation, shock-layer
radiation, and TPS roughness and ablation will also contribute to
the aeroheating environment. Although some relevant test data do
exist on these phenomena, an assessment of their effects cannot be
performed until the cause or causes of the existing discrepancies
between predictions and measurements illustrated herein have been
resolved. Furthermore, these estimates reflect only the macroscopic
comparisons between predictions and data and do not in any way
address the underlying uncertainties in the physical models
employed in the predictions.

D. Deficiencies in Current Experimental and Computational
Methodologies

Despite more than 30 years of Mars exploration missions, there
has been no comprehensive program to obtain benchmark-quality
experimental data on aeroheating in CO2-dominated flows, nor has
there been a parallel effort to develop and validate computational
methods for Martian entry conditions. Although it is true that some
testing has been performed in the last decade to support the MSL
program, these tests have producedmore questions than answers. On
the computational side, NASA’s two state-of-the-art computational

fluid dynamics (CFD) tools, DPLR and LAURA, are based on the
same 1980s–1990s-era physical models and differ mainly in
algorithmic applications. For a HMMES-class mission to be
possible, the current computational uncertainties levels must be
better defined and must be greatly reduced. Several avenues of
research must be followed to accomplish this task.

First is the acquisition of flight data. Aerothermodynamic
instrumentation must be a requirement for any and all future Mars
missions. BothMarsViking [38,39] andMars Pathfinder [40] carried
some instrumentation, however, the data obtained were of limited
utility. On a more positive note, the MSL mission will carry a
comprehensive flight instrumentation package [41,42].

Second is the development and validation of higher-fidelity
computational models for physical phenomena, especially for
nonequilibrium chemical and vibrational processes and chemical
catalysis. Currentmodels are based on the two-temperature approach
[43] for translational and vibrational modes and have Arrhenius-
form chemical rate expressions fitted to these temperatures
(e.g., [29]). However, the validity of the two-temperature approach
has been called into question [44] and investigations of new
thermophysicalmodels have begun (e.g., [45,46]). It is important that
development of such models take into account not only flight-
relevant conditions, but also ground-test conditions to provide some
anchor point for model validation.

Finally, more ground-test data are required and the requirements
for future testing will be dealt with in greater depth. With respect to
the existing data sets, several deficiencies can be identified that must
be addressed in future testing:

1) As detailed in Table 1, data were obtained across a fairly wide
range of conditions in the five different facilities, but there was no
overlap of test conditions between the facilities. It ismost notable that
densities in the Caltech T5 test, in which shock standoff distances
were overpredicted, were an order of magnitude higher than those of
the CUBRC LENS test, in which shock standoff distances were
underpredicted. This observation suggests a possible connection
because chemical and vibrational processes will be influenced by
density, however, other factors must also be considered. An overlap
in test conditions in multiple facilities should be a requirement for
future testing.

2) Testing was not conducted in any of the individual facilities
across a wide enough range of test conditions to generate significant
differences in the flowfield environments in any one facility. Future
tests should span an enthalpy range in each facility sufficient to
encompass both perfect (or near-perfect) gas and chemically reacting
gas conditions in order produce a wide range of chemical reaction
rates, as well as densities sufficient to encompass both equilibrium
and nonequilibrium conditions. This requirement will help identify
trends in the physical processes (such as catalysis, vibrational
relaxation, and chemical reaction rates) and to validate the
operational characteristics of the facilities.

3) The heat transfer instrumentation types were not consistent
from facility to facility. Thin-film gauges, coaxial thermocouples,
surface thermocouples, and calorimeters were all employed.
Although some variation in instrumentation is desirable to provide
independent quality checks, at least one common type of
instrumentation should be employed in all tests.

4) Although the evidence is not conclusive, it has been
hypothesized (e.g., [34]) that the operating conditions of the
reflected-shock tunnels (Ames 42-Inch, CUBRCLENS, Caltech T5)
may have been influenced by nonequilibrium vibrational and/or
chemical excitation that was not properly characterized. Theoret-
ically, shock-expansion tunnels will be less prone to such difficulties
and testing should be concentrated on such facilities, although the
use of reflected-shock tunnels should be not completely rejected.
However, the process of characterizing the flowfield in any high-
enthalpy facility is complicated by the fact that the CFD tools for
which validation data are sought are also being used to determine the
freestream conditions of the tests being performed to generate
validation data. Thus, an iterative process will be required to develop
and validate models for both the facility operational processes and
the resulting flow around the test article.

Fig. 31 Comparison of predicted and measured shock standoff
distances vs enthalpy.

Fig. 32 Comparison of predicted and measured shock-standoff
distances vs density.
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5) The catalytic properties of the wind-tunnel models were not
conclusively established. The tentative assumption is that the
metallic models used in all tests except GASL HYPULSE were
noncatalytic. For the HYPULSE test, this assumption is even more
credible because the models were fabricated fromMacor ceramic. It
should be a requirement for future testing that independent analyses
are conducted to determine the catalytic properties of both the wind-
tunnel model materials and of the instrumentation (i.e., thin-film or
thermocouple surfaces).

6) The thermophysical properties of the wind-tunnel model
materials (i.e., thermal diffusivity and thermal conductivity) must be
better characterized. Uncertainties in these properties have a direct
linear effect on the conduction analyses performed to determine
heat transfer rates from the measured temperature-time histories.
Unfortunately, this information is rarely documented in test reports,
even though some studies have identified significant uncertainties in
the available literature (e.g., [8,47]).

7) All testing to date has been performed at “cold-wall” conditions
where wall temperatures remain relatively unchanged (with respect
to flowfield total temperature) due to the brief duration of high-
enthalpy facility runs. If possible, some testing should be performed
with models preheated to an elevated temperature; this requirement
may provide some insight into chemical and catalytic behavior
at the wall.

V. Conclusions
Future Mars exploration missions under consideration by NASA

will require the development of high-mass mars-entry Systems.
These systems will have masses an order of magnitude greater than
those of previous missions and will experience much more severe
aerothermodynamic entry environments. To support the future
development of these systems, a survey was conducted to identify
sources of high-enthalpy,CO2 aerothermodynamic data that could be
used to help define computational uncertainties in state-of-the-art
flowfield prediction tools employed by NASA.

Comparisons were performed between these experimental data
and computational predictions generated for this study. Large
differenceswere found to exist for both surface heat transfer rates and
flowfield shock shapes. Estimates for the uncertainty in computa-
tional aeroheating predictions ranged from �15% at low enthalpy
(<5 MJ=kg) to�60% at high-enthalpy (>10 MJ=kg). However, the
scope of the data sets was not sufficient to perform rigorous
uncertainty analyses. Several factors were found to influence these
results, including the correct modeling of surface catalysis, the
proper definition of freestream test conditions, and numerical
modeling of vibrational relaxation rates forCO2. Large discrepancies
in predicted and measured shock shapes were also identified.
Although experimental aerodynamic data were not available to
evaluate the integrated effects of these shock-shape differences, they
are large enough to be of concern when accurate guidance for
precision landing is required.

The results of this study are intended to aid in the development of
guidelines for future NASA investments in experimental and
computational research toward decreasing entry-vehicle design
uncertainties and margins for future Mars missions. Specific
requirements for future experimental aerothermodynamic testing
have been provided. Additional research will be required to better
define, and ultimately reduce, these uncertainties.
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