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Emotional Gait: Effects on Humans' Perception of Humanoid Robots
Matthieu Destephe, Martim Brandao, Tatsuhiro Kishi, Massimiliano Zecca, Kenji Hashimoto, Atsuo Takanishi, Member, IEEE

Abstract—Humanoid robots have this formidable advantage to possess a body quite similar in shape to humans. This body grants them, obviously, locomotion but also a medium to express emotions without even needing a face. In this paper we propose to study the effects of emotional gaits from our biped humanoid robot on the subjects' perception of the robot (recognition rate of the emotions, reaction time, anthropomorphism, safety, likeness, etc.). We made the robot walk towards the subjects with different emotional gait patterns. We assessed positive (Happy) and negative (Sad) emotional gait patterns on 26 subjects divided in two groups (whether they were familiar with robots or not). We found that even though the recognition of the different types of patterns does not differ between groups, the reaction time does. We found that emotional gait patterns affect the perception of the robot after being shown to the subjects. The implications of the current results for Human Robot Interaction (HRI) are discussed.

I. INTRODUCTION

In a world built by humans for humans, having a humanoid body is clearly an advantage be it used to work in factories handling heavy loads or performing dangerous tasks in hazardous locations. Advanced humanoid robots, such as robot companions or nursing home robots would have to interact with people of any age in their daily life and need to be able to adapt their behavior accordingly to their feedback. For humans, our daily social interaction is based on multimodal and sometimes redundant communication channels (language, speech tone, gesture, sound, text, etc.). On a humanoid robot, all those channels are not necessarily available usually due to hardware constraints. For example, ASIMO [1], ATLAS [2], HRP-2 [3] (Fig. 1) do not have any face and are expected to interact with humans to complete various tasks. Thus, humanoid robots should use their body and available communication channels as human-like as possible in order to deliver the correct message to its human partner. Our research focuses on the expression of emotions. Emotions strongly affect social interaction and the expression of emotions is a part of multimodal communication. With emotional gestures, robots might be able to influence the state of mind or reaction of their human partner. Indeed emotions, especially experienced at the time of the decision, can influence directly or indirectly the decision maker's expectation of the probability or desirability of future consequences of said decision [4]. This is further showed by Berthoz et al. [5] who studied how the emotions play a critical role in the complex process of decision-making. We want to affect the perception of people of our robot by solely using its body. By using body movement and gait, we solve the issue when the face is not visible (which can be too far to distinguish facial features) or simply has no facial expression capability but also, we can convey emotional messages without having the robot to directly interact with people. We may think about several applications of an emotional gait based on the effects on the human perception: intimidative people for law enforcing robots, calm people during disasters, or simply to ease communication and understanding of the robots’ intentions during interaction with human partners.
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Figure 1. Human-sized humanoid robots

Even if it has been shown that one of the most efficient ways of transmitting emotions is to express them with the face [9], emotional body language contains much information used in daily communication interaction between humans [10]. Body language can affect the way facially expressed emotions are perceived and become an important cue to interpret the emotional message [11]. It can also help to distinguish ambiguous facial expressions [12] and increase certainty about the message conveyed to us. Emotion expression through body language can either be an isolated gesture or a different way of moving the body while performing an activity. Recognition of emotions in human motion alone was demonstrated by several studies [13-15]. Another study [16] indicates that the same areas in the brain known for being
activated by fearful facial expressions are also activated when a fearful body posture is shown with a blurred-out face.

Most works done in Human Robot Interaction (HRI) regarding emotions expression focused on face-based expressions [17-18], emotional speech cues [19] or gestures [20]. There are only few works known to us that used human-sized humanoid robots to express emotions. Lim et al. [21] introduced for the first time emotional walking with the robot WABIAN-R1 in 2004. Among other humanoids such as ASIMO or HRP-2, only Geminoid F expresses emotions and only its face is used [22]. However until now, the gait was not used as medium to convey information to people in the robots' surroundings or during direct interaction. As the effects from emotional gait patterns on the users’ perception of the robots was never studied, we want to follow this approach and go further by assessing of the effects of an emotional on subjects’ perception of the robot.

The two following questions were investigated:

1. Can the gait of an adult-sized humanoid robot solely express emotions such as happiness or sadness?
2. Can this emotional gait change the perception that people have of the robot?

With the present paper, we implemented for the first time to our knowledge, biologically-based [23] emotional gait patterns in a human-sized (148cm) humanoid robot. We would like to insist on the possible importance of the size of the robot. Hiroi et al. reports that the size of a robot influences the interaction and moreover the threat posed by the robot [24]. They tested three sizes of robot (60, 120 and 180 cm) and found that a 120cm-sized robot is the most appropriate for a direct interaction and that robots should be slightly smaller than their human partner.

We will present what we have observed when the robot expressed positive (Happy) and negative (Sad) emotions with its gait. The paper is organized as follows. In section 2, we introduce our robot platform, our approach for emotional pattern generation and the description of the user-study. Section 3 contains the results we obtained. Finally, in section 4 we discuss our findings and conclude with the section 5.

II. METHOD
A. Description of the robot

We conducted our experiments with the humanoid robot WABIAN-2R developed in Takanishi Laboratory at Waseda University (Fig. 2). Unlike most bipedal humanoid robots, WABIAN-2R is able to perform a human-like walking with stretched knees thanks to its 2-DoF waist during the stance phase while other robots walk with bent knees. WABIAN-2R has two 6-DoF legs, 2-DoF waist, 2-DoF trunk, two 7-DoF arms, 3-DoF neck, and two 3-DoF hands [25]. WABIAN-2R has been designed with 1.5m in height, and 64kg in weight. The kinematic configuration of the structure comprises a total of 39-DoF. Its biomimetical design allows human-like gait including heel-contact and toe-off phases. This robot is mainly used for locomotion experiments and to study human movements. Besides an advanced locomotion technology there are no sensors or other devices that could be used for human robot interaction (HRI), such as a camera or a head capable of emotion expression. Consequently this allows us to concentrate on expressing emotions with body movements only.

Figure 2. WABIAN-2R platform

B. Description of the patterns

We asked two professional Japanese actors (who acted in plays, drama and movies) to perform several types of emotional walking such as Sadness, Happiness, Anger and Fear and with different intensities: low, intermediate, high, and exaggerated [23]. We also recorded normal walking.

The humanoid kinematic structure can be divided in two groups: the locomotor unit, formed by both legs and pelvis, and the passenger unit, formed by the head, neck, arms, trunk and also the pelvis. On the locomotor unit gait parameters such as foot height, step length and walking velocity have to be applied. The extracted parameters from the motion recordings cannot be applied directly. Although the human and the robot structures are similar in structure, they are still quite different down to the kinematic properties. Hence the extracted parameters have to be tuned to the robot WABIAN-2R. The extracted emotional walking parameters are normalized in regard to the neutral walking parameter. On the passenger unit the other parameters, the neck pitch, shoulder pitch and the waist pitch, have to be applied. For simplification reasons the pitch of the neck and waist where kept constant during each pattern. We set the shoulder pitch trajectories as close as possible to the extracted parameters within limitations of the robot kinematic structure.

In our previous research, we produced for Happiness and Sadness emotions, three walking patterns of different intensity (intermediate, high and exaggerated) and we created computer graphics videos of our robot WABIAN-2R. For the present study, we extended some of the patterns used in [26] for the virtual robot by improving the stability and doubling the distance walked and we used the real robot instead of the virtual one. We decided to use solely the High intensity category for Happiness and Sadness. We chose this intensity category since it achieved a high recognition rate (Happiness: 76.69%, Sadness: 80.77%) when we assessed the patterns in simulation with subjects. We doubled the number of steps for each of the patterns (now 12) and the total walking duration is
TABLE I. PATTERN PARAMETERS FOR HAPPINESS AND SADNESS

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Normal Robot</th>
<th>Actors</th>
<th>Happiness Robot</th>
<th>Actors</th>
<th>Sadness Robot</th>
<th>Actors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neck pitch [degree]</td>
<td>0</td>
<td>1.5</td>
<td>0</td>
<td>2</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Shoulder pitch range [degree]</td>
<td>-25/6</td>
<td>-23/10</td>
<td>-35/20</td>
<td>-40/32</td>
<td>-8/8</td>
<td>-8/+4</td>
</tr>
<tr>
<td>Waist pitch [degree]</td>
<td>5</td>
<td>17</td>
<td>5</td>
<td>13</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>Step height [mm]</td>
<td>32</td>
<td>118.3</td>
<td>30</td>
<td>112.79</td>
<td>28</td>
<td>86.28</td>
</tr>
<tr>
<td>Step length [mm]</td>
<td>350</td>
<td>592.86</td>
<td>370</td>
<td>636.15</td>
<td>300</td>
<td>407.27</td>
</tr>
<tr>
<td>Velocity [m.min⁻¹]</td>
<td>23.3</td>
<td>62.98</td>
<td>30.8</td>
<td>108.51</td>
<td>17.6</td>
<td>36.43</td>
</tr>
</tbody>
</table>

9.63 seconds for Happiness, 12.93 seconds for Sadness and 11.49 seconds for Normal. We also tuned the velocity of the walk to ensure the stability of the robot.

We include the Table I for reference the value of the parameters used for the emotional walking patterns.

C. Description of the experiment

In order to assess the effects of emotional gait on the subjects' perception of the robot, we decided to take three parameters into consideration: the emotion recognition rate, the emotion recognition reaction time and the overall feelings towards the robot described by the Godspeed questionnaire [27].

A total of 26 subjects participated in this experiment (N = 26) with an average age of 25.17 (SD = 5.9) ranging from 20 to 38 years old. All gave written informed consents for participation. We controlled the possible influence of the participants expertise or familiarity with robots. Thus, the participants were divided into two different groups of thirteen people each: the Familiar with robots group (N_f = 13) and Non-familiar with robots group (N_nf = 13). The Familiar group subjects were recruited among the researchers and students who were or are currently working with the robot. The Non-familiar group participants, who did not have any previous contact with robots and do not have a peculiar interest in robotics, were invited to participate to a study about Human-Robot Interaction through announcement in class, social network services and mailing-lists. All the participants were briefed about how the experiment will be conducted: six walking patterns will be shown, and for each pattern, the emotion recognition answer and the subject impressions were recorded. Subjects were not told that reaction time would be recorded, but they were told to answer as fast as they could.

The robot was standing at 4.5 meters from the subject (Fig.3). The subject was seated at a desk on which a pen, a questionnaire form and a tablet PC were set. The tablet PC was used to record the reaction time of the recognized emotion. The subjects were told to press the button corresponding to the emotion displayed as soon as they thought recognizing it. Six choices were proposed in English and in Japanese: happy, sad, normal, fear, anger and other emotion. At the beginning of the experiment, we showed once to the subjects the normal walking pattern. It was done to serve as a point of comparison with the walking patterns shown after. Each subject saw a total of six walking patterns (Happy x 2, Sadness x 2, Normal x 2) and the patterns were shown in random order. Using a questionnaire, we recorded the age, the time of the experiment and an identification code shown in random order (Happy x 2, Sadness x 2, Normal x 2) and the patterns were shown in random order. Using a questionnaire, we recorded the age, the time of the experiment and an identification code shown in random order (Happy x 2, Sadness x 2, Normal x 2). We used the Godspeed questionnaire [25] to evaluate how people perceived the robot according to five HRI concepts: anthropomorphism, animacy, likeability, perceived intelligence, and perceived safety. It uses for each concept several semantic variables graded from 1 to 5. The Anthropomorphism concept describes the attribution of human-like features and behavior to non-human things (variables: naturalness, consciousness, life, elegant movements, etc.). The Animacy represents the concept of being alive (variables: alive, lively, organic, lifelike, interactive, and responsive). The Likeability depicts the positive impression about others people might have (variables: like, friendly, kind, pleasant, nice). The Perceived Intelligence represents the expected capabilities the robot has (variables: competent, knowledgeable, responsible, intelligent and sensible). The Perceived Safety illustrates the comfort level the people might have with the robot (variables: relaxed, calm and quiescent). A free space was also available for any comment the subjects may have. They were given time to discuss with the experimenters in case they wanted to give oral feedbacks.

III. RESULTS

All the parameters (emotion recognition rate, emotion recognition reaction time, Godspeed questionnaire) were analyzed through a two-way ANOVA with one within-subjects factor (emotion {Happy, Sad, Normal}) and one between-subjects factor (familiarity with the robots {Familiar, Non-Familiar}). Partial $\eta^2$ are reported as a measure of the effect size.

A. Emotion recognition

The results of the emotion recognition rate are presented in the Fig. 4.

The familiarity with the robots did not influence the recognition rate of the emotion expressed in the robot's gait. As expected, the emotions factor has a large statistical

![Figure 3. Experiment set up](image-url)
significant effect on the emotion recognition \((F(2,48) = 10.1071, p < .001, \eta^2 = 0.2\) (large effect)).

B. Reaction time

The results of the emotion recognition reaction time are presented in the Table II. The main large effect on the reaction time is due to the Emotions factor \((F(2,48) = 18.0984, p < .0001, \eta^2 = 0.16\) (large effect)). Even though there is no statistical difference \((p > 0.05)\) between the two groups, the Familiar group reacts faster (14% faster) to the emotional stimuli than the Non-familiar group. For both groups, the Sad pattern was recognized the fastest and Normal the slowest.

<table>
<thead>
<tr>
<th>Emotion Recognition Reaction Time (Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Happy</td>
</tr>
<tr>
<td>Sad</td>
</tr>
<tr>
<td>Normal</td>
</tr>
</tbody>
</table>

Likeability The analysis showed statistical significance for the two factors: a moderate effect from the Familiarity factor \((F(1,24) = 4.6806, p < .05, \eta^2 = 0.11)\) and a small effect from the Emotions factor \((F(2,48) = 6.713, p < .005, \eta^2 = 0.06)\). The Non-familiar subjects rated the robot generally more likeable than the Familiar subjects and both groups rated the Normal pattern the most likeable (close with Happy pattern) (Fig.8).

Anthropomorphism The two-factor ANOVA shows a small significant effect from the Emotion factor \((F(2,48) = 3.2226, p < .05, \eta^2 = 0.03)\). The Non-familiar group rated the robot more anthropomorphic for the Happy and Sad patterns than the Familiar group and vice-versa for the Normal pattern. Both groups rated the Sad pattern the most anthropomorphic (Fig.6).

Animacy The analysis does not shown any statistical effect. Nonetheless we can notice that the Non-familiar group rated more and with a very small variance \((M = 3.27, SD = 0.0003)\) than the Familiar group \((M = 2.99, SD = 0.0334)\) (Fig.7).

Subjects’ Perception of the robot

First we tested the whole questionnaire results for reliability: Anthropomorphism (Cronbach’s \(\alpha\): 0.81), Animacy (Cronbach’s \(\alpha\): 0.82), Likeability (Cronbach’s \(\alpha\): 0.84), Perceived Intelligence (Cronbach’s \(\alpha\): 0.81), Perceived Safety (Cronbach’s \(\alpha\): 0.68). According to those values, the questionnaire has a good reliability.

Perceived Intelligence A statistical significance difference with a moderate effect was found for the Emotions x Familiarity interaction \((F(2,52) = 3.466578, p < .05, \eta^2 = 0.04)\). The Familiar group judges the Happy and Normal pattern equally intelligent and finds the Sad pattern the least intelligent unlike the Non-familiar group (Fig.9).
Perceived intelligence

![Perceived intelligence graph](image)

**Perceived Safety** The analysis shows a statistical significance difference with a moderate effect from the Emotions factor \((F(2,48) = 8.4629, p < .001, \eta^2 = 0.06)\). The Non-familiar group rated the Sad pattern the safest and the Happy pattern the least safe. The Familiar group rated equally safe Normal and Happy patterns but less safe the Sad pattern (Fig.10).

![Perceived safety graph](image)

**D. Comments**

We received several comments from the subjects of the two groups with a large majority coming from the Non-familiar group. The subjects from the Familiar group essentially commented in a very practical way on the different moving parts of the robot (step length, arm rotation or parts vibration) and did a few comments on how they think the patterns might be improved. The comments from Non-familiar group were quite different and focused on their feelings. This is supported by the findings in the Animacy part of the questionnaire. The Non-familiar group found the robot more alive and the Familiar group more machine-like. The following comment: “Sometimes the emotion was difficult to understand or to differentiate from one another and I wish the robot had a face to help me decide” was given several times. Regarding the Happy gait demonstration, besides “the robot seems happy” comments, a subject wrote that he “sensed playfulness”, another stated that “the robot seems to be happy with a sense of pride and it feels it might look down on others”. For the Sad gait, we had comments such as “I felt that the robot is sad and walked with a broken heart”, “the robot is a bit scary and looks like an evil robot from a movie”.

**IV. DISCUSSION**

First, we wanted to investigate if the gait of an adult-sized humanoid robot solely could express emotions such as happiness or sadness. We achieved an emotion recognition rate of 92.3% for the Sad gait, 55.8% for the Happy gait and an overall pattern emotion recognition of 76.3%. Gross et al. report a recognition rate for human emotional walking of 93.3% for Sad and 66.7% for Joy [28] and which are similar to what we found while assessing our emotional patterns. This suggests that a robot body does not affect much the recognition of an emotional gait. Moreover, the familiarity with robots did not change the emotion recognition rate. Comparing with our previous research with videos of a virtual WABIAN-2R [26], sadness in the gait of the real robot (92.3%) was better recognized than with the 3D modeled robot (78.2%) but Happiness recognition (55.8%) decreased compared to the virtual robot (65.38%). This might be explained by the fact that the patterns were adapted due to the constraint of safety for the robot and to ensure the stability of the walk. The passenger unit parameters were not modified and only the locomotor unit parameters were adjusted to the constraints (velocity, step height and step length). Regarding the results we obtained, the locomotor unit parameters are therefore important for the expression of Happiness in the walk but do not influence much the expression of Sadness. Researchers studied the effects of a positive or negative facial emotion on the recognition speed [29-30]. By using either facial expression pictures or International Affective Picture System set of pictures are shown to the subjects, they found that positive facial expression are recognized faster than negative emotions, unlike our results where we find that negative (Sad) pattern was recognized faster than the positive (Happy) pattern. Face pictures might have a more important condensed emotional load than a live demonstration and this might explain the reaction time difference between [29-30] and ours. We might also suppose that depending on the type of emotional stimuli (face expression or emotional gait), the recognition pathways are different and then affect the recognition time. One less satisfying point was the recognition of the Happy pattern. Even though the recognition rate of Happiness in the gait by humans is also low (66.7%), we should improve the expression of Happiness by, for example, providing context in our future experiments.

Finally, we investigated how the positive (Happy) and negative (Sad) emotional walking patterns influence the perception of the robot. The results showed that the perception was not influenced greatly by the manipulation of the group and was more influenced by the manipulation of the different emotions (or absence of). Among the latent variables of the Godspeed questionnaire, only the Likeability had the Familiarity as one of the main effect \((p < .05)\). All the Godspeed variables besides the Animacy are affected to some degree by the manipulation of the Emotions factor. The emotions affected the perception of the subjects regardless of their experience with robots. As the subjects rated the robot rather positively (scores > 2.5), this means they see the robot
under a favorable light and seem to not have concerns about it expressing emotions. Nonetheless this should be further investigated to get a deeper understanding of this issue.

V. CONCLUSION
The current research describes for the first time a adult-size humanoid robot expressing emotion with its gait. It shows that the familiarity with robots seldom influences, if at all, the recognition of the emotion of the robot emotional gait. This preliminary research will help use to design interaction scenarios with the robot. From the results, we validate our methodology for the design of emotional gait patterns. We are confident that a similar methodology can be applied with success to adult-sized humanoid robots such as ASIMO, ATLAS or HRP-2. This study was conducted without any context and we would like to see how the different emotions expressed by the gait might influence the outcome of the interaction. For example, the gait is quite influential for human predators when they choose their victims and this could be extended to robots [6-7]. This result could be extended to humanoid robots in order to protect them against vandalism [8] by appearing less defenseless when they will wander cities. We would like also to see the difference in the perception when the robot exaggerates its movements and when it expresses Anger. This might give a further insight on the human acceptance of emotional robots in our society.
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