Abstract—Dynamic principal component analysis (DPCA) is commonly used for monitoring multivariate processes that evolve in time. However, it is has been argued in the literature that, in a linear dynamic system, DPCA does not extract cross correlation explicitly. It does not also give the minimum dimension of dynamic factors with non zero singular values. These limitations reduces its process monitoring effectiveness. A new approach based on the concept of dynamic latent variables is therefore proposed in this paper for extracting latent variables that exhibit dynamic correlations. In this approach, canonical variate analysis (CVA) is used to capture process dynamics instead of the DPCA. Tests on the Tennessee Eastman challenge process confirms the workability of the proposed approach.

I. INTRODUCTION

The need to enhance safety and maintain consistent product quality in industrial operations has continued to increase in the last few decades. This has put research on on-line process performance monitoring in the front burner. Multivariate statistical methods such as principal component analysis (PCA) and partial least squares (PLS) are now widely used in large scale processes due to their dimensionality reduction capability. These techniques assume that processes measurements are time-independent and normally distributed, and are deemed to be particularly appropriate for discrete manufacturing processes. However, in reality, many industrial processes are continuous and multivariate and their process measurements are cross-correlated, autocorrelated, and collinear [1].

Cross-correlations occur because, although, many variables are measured in industrial systems, only a few events actually drive the system at any given time. Hence, many of the measurements made are different representations of the few true drivers of the system [2]. Auto-correlations are caused by system dynamics arising from process units that induce inertia, and the high sampling rates used in modern data acquisition instrumentation [2], [3]. Therefore, the normality and time independence assumptions on which traditional PCA and PLS models are based is violated in many real industrial systems. Consequently, time series models have been used for monitoring processes (especially univariate processes) with auto-correlated variables [4]. Alternatively, models based on dynamic factors have been proposed for monitoring and predicting multivariate time series when high cross correlation of variables exist [5]. Particularly, dynamic PCA [6] and dynamic PLS (DPLS) [7] have been proposed for monitoring such processes. These techniques involve singular value decomposition of augmented time lagged data matrices of the observed process data. However, two limitations have associated with these techniques [5], [8]: 1) they do not extract cross correlation explicitly, 2) they do not give the minimum dimension of dynamic factors with non zero singular values in a linear dynamic system.

To address these limitations, subspace modelling approaches which identify the state space model of a process have been suggested [9]–[11]. Negiz and Cinar proposed the CVA [1], [12]. They derived state variables from the canonical variates which are linear combinations of the past observations that best explain the variation in future observations. The canonical variables define the principal directions of variation of a linear dynamic system. In their work, the $T^2$ metric based on the state variables was used for process monitoring. Recent works involving CVA-based process monitoring, fault detection and identification in dynamic processes characterised by strong auto-correlated and cross-correlated variables have proved the effectiveness of the CVA technique [13]–[17]. Statistical performance monitoring based on a PLS subspace model is also possible since the PLS algorithm can be used for modelling the relationship between two blocks of data [18], [19].

Unfortunately, state space-based monitoring techniques extract only dynamic relationships. On the other hand, models based on static PCA focus on static correlations of variables at a given time instance without considering any lags or delays. To achieve better monitoring results, however, it is necessary to capture both cross-correlation arising from static process characteristics as well as auto-correlation due to process dynamics. Motivated by the possibility of using dynamic factor analysis to restrict the dynamic variation in a reduced subspace in the prediction of time series, Li et al., [5] suggested a dynamic latent variable model. This approach involves, firstly, extracting the dynamics in a variable space into auto-correlated latent variables. Secondly, using auto-correlated PCA for extracting dynamic principal factors according to their auto-covariance. However, this approach is not still able to extract dynamic relations exhaustively, due to the limitations of using lags to
capture dynamics.

In this paper, PCA is used to extract static correlations in the variable space to obtain linear latent variables (LLV). Then, CVA which is effective in capturing dynamic behaviour is applied to the LLVs to extract dynamic auto-correlations. The proposed approach is referred to as linear latent variable-CVA (LLV-CVA). The performance of LLV-CVA is then compared with DPCA and CVA in detecting faults on the Tennessee Eastman challenge process. The rest of the paper is organised as follows: Section II discusses the latent variable algorithm. In Section III the method of fault detection based on latent variables is developed. In Section IV the effectiveness of the method is tested on the Tennessee Eastman process and compared with related algorithms. Lastly, some conclusions are drawn in Section V.

II. LATENT VARIABLE MODELLING

In this section, PCA is performed to obtain linear latent variables which are used as inputs for the CVA algorithm.

A. Linear Latent Variables

The PCA technique finds combinations of variables that give the principal variability in a data set. Assuming that the dataset \( \mathbf{X}_0 \in \mathbb{R}^{a \times b} \) is mean-centred and have unit variance, (where \( a \) represent the number of rows i.e. observations and \( b \) the number of columns, i.e. variables), the sample covariance matrix is computed as:

\[
\mathbf{C} = \frac{1}{a-1} \mathbf{X}_0^T \mathbf{X}_0
\]

The matrix \( \mathbf{C} \) is essentially the correlation matrix of the original data set \( \mathbf{X}_0 \). The eigenvalue decomposition of \( \mathbf{C} \) gives:

\[
\mathbf{C} = \mathbf{U} \mathbf{D} \mathbf{U}^T
\]

where \( \mathbf{U} \) are the principal directions and \( \mathbf{D} \) is the diagonal matrix whose \( i \)th element represents the variance present in the data projected in the direction of the \( i \)th component. The transformed data points are define as

\[
\mathbf{X} = \mathbf{X}_0 \mathbf{U}
\]

where \( \mathbf{X} \) is the matrix of scores or linear latent variables and \( T \) represents transpose.

B. CVA on Linear Latent Variables

If \( \mathbf{x}_k \) is the \( k \)th column vector of \( \mathbf{X} \), the past (p) and future (f) observation vectors are given as

\[
\mathbf{x}_{p,k} = \begin{bmatrix} \mathbf{x}_{k-1} \\ \mathbf{x}_{k-2} \\ \vdots \\ \mathbf{x}_{k-p} \end{bmatrix} \in \mathbb{R}^{p \times 1} \quad \text{and} \quad \mathbf{x}_{f,k} = \begin{bmatrix} \mathbf{x}_k \\ \mathbf{x}_{k+1} \\ \vdots \\ \mathbf{x}_{k+f-1} \end{bmatrix} \in \mathbb{R}^{f \times 1}
\]

Assuming each component is mean centred, we have

\[
\hat{\mathbf{x}}_{p,k} = \mathbf{x}_{p,k} - \bar{\mathbf{x}}_{p,k} \quad \text{and} \quad \hat{\mathbf{x}}_{f,k} = \mathbf{x}_{f,k} - \bar{\mathbf{x}}_{f,k}
\]

where \( \hat{\mathbf{x}}_{p,k} \) and \( \hat{\mathbf{x}}_{f,k} \) denote the sample means of \( \mathbf{x}_{p,k} \) and \( \mathbf{x}_{f,k} \) respectively. The past \( \mathbf{W}_p \) and future \( \mathbf{W}_f \) matrices are obtained by arranging the corresponding past and future vectors together in columns as follows

\[
\mathbf{W}_p = [\hat{\mathbf{x}}_{p,p+1}, \hat{\mathbf{x}}_{p,p+2}, \ldots \hat{\mathbf{x}}_{p,p+E}] \in \mathbb{R}^{p \times E}
\]

\[
\mathbf{W}_f = [\hat{\mathbf{x}}_{f,p+1}, \hat{\mathbf{x}}_{f,p+2}, \ldots \hat{\mathbf{x}}_{f,p+E}] \in \mathbb{R}^{f \times E}
\]

where \( \mathbf{W}_p \) and \( \mathbf{W}_f \) are past and future truncated Hankel matrices for \( N \) observations. The number of columns \( E \) for these truncated Hankel matrices are given by \( E = N - f - p + 1 \). The sample covariances and cross-covariances of the past and future matrices are estimated as:

\[
\Sigma_{pp} = \mathbf{W}_p \mathbf{W}_p^T (E-1)^{-1}
\]

\[
\Sigma_{ff} = \mathbf{W}_f \mathbf{W}_f^T (E-1)^{-1}
\]

\[
\Sigma_{fp} = \mathbf{W}_p \mathbf{W}_f^T (E-1)^{-1}
\]

CVA seeks to find linear combinations of the future observations \( \mathbf{a}^T \hat{\mathbf{x}}_{f,k} \) that correlate the most with the past observations \( \mathbf{b}^T \hat{\mathbf{x}}_{f,k} \). This correlation can be expressed as

\[
\rho = \max_{\mathbf{a}, \mathbf{b}} \frac{\mathbf{a}^T \Sigma_{fp} \mathbf{b}}{(\mathbf{a}^T \Sigma_{ff} \mathbf{a})^{1/2} (\mathbf{b}^T \Sigma_{pp} \mathbf{b})^{1/2}}
\]

Computing the standardised weights directly as \( \mathbf{u} = \Sigma_{ff}^{1/2} \mathbf{a} \) and \( \mathbf{v} = \Sigma_{pp}^{1/2} \mathbf{b} \), the CVA optimisation problem is formulated as

\[
\max_{\mathbf{u}, \mathbf{v}} \mathbf{u}^T \left( \Sigma_{ff}^{-1/2} \Sigma_{fp} \Sigma_{pp}^{-1/2} \right) \mathbf{v}
\]

s.t. \( \mathbf{u}^T \mathbf{u} = 1 \)

where the solution, \( \mathbf{u} \) and \( \mathbf{v} \) are the left and right singular vectors of the Hankel matrix \( \mathbf{H}_k = \Sigma_{ff}^{-1/2} \Sigma_{fp} \Sigma_{pp}^{-1/2} \). Singular value decomposition is then performed on \( \mathbf{H}_k \) as shown bellow:

\[
\mathbf{H}_k = \Sigma_{ff}^{-1/2} \Sigma_{fp} \Sigma_{pp}^{-1/2} = \mathbf{U} \mathbf{\Omega} \mathbf{V}^T
\]

where \( \mathbf{U} \) and \( \mathbf{V} \) are orthogonal matrices of the left and right singular vectors and \( \mathbf{\Omega} \) is a diagonal matrix whose elements are the singular values of \( \mathbf{H}_k \). Reordering the singular values in descending order and rearranging the columns of the associated singular vectors makes the first \( q \) columns of \( \mathbf{V} \) the ones that have the largest correlations with those of \( \mathbf{U} \). This generates a new matrix \( \mathbf{V}_q \) of reduced dimension such that \( q < rp \).

Transformation matrices \( \mathbf{J} \) and \( \mathbf{L} \) used to convert the \( rp \)-dimensional past matrices to the \( q \)-dimensional state variables and the residuals respectively are calculated as:

\[
\mathbf{J} = \mathbf{V}_q^T \mathbf{V}_q^{-1/2} \in \mathbb{R}^{q \times rp}
\]

\[
\mathbf{L} = (\mathbf{I} - \mathbf{V}_q \mathbf{V}_q^T) \mathbf{V}_q^{-1/2} \in \mathbb{R}^{p \times rp}
\]

For a given latent variable vector, the states \( \mathbf{z} \) and residuals \( \mathbf{e} \) are defined as

\[
\mathbf{z}_k = \mathbf{J} \hat{\mathbf{x}}_{p,k} \quad \text{and} \quad \mathbf{e}_k = \mathbf{L} \hat{\mathbf{x}}_{p,k}
\]
III. METHOD OF FAULT DETECTION

The Hotellings $T^2$ and the $Q$ statistic or squared prediction error (SPE) and their control limits were used for process monitoring in LLV-CVA. The Hotellings $T^2$ was used to monitor changes in the model space while the $Q$ statistic was used to monitor changes in the residual space. They were computed using (18)

$$T_k^2 = z_k^T z_k \quad \text{and} \quad Q_k = e_k^T e_k$$ \hspace{1cm} (18)

To avoid the Gaussian distribution assumption, thresholds of $y$ and $k$ are the kernel function and bandwidth respectively. The control limit $c$ of $y$ for a given confidence level $\alpha$ is given by

$$P(y < c) = \int_{-\infty}^{c} g(y) \, dy = \alpha$$ \hspace{1cm} (20)

Therefore, the control limits for $T^2$ and $Q$ for a given $\alpha$ can be computed as $P(T^2 < T^2_\alpha) = \alpha$ and $P(Q < Q_\alpha) = \alpha$ as follows

$$\int_{-\infty}^{T^2_\alpha} g(T^2) \, dT^2 = \alpha \quad \text{and} \quad \int_{-\infty}^{Q_\alpha} g(Q) \, dQ = \alpha$$ \hspace{1cm} (21)

A. LLV-CVA-based Process Monitoring Steps

**Off-line training:**
1. Obtain normal operating data.
2. Mean centre data and normalize to unit variance.
3. Compute covariance matrix of the pre-processed data using (1) and perform eigen decomposition using (2).
4. Compute latent variables using (3).
5. Expand latent variable vector at each time point $k$ to obtain past $(p)$ and future $(f)$ measurements using (4).
6. Perform SVD on the scaled Hankel matrix using (14) and determine number of states to retain.
7. Determine state variables and residuals using (17).
8. Compute monitoring indices and their thresholds using (18) and (21) respectively.

**On-line monitoring:**
1. Obtain and pre-process test data with same mean and standard deviation used for training data.
2. Compute latent variable of test data, and form past matrix.
3. Calculate state and residual using (17).
4. Compute $T_k^2$ and $Q_k$ using (18).
5. Monitor process by comparing values of $T_k^2$ and $Q_k$ against their thresholds. A fault is detect if either or both indices exceed their thresholds.

IV. APPLICATION STUDY ON TENNESSEE EASTMAN CHALLENGE PROCESS

The Tennessee Eastman challenge process is a realistic simulation of an industrial plant. It was introduced by Downs and Vogel of the Eastman Company [21]. The process is possibly the most widely used benchmark case study for evaluating new plant-wide control, optimisation, statistical process monitoring, fault detection and identification schemes [22]–[25].

A. Description of TE Challenge Process

The flowsheet of the TE process is presented in Fig. 1. The process consists of five core sections: a two-phase reactor, a condenser, a vapour/liquid separator, a recycle compressor, and a product stripper. It has eight components coded A-H for proprietary reasons. A,C,D and E are reactants; B and F are inert and byproduct respectively; while G and H are products. A total of 960 observations are involved in the process which are sampled every 3 minutes. It also has 53 variables out of which 12 are continuous variables, 19 are composition variables, and 12 are manipulated variables. The initial version of Downs and Vogel defined 20 faults but a 21st fault was added in [26]. All the programmed faults are introduced into the process in separate runs after 8 hours of normal operation. Data obtained during normal operating condition were used as training data while the measurements acquired during the different faulty conditions were used as the test data. Monitoring was carried out at 99% confidence level while computation of the control limits were based on kernel density estimation (KDE). The design parameters used for model development in the various techniques are summarised in Table I. A fault was assumed to have been successfully detected when a monitoring statistic exceeds its threshold in at least three consecutive observations. This fault detection rule was used to ensure that all techniques were evaluated on the same basis.

B. Results and Discussion

Tables II and III show the monitoring performances of DPCA, CVA, and LLV-CVA. Table II compares the fault
TABLE I
SUMMARY OF DESIGN PARAMETERS

<table>
<thead>
<tr>
<th>Design Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order of time lag (DPCA)</td>
<td>2</td>
</tr>
<tr>
<td>Number of PCs (DPCA), (90% of total variance)</td>
<td>28</td>
</tr>
<tr>
<td>No. of states (CVA and LLV-CVA)</td>
<td>16</td>
</tr>
<tr>
<td>Order of time lag (CVA, LLV-CVA)</td>
<td>15</td>
</tr>
</tbody>
</table>

detection rates (FDRs) and false alarm rates (FARs) of the techniques investigated. Table III compares the fault detection times (DTs) of all three approaches. FDR is the percentage of faulty observations that are correctly detected. FAR represents the observations recorded as faults when no faults were actually present, while detection time is the time that passes before a fault is detected.

In general, the results show that the CVA-based methods (i.e. CVA and LLV-CVA) gave higher FDRs and lower detection times compared to the DPCA. In other words, faults were detected more and earlier by the CVA-based techniques compared to the DPCA approach. This is attributable to the inability of the DPCA to adequately capture the dynamics of the process as was highlighted in the introduction. The difference in performance between the DPCA and the CVA-based techniques is particularly significant in Faults 3, 9, and 15. These faults are more difficult to detect in the TE process because they cause little variation in the measured variables.

In Fault 3, the FDR of the DPCA, CVA and LLV-CVA are 0%, 65.13% and 65.88% respectively. The equivalent results for Fault 9 are 0%, 88.63% and 90.13% respectively. In Fault 3, both CVA and LLV-CVA recorded a detection delay of 15 minutes while the DPCA did not detect the fault at all. Although the results of the CVA and the LLV-CVA are closer, the LLV-CVA gave higher FDRs than the CVA in Faults 3, 9, 13, 15, 17 and 18. The LLV-CVA also recorded lower detection times in Faults 9, 13, 15, 17 and 18. Based on the fault detection rule of three consecutive readings above the control limit employed, all the techniques recorded zero false alarms. Evidently, the LLV-CVA enhanced both the level of fault detected and time of detection in a number of faults compared to the DPCA and CVA. It could be argued, therefore, that the better results obtained from LLV-CVA were due to its ability to address both static correlations and dynamic auto-correlations. However, one limitation is common to the techniques investigated in this study. All of them are linear approaches. Therefore, they do not consider process nonlinearities.

Figs. 2a, 2b, and 2c show the control charts for Fault 9 for DPCA, CVA, and LLV-CVA respectively. The solid signal is the monitoring statistic while the dash line is the threshold (control limit). The difference between the DPCA and CVA-based methods can be seen clearly. The control charts show that the DPCA did not detect Fault 9. The solid signal is below the control line which erroneously implies a normal condition. The $T^2$ statistic of both the CVA and LLV-CVA also did not detect the fault. However, their charts based on the Q-statistic clearly show an abnormal deviation from about the 172nd sample. This is the instance when the monitoring statistic exceeds the control limit.

TABLE II
COMPARISON OF FDR AND FAR

<table>
<thead>
<tr>
<th>Fault</th>
<th>DPCA</th>
<th>CVA</th>
<th>LLV-CVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.50</td>
<td>99.63</td>
<td>99.63</td>
</tr>
<tr>
<td>2</td>
<td>98.13</td>
<td>99.50</td>
<td>99.50</td>
</tr>
<tr>
<td>3</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>4</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>5</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>6</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>7</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>8</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>9</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>11</td>
<td>96.75</td>
<td>96.75</td>
<td>96.75</td>
</tr>
<tr>
<td>12</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>13</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>14</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>15</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>16</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>17</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>18</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>19</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
<tr>
<td>20</td>
<td>99.75</td>
<td>99.75</td>
<td>99.75</td>
</tr>
</tbody>
</table>

TABLE III
COMPARISON OF FAULT DETECTION TIME

<table>
<thead>
<tr>
<th>Fault</th>
<th>DPCA</th>
<th>CVA</th>
<th>LLV-CVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>3</td>
<td>ND</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>57</td>
<td>57</td>
<td>57</td>
</tr>
<tr>
<td>9</td>
<td>ND</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>10</td>
<td>180</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>11</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>12</td>
<td>63</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td>13</td>
<td>114</td>
<td>114</td>
<td>114</td>
</tr>
<tr>
<td>14</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>15</td>
<td>ND</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>16</td>
<td>84</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>17</td>
<td>48</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>18</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>19</td>
<td>132</td>
<td>132</td>
<td>132</td>
</tr>
<tr>
<td>20</td>
<td>108</td>
<td>108</td>
<td>108</td>
</tr>
</tbody>
</table>

ND = Not Detected
V. CONCLUSION

The main goal of this paper was to employ the concept of dynamic latent variables to develop a new technique for detecting process faults. The technique termed linear latent variable CVA (or LLV-CVA) involves performing PCA on process data to extract latent variables. Then, use the latent variables as inputs for performing canonical variate analysis. The basic idea is to capture both static cross-correlations and dynamic serial or auto-correlations in industrial processes. The study has shown that the method enhanced monitoring results compared to the DPCA and CVA methods in some faults of the Tennessee Eastman challenge process. Thus, this study has demonstrated the need to capture both static and dynamic relations in data to improve process monitoring performance.
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