Inequivalence of Quantum Dirac Fields of Different Masses and General Structures Behind

Asao Arai*
Department of Mathematics, Hokkaido University
Sapporo, 060-0810, Japan
E-mail: arai@math.sci.hokudai.ac.jp

December 28, 2015

Dedicated to Professor Pavel Exner on the occasion of his 70th birthday

Abstract

A family of irreducible representations of the canonical anticommutation relations (CAR) over an abstract Hilbert space indexed by a set of bounded linear operators is presented and a theorem on the mutual equivalence of them is established. As an application of the theorem, it is proved that quantum Dirac fields of different masses are mutually inequivalent. Moreover, a new class of irreducible representations of the CAR over a Hilbert space, which includes, as a special case, time-zero quantum Dirac fields, is constructed.
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1 Introduction

In a previous paper [2], the author showed that there exists a general mathematical structure behind the fact [6, Theorem X.46] that the time-zero Hermitian scalar fields of different masses as representations of the canonical commutation relations (CCR) over $L^2_{\mathbb{R}}(\mathbb{R}^3)$ (the real Hilbert space of square integrable functions on $\mathbb{R}^3$) are mutually inequivalent, an interesting fact which may allow one to view the boson masses as objects distinguishing elements in a family of inequivalent representations of the CCR over $L^2_{\mathbb{R}}(\mathbb{R}^3)$, giving a representation theoretic meaning to the boson masses. A point in [2] lies in understanding that the family of time-zero Hermitian scalar fields, which is indexed by the mass parameter, is a special example of a general class of representations of the CCR over an abstract Hilbert space indexed by a set of (unbounded) self-adjoint operators and the inequivalence of the time-zero scalar fields of different masses can be derived as a simple application of a theorem on inequivalence of the representations under consideration in the abstract framework. Based on this structure, a new class of representations of the CCR over $L^2_{\mathbb{R}}(\mathbb{R}^d)$ with $d \in \mathbb{N}$ arbitrary, including as a special case the time-zero Hermitian scalar fields mentioned above, was found [2].

As a next step of research, it is natural to ask if there exist similar structures in the case of Fermi fields, typically quantum Dirac fields. In this paper, we show that the answer to the question is in the affirmative.

In Section 2, we introduce a family of irreducible representations of the canonical anticommutation relations (CAR) over an abstract Hilbert space $\mathcal{H}$, where their representation space is taken to be the fermion Fock space over $\mathcal{H}$. To the author’s best knowledge, this family of representations of CAR may be new. We prove a theorem on inequivalence of these representations. In Section 3, we construct a free quantum Dirac field in the $(1 + d)$-dimensional space-time on the fermion Fock space over $L^2(\mathbb{R}^d, \mathbb{C}^r)$, the Hilbert space of $\mathbb{C}^r$-valued square integrable functions on $\mathbb{R}^d$ (the $d$-dimensional wave...
vector space or the $d$-dimensional momentum space\(^1\), where $\nu$ is defined by (3.1) below. As an application of the inequivalence theorem in Section 2, we prove that the free quantum Dirac fields of different masses as well as interacting ones are inequivalent. In the last section, we construct a general class of inequivalent representations of the CAR over $L^2(\mathbb{R}^d; \mathbb{C}^\nu)$, which is a generalization of time-zero quantum Dirac fields.

2 A family of irreducible representations of the CAR over a Hilbert space

The inner product and the norm of a Hilbert space $\mathcal{H}$ are denoted by $\langle \cdot, \cdot \rangle_\mathcal{H}$ (antilinear in the left variable) and $\| \cdot \|_\mathcal{H}$ respectively. But we sometimes omit the subscript $\mathcal{H}$ in $\langle \cdot, \cdot \rangle_\mathcal{H}$ and $\| \cdot \|_\mathcal{H}$ if there is no danger of confusion. For a linear operator $A$ on a Hilbert space, we denote its domain by $D(A)$. If $A$ is densely defined, then we denote its adjoint by $A^*$.

We first recall the concept of representation of CAR:

**Definition 2.1** Let $\mathfrak{F}$ and $\mathcal{H}$ be complex Hilbert spaces, and

$$\mathfrak{A}(\mathcal{H}) := \{ \psi(f), \psi(f)^* | f \in \mathcal{H} \}$$

be a subset of $\mathfrak{B}(\mathfrak{F})$, the Banach space of everywhere defined bounded linear operators on $\mathfrak{F}$.

(1) The pair $(\mathfrak{F}, \mathfrak{A}(\mathcal{H}))$ is called a representation of the CAR over $\mathcal{H}$ if the following (a) and (b) hold:

(a) **Antilinearity**: For all $f, g \in \mathcal{H}$ and $\alpha, \beta \in \mathbb{C}$, $\psi(\alpha f + \beta g) = \alpha^* \psi(f) + \beta^* \psi(g)$.

(b) **CAR**: For all $f, g \in \mathcal{H}$,

$$\{ \psi(f), \psi(g) \} = 0, \quad \{ \psi(f), \psi(g)^* \} = \langle f, g \rangle,$$

where $\{X, Y\} := XY + YX$.

(2) The representation $(\mathfrak{F}, \mathfrak{A}(\mathcal{H}))$ is said to be irreducible if there exist no proper subspaces of $\mathfrak{F}$ which remain invariant under the action of all operators $\psi(f)$ and $\psi(f)^*$ ($f \in \mathcal{H}$) in $\mathfrak{A}(\mathcal{H})$.

\(^1\)We use the physical unit system where $\hbar$ (the Planck constant divided by $2\pi$) and the light speed $c$ are equal to 1.
(3) Let \((\mathfrak{F}', \mathfrak{A}'(\mathcal{H}))\) with \(\mathfrak{A}'(\mathcal{H}) := \{\psi'(f), \psi'(f)^* | f \in \mathcal{H}\}\) be another representation of the CAR over \(\mathcal{H}\). Then the two representations \((\mathfrak{F}', \mathfrak{A}'(\mathcal{H}))\) and \((\mathfrak{F}, \mathfrak{A}(\mathcal{H}))\) are said to be equivalent if there exists a unitary operator \(U : \mathfrak{F} \to \mathfrak{F}'\) such that, for all \(f \in \mathcal{H}\), 

\[
\psi'(f) = U\psi(f)U^*.
\]

**Remark 2.2** Taking the adjoint of the first equation in (b) in Definition 2.1-(1), we have \(\{\psi(f)^*, \psi(g)^*\} = 0\), \(f, g \in \mathcal{H}\).

As is well known, representations of the CAR over a Hilbert space can be constructed on fermion Fock spaces (e.g., [1, Chapter 5], [3, §5.2], [4] and [8]). For the reader’s convenience, we first review elementary aspects of fermion Fock spaces.

Let \(\mathcal{H}\) be a complex Hilbert space. Then the fermion Fock space \(\mathfrak{F}(\mathcal{H})\) over \(\mathcal{H}\) is defined as the infinite direct sum Hilbert space

\[
\mathfrak{F}(\mathcal{H}) := \bigoplus_{n=0}^{\infty} \wedge^n \mathcal{H}
\]

of the \(n\)-fold antisymmetric tensor product Hilbert space \(\wedge^n \mathcal{H}\) of \(\mathcal{H}\) with convention \(\wedge^0 \mathcal{H} := \mathbb{C}\).

For each \(f \in \mathcal{H}\), the creation operator \(A^\dagger(f)\) with test vector \(f\) acting in \(\mathfrak{F}(\mathcal{H})\) is defined by

\[
D(A^\dagger(f)) := \left\{ \Psi = \{\Psi^{(n)}\}_{n=0}^{\infty} \in \mathfrak{F}(\mathcal{H}) \left| \sum_{n=1}^{\infty} n\|A_n(f \otimes \Psi^{(n-1)})\|^2 < \infty \right. \right\},
\]

\[
(A^\dagger(f)\Psi)^{(0)} := 0, \quad (A^\dagger(f)\Psi)^{(n)} := \sqrt{n}A_n(f \otimes \Psi^{(n-1)}), \quad n \geq 1, \Psi \in D(A^\dagger(f)),
\]

where \(A_n\) denotes the antisymmetrization operator on the \(n\)-fold tensor product Hilbert space \(\otimes^n \mathcal{H}\) of \(\mathcal{H}\). Since \(D(A^\dagger(f))\) includes the finite particle subspace

\[
\mathfrak{F}_0 := \{\Psi \in \mathfrak{F}(\mathcal{H}) | \exists n_0 \text{ such that, for all } n \geq n_0, \Psi^{(n)} = 0\},
\]

which is dense in \(\mathfrak{F}(\mathcal{H})\), it follows that \(D(A^\dagger(f))\) is dense in \(\mathfrak{F}(\mathcal{H})\). Hence the adjoint

\[
A(f) := (A^\dagger(f))^*
\]

of \(A^\dagger(f)\) exists and is called the annihilation operator with test vector \(f\). It follows that \(A(f)^* = A^\dagger(f)\). We denote by \(A(f)^\#\) either \(A(f)\) or \(A(f)^*\).

It is proved (e.g., [1, Chapter 5] and [3, §5.2]) that \(D(A(f)^\#) = \mathfrak{F}(\mathcal{H})\) and \(A(f)^\#\) is bounded satisfying the following anticommutation relations:

\[
\{A(f), A(g)\} = 0, \quad \{A(f), A(g)^*\} = \langle f, g \rangle, \quad f, g \in \mathcal{H}.
\]
The correspondence: $\mathcal{H} \ni f \mapsto A(f)$ (resp. $A(f)^*$) is complex antilinear (resp. linear). Thus $(\mathcal{F}(\mathcal{H}), \{A(f), A(f)^* | f \in \mathcal{H}\})$ is a representation of the CAR over $\mathcal{H}$, which is called the Fock representation of the CAR over $\mathcal{H}$. It is well known that it is irreducible (e.g., [8, Theorem 10.2]).

We now fix an orthogonal decomposition

$$\mathcal{H} = \mathcal{H}_+ \oplus \mathcal{H}_-$$

of $\mathcal{H}$ with $\mathcal{H}_+$ and $\mathcal{H}_-$ being mutually orthogonal nontrivial closed subspaces ($\mathcal{H}_+ \neq \{0\}, \mathcal{H}$) and a conjugation $C$ on $\mathcal{H}$ ($C$ is an antilinear mapping on $\mathcal{H}$ satisfying $C^2 = I$ (identity) and $\|Cf\| = \|f\|$, $f \in \mathcal{H}$). We have

$$\langle Cf, Cg \rangle = \langle g, f \rangle, \quad f, g \in \mathcal{H}. \quad (2.2)$$

We denote by $\mathcal{B}_\pm$ the Banach space of everywhere defined bounded linear operators from $\mathcal{H}$ to $\mathcal{H}_\pm$ and introduce a subset of the direct product space $\mathcal{B}_+ \times \mathcal{B}_-$:

$$\mathcal{F}(\mathcal{H}) := \{T = (T_+, T_-) | T_+ \in \mathcal{B}_+, T_+T_+ + \overline{T_-}T_- = I\},$$

where

$$\overline{T_-} := CT_-C.$$

It is easy to see that $T_-$ is a bounded linear operator on $\mathcal{H}$ with operator norm $\|T_-\| = \|T_\pm\|$.

Each $T \in \mathcal{F}(\mathcal{H})$ defines an element of $\mathcal{B}(\mathcal{H})$ by

$$Tf := (T_+f, T_-f), \quad f \in \mathcal{H}. \quad (2.3)$$

For each $T \in \mathcal{F}(\mathcal{H})$, we define an antilinear mapping $\psi_T : \mathcal{H} \rightarrow \mathcal{B}(\mathcal{F})$ by

$$\psi_T(f) := A(T_+f, 0) + A(0, T_-Cf)^*, \quad f \in \mathcal{H}. \quad (2.4)$$

It is obvious that

$$\psi_T(f)^* = A(T_+f, 0)^* + A(0, T_-Cf).$$

Let

$$\mathcal{A}_T(\mathcal{H}) := \{\psi_T(f), \psi_T^*(f) | f \in \mathcal{H}\}. \quad (2.5)$$

**Lemma 2.3** For all $f, g \in \mathcal{H}$, the following anticommutation relations hold:

$$\{\psi_T(f), \psi_T(g)\} = \{\psi_T(f)^*, \psi_T(g)^*\} = 0, \quad (2.6)$$

$$\{\psi_T(f), \psi_T(g)^*\} = \{f, g\}. \quad (2.7)$$
Proof. By direct computations using (2.1), we have

\[ \{ \psi_T(f), \psi_T(g)^* \} = \langle T_+ f, T_+ g \rangle + \langle T_- f, T_- g \rangle \].

Since \( T_+^2 T_+ + T_-^2 T_- = I \), we obtain (2.7). Similarly one can prove (2.6).

Lemma 2.3 shows that \((\mathcal{F}(\mathcal{H}), \mathcal{A}_T(\mathcal{H}))\) is a representation of the CAR over \(\mathcal{H}\).

Remark 2.4 The standard choice of \( T = (T_+, T_-) \) in the literature is given by \( T_+ = P \) and \( T_- = C(I - P)C \), where \( P \) is the orthogonal projection onto \( \mathcal{H}_+ \) (see, e.g., [4, pp.22-23] and [8, §10.1.3]). In this case, the representation is called a quasi-free representation. Hence the representation \((\mathcal{F}(\mathcal{H}), \mathcal{A}_T(\mathcal{H}))\) gives a generalization of of the quasi-free representation.

To find more detailed properties of the representation \((\mathcal{F}(\mathcal{H}), \mathcal{A}_T(\mathcal{H}))\), we introduce the following additional conditions (T.1)–(T.3) for \( T = (T_+, T_-) \in \mathcal{F}(\mathcal{H}) \):

(T.1) \( T_+ T_+^* = I \); (T.2) \( T_- T_-^* = I \); (T.3) \( T_- T_+^* = 0 \).

We define a subset of \( \mathcal{F}(\mathcal{H}) \):

\[ \mathcal{F}_+(\mathcal{H}) := \{ T \in \mathcal{F}(\mathcal{H}) | \text{(T.1)–(T.3) hold} \} \]. (2.8)

Lemma 2.5 Let \( T \in \mathcal{F}_+(\mathcal{H}) \). Then

\[ A(f) = \psi_T(T_+^* f_+) + \psi_T(CT_+^* f_-)^*, \quad f = (f_+, f_-), \quad f_\pm \in \mathcal{H}_\pm. \] (2.9)

Proof. By (T.1) and (T.3), we have

\[ \psi_T(T_+^* f_+) = A(f_+, 0), \quad f_+ \in \mathcal{H}_+. \]

Property (T.3) implies that

\[ \overline{T_+ T_+^*} = 0. \]

By this fact and (T.2), we obtain

\[ \psi_T(CT_+^* f_-) = A(0, f_-)^*, \quad f_- \in \mathcal{H}_-. \]

We have

\[ A(f) = A(f_+, 0) + A(0, f_-). \]

Thus we obtain (2.9).

\[ \blacksquare \]
Lemma 2.6 For all \( T \in \mathcal{T}(H) \), \((\mathcal{F}(H), \mathcal{A}_T(H))\) is irreducible.

Proof. Let \( \mathcal{D} \) be a closed subspace which is invariant under the action of all \( \psi_T(f) \) and \( \psi_T(f)^* \) \((f \in H)\). Let \( Q \) be the orthogonal projection onto \( \mathcal{D} \). Then it follows that, for all \( f \in H \), \( Q\psi_T(f)^* = \psi_T(f)^*Q \). Hence, by (2.9), \( QA(f)^* = A(f)^*Q \) for all \( f \in H \). It is well known (or easy to see) that \( \{A(f), A(f)^* \mid f \in H\} \) is irreducible. Hence \( Q = \alpha I \) for some \( \alpha \in \mathbb{C} \). But, since \( Q \) is an orthogonal projection, it follows that \( \alpha = 0 \) or \( \alpha = 1 \). This means that \( \mathcal{D} = \{0\} \) or \( \mathcal{D} = \mathcal{F}(H) \). Thus \( \mathcal{A}_T(H) \) is irreducible.

Lemma 2.3 and 2.6 immediately yield the following theorem:

Theorem 2.7 For each \( T \in \mathcal{T}(H) \), \((\mathcal{F}(H), \mathcal{A}_T(H))\) is an irreducible representation of the CAR over \( H \).

Thus we have a family \( \{((\mathcal{F}(H), \mathcal{A}_T(H)) \mid T \in \mathcal{T}(H)\) of irreducible representations of the CAR over \( H \).

We next consider equivalence or inequivalence of two representations \((\mathcal{F}(H), \mathcal{A}_T(H))\) and \((\mathcal{F}(H), \mathcal{A}_S(H))\) with \( S \neq T \) \((S, T \in \mathcal{T}(H))\).

For each pair \((S, T) \in \mathcal{T}(H) \times \mathcal{T}(H)\), we define linear operators \( V \) and \( W \) on \( H \) as follows:

\[
V f := (S_+ T_+ f_+, S_- T_- f_-), \quad W f := (S_+ T_- f_-, S_- T_+ f_+), \quad f = (f_+, f_-) \in H.
\]

Lemma 2.8 The following equations hold:

\[
V^* V + W^* W = I, \quad (2.10)
\]

\[
V V^* + W W^* = I, \quad (2.11)
\]

\[
V^* W + W^* V = 0, \quad (2.12)
\]

\[
V W^* + W V^* = 0. \quad (2.13)
\]

Proof. The operators \( V \) and \( W \) have the following operator matrix representations:

\[
V = \begin{pmatrix} S_+ T_+ & 0 \\ 0 & S_- T_- \end{pmatrix}, \quad W = \begin{pmatrix} 0 & S_+ T_-^* \\ S_- T_+^* & 0 \end{pmatrix}.
\]

Using these representations and properties of \( S \) and \( T \), one can easily prove (2.10)–(2.13) by direct computations.

We define

\[
B(f) := A(V f) + A(W C f)^*, \quad f \in H. \quad (2.14)
\]

Then it is easy to see that \( \{B(f), B(f)^* \mid f \in H\} \) is a representation of the CAR over \( H \).
Lemma 2.9 There exists a unitary operator $U$ on $\mathfrak{F}(\mathcal{H})$ such that

$$A(f) = UB(f)U^*, \quad f \in \mathcal{H},$$

if and only if $W$ is Hilbert-Schmidt.

Proof. Since we have (2.10)–(2.13), the lemma follows from the general theory of Bogoliubov transformations on $\mathfrak{F}(\mathcal{H})$ (see, e.g., [8, §10.3]). \hfill \blacksquare

Theorem 2.10 Let $T$ and $S$ be in $\mathfrak{F}_+(\mathcal{H})$ with $T \neq S$. Then the two representations $(\mathfrak{F}(\mathcal{H}), \mathfrak{A}_T(\mathcal{H}))$ and $(\mathfrak{F}(\mathcal{H}), \mathfrak{A}_S(\mathcal{H}))$ are equivalent if and only if $S_+T_-$ and $S_-T_+$ are Hilbert-Schmidt.

Proof. Suppose that $(\mathfrak{F}(\mathcal{H}), \mathfrak{A}_T(\mathcal{H}))$ and $(\mathfrak{F}(\mathcal{H}), \mathfrak{A}_S(\mathcal{H}))$ are equivalent. Then there exists a unitary operator $U$ on $\mathfrak{F}(\mathcal{H})$ such that

$$U\psi_S(f)U^* = \psi_T(f), \quad f \in \mathcal{H}.$$ (2.16)

Then, by (T.1)–(T.3), we have

$$A(f_+, 0) = U\left(A(S_+T^*_+, 0) + A(0, S_-CT^*_+f_+)\right)U^*, \quad f_+ \in \mathcal{H}_+.$$ (2.17)

and

$$A(0, f_-)^* = U\left(A(S_+CT^*_-, 0) + A(0, S_-T^*_+f_-)\right)U^*, \quad f_- \in \mathcal{H}_-.$$ (2.18)

Hence, adding the first equation to the second one, we obtain (2.15). Therefore, by Lemma 2.9, $W$ is Hilbert-Schmidt, which is equivalent to that $S_+T^*_-$ and $S_-T^*_+$ are Hilbert-Schmidt.

Conversely, suppose that $S_+T^*_-$ and $S_-T^*_+$ are Hilbert-Schmidt. Then $W$ is Hilbert-Schmidt. Hence, by Lemma 2.9, there exists a unitary operator $U$ on $\mathfrak{F}(\mathcal{H})$ such that (2.15) holds. Then (2.17) and (2.18) hold. Using the property that $T^*_+T_+ + T^*_-T_- = I$, we obtain (2.16). \hfill \blacksquare

The contraposition of Theorem 2.10 gives an inequivalence theorem on the two representations $(\mathfrak{F}(\mathcal{H}), \mathfrak{A}_T(\mathcal{H}))$ and $(\mathfrak{F}(\mathcal{H}), \mathfrak{A}_S(\mathcal{H}))$:

Theorem 2.11 Let $T$ and $S$ be in $\mathfrak{F}_+(\mathcal{H})$ with $T \neq S$. Then the two representations $(\mathfrak{F}(\mathcal{H}), \mathfrak{A}_T(\mathcal{H}))$ and $(\mathfrak{F}(\mathcal{H}), \mathfrak{A}_S(\mathcal{H}))$ are inequivalent if and only if $S_+T^*_-$ or $S_-T^*_+$ is not Hilbert-Schmidt.
3 Inequivalence of quantum Dirac fields of different masses

In this section, we consider a free quantum Dirac field on the \((1 + d)\)-dimensional space-time and an interacting one as well. We take the space dimension \(d \in \mathbb{N}\) to be arbitrary, because we want to see the dependence or independence of properties of the Dirac field on \(d\). The main purpose of this section is to show by applying Theorem 2.11 that the time-zero quantum Dirac fields of different masses, which are representations of the CAR over a Hilbert space, are mutually inequivalent. This implies that the time-\(t\) quantum Dirac fields of different masses \((t \in \mathbb{R})\) also are mutually inequivalent.

3.1 The \(d\)-dimensional free Dirac operator

For each \(d \in \mathbb{N}\), we define \(\nu \in \mathbb{N}\) as follows:

\[
\nu := \begin{cases} 
2^{(d+1)/2} & \text{if } d \text{ is odd} \\
2^d & \text{if } d \text{ is even} 
\end{cases}.
\] (3.1)

It is well known that there exist \(\nu \times \nu\) Hermitian matrices \(\{\alpha_j\}_{j=1}^d\) and \(\beta\) satisfying the following anticommutation relations (a representation of the Clifford algebra associated with the Euclidean vector space \(\mathbb{R}^{1+d}\)):

\[
\{\alpha_j, \alpha_k\} = 2\delta_{jk}I_{\nu}, \quad j, k = 1, \ldots, d, \tag{3.2}
\]

\[
\{\alpha_j, \beta\} = 0, \quad j = 1, \ldots, d, \tag{3.3}
\]

\[
\beta^2 = I_{\nu}, \tag{3.4}
\]

where \(\delta_{jk}\) is the Kronecker delta and \(I_n (n \in \mathbb{N})\) is the \(n \times n\) identity matrix.

The free Dirac equation with mass \(m \geq 0\) in the \((1 + d)\)-dimensional space-time \(\mathbb{R}^{1+d} := \{(t, x) | t \in \mathbb{R}, x = (x_1, \ldots, x_d) \in \mathbb{R}^d\}\) is of the form:

\[
i \frac{\partial \psi(t, x)}{\partial t} = H_m \psi(t, x), \tag{3.5}
\]

where \(\psi : \mathbb{R}^{1+d} \to \mathbb{C}^\nu\) (or a \(\nu\) component distribution on \(\mathbb{R}^{1+d}\)), \(i\) is the imaginary unit and

\[
H_m := \sum_{j=1}^d \alpha_j p_j + m\beta
\]

with \(p_j := -iD_j\) \((D_j\) is the generalized partial differential operator in the variable \(x_j\)).
We use the symbol $\mathbb{R}^{d*} = \{ k = (k_1, \ldots, k_d) | k_j \in \mathbb{R}, j = 1, \ldots, d \}$ for the dual space of $\mathbb{R}^d$ (the space of $d$-dimensional wave vectors) and denote by $\mathcal{F}_d : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^{d*})$ the $d$-dimensional Fourier transform:

$$(\mathcal{F}_d f)(k) := \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} f(x) e^{-ikx} dx, \quad f \in L^2(\mathbb{R}^d), k \in \mathbb{R}^{d*},$$

in the $L^2$-sense, where $kx := \sum_{j=1}^d k_j x_j$.

In what follows, we treat $H_m$ as an operator acting in

$$\mathcal{H}_D := L^2(\mathbb{R}^d; \mathbb{C}^\nu) = \{ f = (f_r)_{r=1}^\nu | f_r \in L^2(\mathbb{R}^d), r = 1, \ldots, \nu \},$$

the Hilbert space of $\mathbb{C}^\nu$-valued square integrable functions on $\mathbb{R}^d$. We set

$$\check{\mathcal{H}}_D := \mathcal{F}_d \mathcal{H}_D = L^2(\mathbb{R}^{d*}; \mathbb{C}^\nu).$$

For each $k \in \mathbb{R}^{d*}$, we define a $\nu \times \nu$ Hermitian matrix $h_m(k)$ by

$$h_m(k) := \alpha k + m \beta,$$

where $\alpha k := \sum_{j=1}^d \alpha_j k_j$, and denote the multiplication operator by the matrix-valued function $h_m(\cdot)$ on $\check{\mathcal{H}}_D$ by $\check{H}_m$:

$$D(\check{H}_m) := \left\{ f \in \check{\mathcal{H}}_D | \int_{\mathbb{R}^{d*}} \| h_m(k) f(k) \|^2_{\mathbb{C}^\nu} dk < \infty \right\},$$

$$\check{H}_m f(k) := h_m(k) f(k), \quad f \in D(\check{H}_m), \text{ a.e. } k \in \mathbb{R}^{d*}.$$ 

By the theory of Fourier transform, we have $\mathcal{F}_d p_j \mathcal{F}_d^{-1} = k_j$ ($j = 1, \ldots, d$), where the right hand side denotes the multiplication operator by the variable $k_j$. Hence it follows that

$$\mathcal{F}_d H_m \mathcal{F}_d^{-1} = \check{H}_m.$$ \hspace{1cm} (3.6)

Using (3.2), one has

$$(\alpha k)^2 = k^2, \quad k \in \mathbb{R}^{d*}.$$ \hspace{1cm} (3.7)

By this fact, (3.3) and (3.4), one obtains that

$$\| h_m(k) f(k) \|^2_{\mathbb{C}^\nu} = (k^2 + m^2) \| f(k) \|^2_{\mathbb{C}^\nu}, \quad k \in \mathbb{R}^{d*}.$$ 

Hence

$$D(\check{H}_m) = \left\{ f \in \check{\mathcal{H}}_D | \int_{\mathbb{R}^{d*}} k^2 \| f(k) \|^2_{\mathbb{C}^\nu} dk < \infty \right\}.$$
Let
\[ E_m(k) := \sqrt{k^2 + m^2}, \quad k \in \mathbb{R}^{d*} \]
and
\[ d_m(k) := \frac{m + E_m(k) + \beta \alpha k}{\sqrt{2E_m(k)(m + E_m(k))}} \quad \text{(the case } m > 0), \]
\[ d_0(k) := \begin{cases} \frac{1}{\sqrt{2}} \left( 1 + \frac{\beta \alpha k}{|k|} \right) & \text{for } k \neq 0 \\ I_\nu & \text{for } k = 0 \end{cases} \quad \text{(the case } m = 0). \]

As in the case \( d = 3 \) (e.g., \([8, \S 1.4]\)), one can show that \( d_m(k) \) is unitary and
\[ d_m(k)h_m(k)d_m(k)^{-1} = E_m(k)\beta, \quad k \in \mathbb{R}^{d*}. \tag{3.10} \]

We denote by \( \hat{D}_m \) the multiplication operator by \( d_m(\cdot) \). The operator
\[ U_m := \hat{D}_m \mathcal{F}_d \]
is a unitary operator from \( \mathcal{H}_D \) to \( \mathcal{H}_D \). By (3.6) and (3.10), we have
\[ U_mH_mU_m^{-1} = E_m\beta. \tag{3.11} \]

Namely \( H_m \) is unitarily equivalent to \( E_m\beta \). It is obvious that \( E_m\beta \) is self-adjoint. Hence \( H_m \) is self-adjoint. Thus, for each \( \psi_0 \in D(H_m) \), the free Dirac equation (3.5) with initial condition \( \psi(0, \cdot) = \psi_0 \) has the unique solution
\[ \psi(t, \cdot) = e^{-itH_m}\psi_0, \quad t \in \mathbb{R}. \]

Relation (3.11) clarifies spectral properties of \( H_m \) too. For a linear operator \( A \) on a Hilbert space, we denote by \( \sigma(A) \) (resp. \( \sigma_p(A) \)) the spectrum (resp. the point spectrum) of \( A \). By the unitary invariance of spectra, (3.11) implies that
\[ \sigma(H_m) = \sigma(E_m\beta), \quad \sigma_p(H_m) = \sigma_p(E_m\beta). \]

It follows from (3.4) and \( \beta \neq \pm I_\nu \) that \( \sigma(\beta) = \sigma_p(\beta) = \{\pm 1\} \). Hence \( \sigma(E_m\beta) = \{E_m(k)|k \in \mathbb{R}^{d*}\} \cup \{-E_m(k)|k \in \mathbb{R}^{d*}\} = (-\infty, -m] \cup [m, \infty) \) and \( \sigma_p(E_m\beta) = \emptyset \). Therefore
\[ \sigma(H_m) = (-\infty, -m] \cup [m, \infty), \quad \sigma_p(H_m) = \emptyset. \]
3.2 Eigenvectors of $h_m(k)$ and some operators

One can easily show that $\dim \ker(\beta \pm 1) = \nu/2$. Hence, by diagonalization (if necessary), we can assume without loss of generality that

$$\beta = \begin{pmatrix} I_{\nu/2} & 0 \\ 0 & -I_{\nu/2} \end{pmatrix}.$$ 

We denote by $\{e_r\}_{r=1}^\nu$ the standard basis of $\mathbb{C}^\nu$: $e_r = (\delta_{rr'})_{r'=1}^\nu$. For all $k \in \mathbb{R}^{d*}$ and $s = 1, \ldots, \nu/2$, we define the following vectors in $\mathbb{C}^\nu$:

$$u_m(k, s) := d_m(k)^{-1}e_s \in \mathbb{C}^\nu, \quad v_m(k, s) := d_m(k)^{-1}e_{s+(\nu/2)} \in \mathbb{C}^\nu. \quad (3.12)$$

By (3.10), we have

$$h_m(k)u_m(k, s) = E_m(k)u_m(k, s), \quad h_m(k)v_m(k, s) = -E_m(k)v_m(k, s).$$

Namely $u_m(k, s)$ (resp. $v_m(k, s)$) is an eigenvector of $h_m(k)$ with positive (resp. negative) energy $E_m(k)$ (resp. $-E_m(k)$). Since $d_m(k)^{-1}$ is unitary, it follows that, for each $k \in \mathbb{R}^{d*}$, the set $\{u_m(k, s), v_m(k, s)|s = 1, \ldots, \nu/2\}$ is a complete orthonormal basis of $\mathbb{C}^\nu$. Hence

$$\langle u_m(k, s), u_m(k, s') \rangle_{\mathbb{C}^\nu} = \delta_{ss'}, \quad (3.13)$$

$$\langle v_m(k, s), v_m(k, s') \rangle_{\mathbb{C}^\nu} = \delta_{ss'}, \quad (3.14)$$

and

$$\langle u_m(k, s), v_m(k, s') \rangle_{\mathbb{C}^\nu} = 0, \quad s, s' = 1, \ldots, \nu/2, \quad (3.15)$$

and

$$\sum_{s=1}^{\nu/2} (u_{mr}(k, s)u_{mr'}(k, s')^* + v_{mr}(k, s)v_{mr'}(k)^*) = \delta_{rr'}, \quad r, r' = 1, \ldots, \nu, \quad (3.16)$$

where $u_{mr}(k, s)$ (resp. $v_{mr}(k, s)$) is the $r$th component of the vector $u_m(k, s)$ (resp. $v_m(k, s)$) and, for a complex number $z \in \mathbb{C}$, $z^*$ denotes the complex conjugate of $z$.

The Hilbert space $\mathcal{H}_D$ has the orthogonal decomposition

$$\mathcal{H}_D = \mathcal{H}_D^+ \oplus \mathcal{H}_D^- \quad (3.17)$$

with

$$\mathcal{H}_D^{\pm} := L^2(\mathbb{R}^{d*}; \mathbb{C}^{\nu/2}).$$

We define linear operators $T_{m \pm} : \mathcal{H}_D \to \mathcal{H}_D^{\pm}$ by

$$T_{m+}f := (u_m(\cdot, s)^*f)_{s=1}^{\nu/2} \in \mathcal{H}_D^+, \quad (3.18)$$

$$T_{m-}f := (v_m(\cdot, s)f)_{s=1}^{\nu/2} \in \mathcal{H}_D^-, \quad f \in \mathcal{H}_D. \quad (3.19)$$
where, for $w = (w_r)_{r=1}^{\nu} : \mathbb{R}^{d_s} \to \mathbb{C}^\nu$, 
\[(wf)(k) := \sum_{r=1}^{\nu} w_r(k)f_r(k), \quad f = (f_r)_{r=1}^{\nu} \in \mathcal{H}_D^\nu, \quad k \in \mathbb{R}^{d_s}\]

and \[\hat{w}(k) := w(-k), \quad k \in \mathbb{R}^{d_s}.\]

It follows that $T_{m\pm}$ are bounded with $\|T_{m\pm}\| \leq \sqrt{\frac{\nu}{2}}$.

It is easy to see that
\[
(T_{m+}^* f_+)_r = \sum_{s=1}^{\nu/2} u_{mr}(\cdot, s)f_{+s}, \quad f_+ = (f_{+s})_{s=1}^{\nu/2} \in \mathcal{H}_{D+}, \quad r = 1, \ldots, \nu. \tag{3.20}
\]
\[
(T_{m-}^* f_-)_r = \sum_{s=1}^{\nu/2} v_{mr}(\cdot, s)f_{-s}, \quad f_- = (f_{-s})_{s=1}^{\nu/2} \in \mathcal{H}_{D-}, \quad r = 1, \ldots, \nu. \tag{3.21}
\]

We denote by $C$ the complex conjugation on $\mathcal{H}_D^\nu$:
\[Cf := (f^*)_{r=1}^{\nu}.\]

For a linear operator $A$ on $\mathcal{H}_D^\nu$, we define $\overline{A}$ by
\[\overline{A} := CAC.\]

We regard $\mathcal{H}_{D\pm}$ as subspaces of $\mathcal{H}_D$ in the natural way so that $C$ acts also on $\mathcal{H}_{D\pm}$.

Remarkable properties of $T_{m\pm}$ are summarized in the following lemma:

**Lemma 3.1**

\[
T_{m+}^* T_{m+} + \overline{T}_{m-}^* T_{m-} = I, \quad r = 1, \ldots, \nu. \tag{3.22}
\]
\[
T_{m\pm} T_{m\pm}^* = I, \tag{3.23}
\]
\[
T_{m+} \overline{T}_{m-}^* = 0, \quad T_{m-} \overline{T}_{m+}^* = 0. \tag{3.24}
\]

**Proof.** Throughout the proof, we write $T_\pm$ (resp. $u(k, s), v(k, s)$) for $T_{m\pm}$ (resp. $u_m(k, s), v_m(k, s)$). Let $f, g \in \mathcal{H}_D^\nu$. Then

\[
\langle T_+ f, T_+ g \rangle + \langle \overline{T}_- f, \overline{T}_- g \rangle = \sum_{s=1}^{\nu/2} \int_{\mathbb{R}^d} \{(u(\cdot, s)f^*)(k)(u(\cdot, s)^*g)(k) + (v(\cdot, s)f^*)(k)(v(\cdot, s)^*g)(k)\}dk
\]
\[
= \sum_{r, r'} \int_{\mathbb{R}^d} f_r(k)^*g_{r'}(k) \left( \sum_{s=1}^{\nu/2} (u_r(k, s)u_{r'}(k, s)^* + v_r(k, s)v_{r'}(k, s)^*) \right)dk
\]
\[
= \sum_{r=1}^{\nu} \int_{\mathbb{R}^d} f_r(k)^*g_r(k)dk,
\]
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where we have used (3.16) to obtain the last equality. Hence

\[ \langle T_+ f, T_+ g \rangle + \langle T_- f, T_- g \rangle = \langle f, g \rangle . \]

This implies (3.22).

We have by (3.20)

\[
\langle T^*_+ f, T^*_+ g \rangle = \sum_{r=1}^{\nu} \sum_{s,s'=1}^{\nu/2} \langle u_r(\cdot, s) f_s, u_r(\cdot, s') g_{s'} \rangle = \int_{\mathbb{R}^{4\nu}} \langle u(k, s), u(k, s') \rangle f_s^*(k) g_{s'}(k) dk = \langle f, g \rangle ,
\]

where we have used (3.13). Hence \( T_+ T^*_+ = I \). Similarly, using (3.21), one can show that \( T_- T^*_- = I \). One can see that orthogonality (3.15) implies (3.24).

Lemma 3.1 immediately yields the following result:

**Lemma 3.2** For all \( m \geq 0 \),

\[ T_m := (T_{m+}, T_{m-}) \]

is an element of \( \mathcal{T}_*(\hat{\mathcal{H}}_D) \).

It follows from (3.23) that \( \|T^*_m\| = 1 \) and hence

\[ \|T_{m\pm}\| = 1. \quad (3.25) \]

### 3.3 A free quantum Dirac field

We construct a free quantum Dirac field on the fermion Fock space \( \mathcal{F}(\hat{\mathcal{H}}_D) \) over \( \hat{\mathcal{H}}_D \). Note that we work with momentum representation. We denote by \( a(f) \) (\( f \in \hat{\mathcal{H}}_D \)) the annihilation operator on \( \mathcal{F}(\hat{\mathcal{H}}_D) \).

For each \( f \in \hat{\mathcal{H}}_D \), we define

\[ \hat{\psi}_m(f) := a(T_{m+} f, 0) + a(0, T_{m-} f^*)^*, \quad f \in \hat{\mathcal{H}}_D \quad (3.26) \]

and set

\[ \hat{\rho}_m := \{ \hat{\psi}_m(f), \hat{\psi}_m(f)^* | f \in \hat{\mathcal{H}}_D \}. \quad (3.27) \]
Remark 3.3 A free quantum Dirac field on the \((1 + d)\) (resp. 4)-dimensional space-time was considered in [5] (resp. [7]). In these papers (also in [8, §10.1]), the projection method as mentioned in Remark 2.4 is used. But we find that the projection method is somewhat inconvenient to discuss a family of quantum Dirac fields indexed by mass \(m\), since the orthogonal decomposition of \(\mathcal{H}_D\) in the projection method depends on \(m\). Thus we take a slightly different approach in which the orthogonal decomposition (3.17) is fixed independently of \(m\).

By Lemma 3.2 and an application of Theorem 2.7, we obtain the following proposition:

**Proposition 3.4** For each \(m \geq 0\), \((\mathcal{F}(\mathcal{H}_D), \hat{\rho}_m)\) is an irreducible representation of the CAR over \(\mathcal{H}_D\).

Let
\[
\psi_m(t, f) := \hat{\psi}_m(e^{itH_m} \hat{f}), \quad t \in \mathbb{R}, \ f \in D(H_m),
\]
and
\[
\rho_m(t) := \{\psi_m(t, f), \psi_m(t, f)^* | f \in \mathcal{H}_D\}. \tag{3.28}
\]

Since \(e^{itH_m}\) is unitary for all \(t \in \mathbb{R}\), Proposition 3.4 yields the following result:

**Proposition 3.5** For each \(m \geq 0\) and \(t \in \mathbb{R}\), \((\mathcal{F}(\mathcal{H}_D), \rho_m(t))\) is an irreducible representation of the CAR over \(\mathcal{H}_D\).

The following proposition shows that \(\psi_m(t, f)\) is a free quantum Dirac field on the \((1 + d)\)-dimensional space-time and hence \(\psi_m(\hat{f}) = \psi_m(0, f)\) is the time-zero field of it.

**Proposition 3.6** Let \(m \geq 0\) and \(f \in D(H_m)\). Then the operator-valued function: \(t \mapsto \psi_m(t, f) \in \mathcal{F}(\mathcal{H}_D)\) on \(\mathbb{R}\) is differentiable in the operator norm topology and obeys the free functional Dirac equation
\[
\frac{i}{\varepsilon} \frac{d\psi_m(t, f)}{dt} = \psi_m(t, H_m f).
\]

**Proof.** Let \(\varepsilon \in \mathbb{R} \setminus \{0\}\) and
\[
\phi_\varepsilon := \frac{\psi_m(t + \varepsilon, f) - \psi_m(t, f)}{\varepsilon} - \psi_m(t, H_m f).
\]

Then we have
\[
\phi_\varepsilon = \hat{\psi}_m(e^{itH_m} g_e),
\]
where
\[ g_\varepsilon := \left( -\frac{1}{\varepsilon} (\varepsilon i H_m - 1) - \hat{H}_m \right) \hat{f}. \]

We have for all \( h \in \mathcal{H}_D \)
\[ \| \hat{\psi}_m(h) \| \leq \| T_{m+} h \| + \| T_{m-} h^* \| \leq 2 \| h \|, \]
where we have used (3.25). Hence \( \| \phi_\varepsilon \| \leq 2 \| g_\varepsilon \|. \) Since \( \hat{f} \in D(\hat{H}_m) \), it follows that \( \lim_{\varepsilon \to 0} \| g_\varepsilon \| = 0. \) Hence \( \lim_{\varepsilon \to 0} \| \phi_\varepsilon \| = 0. \)

One can show that, for all \( f \in \mathcal{H}_D \),
\[ \psi_{0,m}(t, f) = e^{it\hat{H}_m} \psi_m(\hat{f})e^{-it\hat{H}_m}, \quad t \in \mathbb{R}, \tag{3.29} \]
where \( \mathbb{H}_{0,m} := d\Gamma(E_m) \) is the second quantization of the multiplication operator \( E_m \) (e.g., [3, p.8]). The operator \( \mathbb{H}_{0,m} \) is the Hamiltonian of the free quantum Dirac field with mass \( m \) in momentum representation.

We now state and prove one of the main results in this paper:

**Theorem 3.7** Let \( m_1 \neq m_2 \) \((m_1, m_2 \geq 0)\). Then \((\mathfrak{F}(\mathcal{H}_D), \rho_{m_1})\) and \((\mathfrak{F}(\mathcal{H}_D), \rho_{m_2})\) are inequivalent.

**Proof.** By Theorem 2.11, we need only to prove that, if \( m_1 \neq m_2 \), then \( T_{m_1+}T_{m_2+}^* \) or \( T_{m_1-}T_{m_2+}^* \) is not Hilbert-Schmidt. It is easy to see that
\[ (T_{m_1+}T_{m_2+}^* f)_r(k) = \sum_{s=1}^{\nu/2} K_{rs}(k) \hat{f}_s(k), \quad f = (f_s)_{s=1}^{\nu/2} \in \mathcal{H}_D-, \quad r = 1, \ldots, \nu/2, \tag{3.30} \]
where
\[ K_{rs}(k) := \langle u_{m_1}(k, r), v_{m_2}(k, s) \rangle_{\mathbb{C}^\nu}, \quad k \in \mathbb{R}^{d_*}, r, s = 1, \ldots, \nu/2. \]
By (3.12), we have \( K_{rs}(k) = \langle e_r, d_{m_1}(k)d_{m_2}^*(k)e_{s+\nu/2} \rangle \). Using (3.8), (3.9), (3.3), (3.7) and the orthogonality \( \langle e_r, e_{s+\nu/2} \rangle = 0 \) \((r, s = 1, \ldots, \nu/2)\), we obtain
\[ K_{rs}(k) = (m_2 - m_1)F_{m_1,m_2}(k) \langle e_r, \alpha e_{s+\nu/2} \rangle, \quad r, s = 1, \ldots, \nu/2, \]
where
\[ F_{m_1,m_2}(k) := \frac{1}{2\sqrt{E_{m_1}(k)E_{m_2}(k)(m_1 + E_{m_1}(k))(m_2 + E_{m_2}(k))}} \times \left( 1 + \frac{m_1 + m_2}{E_{m_1}(k) + E_{m_2}(k)} \right). \]
It follows from (2.6) that \( ake_{s+\nu/2} \in \ker(\beta - 1) \), \( s = 1, \ldots, \nu/2 \). Hence
\[
\sum_{r=1}^{\nu/2} |\langle e_r, ake_{s+\nu/2} \rangle|^2 = \| ake_{s+\nu/2} \|^2 = k^2,
\]
where we have used (3.7). Therefore
\[
\sum_{r=1}^{\nu/2} |K_{rs}(k)|^2 = (m_2 - m_1)^2 F_{m_1,m_2}(k)^2 k^2.
\]
(3.31)

Let \( m_1 \neq m_2 \). Suppose that \( T_{m_1} + \overline{T}_{m_2} \) were Hilbert-Schmidt. Denote by \( \hat{K}_{rs} \) the multiplication operator by the function \( K_{rs}(k) \) on \( L^2(\mathbb{R}^d) \). Then, by (3.30), \( \hat{K}_{rs} \) is Hilbert-Schmidt. Hence \( L := \sum_{r=1}^{\nu/2} \hat{K}_{rs}^* \hat{K}_{rs} \) is Hilbert-Schmidt. By (3.31), \( L \) is the multiplication operator by the function \( (m_2 - m_1)^2 F_{m_1,m_2}(k)^2 k^2 \). This function is continuous on \( \mathbb{R}^{d*} \) and positive for all \( |k| > 0 \). Hence \( \sigma(L) \) includes an open interval in \( [0, \infty) \). Hence \( L \) is not Hilbert-Schmidt, since the spectrum of a Hilbert-Schmidt operator is purely discrete in \( \mathbb{C} \setminus \{0\} \). Therefore we have a contradiction. Thus \( T_{m_1} + \overline{T}_{m_2} \) is not Hilbert-Schmidt. \( \blacksquare \)

3.4 An interacting quantum Dirac field

Let \( \mathbb{H}_m \) be a self-adjoint operator on \( \mathcal{F}(\mathcal{H}_D) \) which may depend on \( m \). Then the time-\( t \) quantum Dirac field of mass \( m \) with Hamiltonian \( \mathbb{H}_m \) is defined by
\[
\psi_m(t, f) := e^{it\mathbb{H}_m} \hat{\psi}_m(\hat{f}) e^{-it\mathbb{H}_m}, \quad f \in \mathcal{H}_D, \ t \in \mathbb{R}.
\]
This is a general form of interacting quantum Dirac fields whose time-zero field is taken to be \( \hat{\psi}_m(\hat{f}) \). The time-\( t \) free quantum Dirac field \( \psi_{0,m}(t, f) \) is given by the case where \( \mathbb{H}_m = \mathbb{H}_{0,m} \) (see (3.29)).

Let
\[
\rho_m(t) := \{ \psi_m(t, f), \psi(t, f)^* | f \in \mathcal{H}_D \}
\]
Then \( (\mathcal{F}(\mathcal{H}_D), \rho_m(t)) \) is an irreducible representation of the CAR over \( \mathcal{H}_D \). Since \( e^{it\mathbb{H}_m} \) is unitary, the following corollary immediately follows from Theorem 3.7:

**Corollary 3.8** Let \( m_1 \neq m_2 \). Then, for all \( t \in \mathbb{R} \), \( (\mathcal{F}(\mathcal{H}_D), \rho_{m_1}(t)) \) and \( (\mathcal{F}(\mathcal{H}_D), \rho_{m_2}(t)) \) are inequivalent.
4 A generalization

In this section we briefly describe a generalization of the time-zero quantum Dirac field \( \hat{\psi}(\hat{f}) \) (\( f \in \mathcal{H}_0 \)).

Let \( \mathcal{U} \) be the set of pairs \((u, v)\) of \( \mathbb{C}^\nu\)-valued Borel measurable functions \( u \) and \( v \) on \( \mathbb{R}^{d*} \times \{1, \ldots, \nu/2\} \) such that, for a.e. \( k \in \mathbb{R}^{d*} \), \( \{u(k, s), v(k, s)\}_{s=1}^{\nu} \) is an orthonormal basis of \( \mathbb{C}^\nu \). For each \((u, v) \in \mathcal{U}\), we define \( T_+(u) : \mathcal{H}_{\mathbb{D}} \rightarrow \mathcal{H}_{\mathbb{D}+} \) and \( T_-(v) : \mathcal{H}_{\mathbb{D}} \rightarrow \mathcal{H}_{\mathbb{D}+} \) as follows (cf. (3.18) and (3.19)):

\[
T_+(u)f := (u(\cdot, s)^*f)_{s=1}^{\nu/2} \in \mathcal{H}_{\mathbb{D}+}, \\
T_-(v)f := (\hat{v}(\cdot, s)f)_{s=1}^{\nu/2} \in \mathcal{H}_{\mathbb{D}+}, \quad f \in \mathcal{H}_{\mathbb{D}}.
\]

Then, in the same way as in the proof of Lemma 3.1, one can prove the following relations:

\[
T_+(u)^*T_+(u) + T_-(v)^*T_-(v) = I, \\
T_+(u)T_+(u)^* = I, \quad T_-(v)T_-(v)^* = I \\
T_+(u)T_-(v)^* = 0, \quad T_-(v)T_+(u)^* = 0.
\]

Hence \((T_+(u), T_-(v))\) is an element of \( \mathfrak{T}_\nu(\mathcal{H}_{\mathbb{D}}) \). Therefore, introducing the operators

\[
\hat{\psi}_{u,v}(f) := a(T_+(u)f, 0) + a(0, T_-(v)f^*)^*, \quad f \in \mathcal{H}_{\mathbb{D}}
\]

and

\[
\hat{\rho}(u, v) := \{\hat{\psi}_{u,v}(f), \hat{\psi}_{u,v}(f)^*| f \in \mathcal{H}_{\mathbb{D}}\},
\]

we see that \((\mathfrak{F}(\mathcal{H}_{\mathbb{D}}), \hat{\rho}(u, v))\) is an irreducible representation of the CAR over \( \mathcal{H}_{\mathbb{D}} \). Clearly this class of representations includes \((\mathfrak{F}(\mathcal{H}_{\mathbb{D}}), \hat{\rho}_m)\), hence being a generalization of it.

As for the family \(\{(\mathfrak{F}(\mathcal{H}_{\mathbb{D}}), \hat{\rho}(u, v))| (u, v) \in \mathcal{U}\}\) of representations of the CAR over \( \mathcal{H}_{\mathbb{D}} \), we have the following inequivalence theorem:

**Theorem 4.1** Let \((u_1, v_1)\) and \((u_2, v_2)\) be in \( \mathcal{U} \). Then the two representations \((\mathfrak{F}(\mathcal{H}_{\mathbb{D}}), \hat{\rho}(u_1, v_1))\) and \((\mathfrak{F}(\mathcal{H}_{\mathbb{D}}), \hat{\rho}(u_2, v_2))\) are inequivalent if and only if, for some \((r, s)\), there exists a non-null Borel set \( B \subset \mathbb{R}^{d*} \) such that, for all \( k \in B \), \( \langle u_1(k, r), v_2(k, s) \rangle_{\mathbb{C}^\nu} \neq 0 \) or \( \langle u_2(k, r), v_1(k, s) \rangle_{\mathbb{C}^\nu} \neq 0 \).

**Proof.** By Theorem 2.11, the two representations under consideration are inequivalent if and only if \( T_+(u_1)T_-(v_2)^* \) or \( T_-(v_1)T_+(u_2)^* \) is not Hilbert-Schmidt.

In the same way as in the case of (3.30), one can show that

\[
(T_+(u_1)T_-(v_2)^*)_{r,s}(k) = \sum_{s=1}^{\nu/2} G_{rs}(k)f_s(k), \quad f \in \mathcal{H}_{\mathbb{D}}, \ r = 1, \ldots, \nu/2, \text{ a.e.} k\]
where
\[ G_{rs}(k) := \langle u_1(k, r), v_2(k, s) \rangle_{C^0}. \]

It is easy to see that \( T_+(u_1)\overline{T_-(v_2)} \) is not Hilbert-Schmidt if and only if, for some \((r, s)\), the multiplication operator \( \hat{G}_{rs} \) by the function \( G_{rs} \) is not Hilbert-Schmidt. In general, the multiplication operator on \( L^2(\mathbb{R}^{d*}) \) by a function \( F \) is Hilbert-Schmidt if and only if \( F(k) = 0 \) a.e.\( k \in \mathbb{R}^{d*} \). Hence \( \hat{G}_{rs} \) is not Hilbert-Schmidt if and only if there exists a non-null Borel set \( B \subset \mathbb{R}^{d*} \) such that, for all \( k \in B \), \( G_{rs}(k) \neq 0 \). Thus \( T_+(u_1)\overline{T_-(v_2)} \) is not Hilbert-Schmidt if and only if, for some \((r, s)\), there exists a non-null Borel set \( B \subset \mathbb{R}^{d*} \) such that, for all \( k \in B \), \( G_{rs}(k) \neq 0 \).

Note that \( T_-(v_1)\overline{T_+(u_2)} \) is not Hilbert-Schmidt if and only if \( T_+(u_2)\overline{T_-(v_1)} \) is not Hilbert-Schmidt. Hence one can apply the preceding result to the case \((u_1, v_2)\) replaced by \((u_2, v_1)\) to conclude that \( T_-(v_1)\overline{T_+(u_2)} \) is not Hilbert-Schmidt if and only if, for some \((r, s)\), there exists a non-null Borel set \( B \subset \mathbb{R}^{d*} \) such that, \( \langle u_2(k, r), v_1(k, s) \rangle_{C^0} \neq 0 \).
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