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Abstract. We introduce new classes of domains, i.e., semi-uniform domains and inner
semi-uniform domains. Both of them are intermediate between the class of John domains
and the class of uniform domains. Under the capacity density condition, we show that the
harmonic measure of a John domainD satisfies certain doubling conditions if and only if
D is a semi-uniform domain or an inner semi-uniform domain.

1. Introduction

Let D be a bounded domain inRn with n ≥ 2, δD(x) = dist(x, ∂D) and x0 ∈ D. Let
us recall some nonsmooth domains. By the symbolA, we denote an absolute positive
constant whose value is unimportant and may change from line to line. If necessary, we
useA0,A1, . . . , to specify them. We shall say that two positive functionsf1 and f2 are
comparable, writtenf1 ≈ f2, if and only if there exists a constantA ≥ 1 such thatA−1 f1 ≤
f2 ≤ A f1. The constantA will be called the constant of comparison. We writeB(x,R) and
S(x,R) for the open ball and the sphere of center atx and radiusR, respectively.

We say thatD is aJohn domainwith John constantcJ > 0 and John centerx0 ∈ D if
eachx ∈ D can be joined tox0 by a rectifiable curveγ ⊂ D such that

(1) δD(y) ≥ cJℓ(γ(x, y)) for all y ∈ γ,

whereγ(x, y) andℓ(γ(x, y)) stand for the subarc ofγ connectingx andy and its length,
respectively. In general, 0< cJ < 1. We say thatD is auniform domainif there exists a
constantA > 1 such that each pair of pointsx, y ∈ D can be joined by a rectifiable curve
γ ⊂ D such thatℓ(γ) ≤ A|x− y| and

(2) min{ℓ(γ(x, z)), ℓ(γ(z, y))} ≤ AδD(z) for all z ∈ γ.

We call this curveγ acigar curveconnectingx andy. See [11, 12, 15]. If the complement
of a uniform domainD satisfies the corkscrew condition, thenD becomes anNTA domain
([13]). Observe that connectivity of a uniform domain can be extended fromx, y ∈ D to
x, y ∈ D. We introduce the following class of domains.

Definition 1. We say thatD is asemi-uniform domainif every pair of pointsx ∈ D and
y ∈ ∂D can be joined by a rectifiable curveγ such thatγ \ {y} ⊂ D, ℓ(γ) ≤ A|x− y| and (2)
holds.
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A Denjoy domain is a typical semi-uniform domain which is not necessarily uniform.
The relationships among above domains are summarized as

(3) NTA $ Uniform $ Semi-uniform $ John.

Let ω(x,E,U) be the harmonic measure of the setE in an open setU evaluated at
x. Jerison-Kenig [13] proved that harmonic measure of an NTA domainD satisfies the
strong doubling condition: there is a constantA0 > 2 such that

(4) ω(x, B(ξ, 2R) ∩ ∂D,D) ≤ Aω(x, B(ξ,R) ∩ ∂D,D) for x ∈ D \ B(ξ,A0R),

whereξ ∈ ∂D andR> 0 small, sayR≤ RS D. If (4) holds only for some fixed pointx = x0,
we say that the harmonic measure ofD satisfies thedoubling condition. Obviously the
strong doubling condition implies the doubling condition. Moreover, they showed that a
bounded planar simply connected domainD is an NTA domain if and only if the harmonic
measures both forD andD

c
satisfy the doubling condition ([13, Theorem 2.7]). Kim and

Langmeyer [14] gave the one-sided analogue; a bounded planar Jordan domain is a John
domain if and only if the harmonic measure only forD satisfies the doubling condition.
Their argument is based on complex analysis as well.

Balogh-Volberg [6, 7] showed a doubling condition similar to (4) in a planar uniformly
John domain, or inner uniform domain (see Definition2 below and the remarks before it).
They also pointed out that there is a planar inner uniform domain for which (4) fails to
hold. Indeed, letD be the complement of the line segments [−1,1] andLθ = {te−iθ : 0 ≤
t ≤ 1} with 0 < θ < π/2. Let B1 = B(te−iθ, ct) andB2 = B(te−iθ,2ct), where1

2 sinθ < c <
sinθ. SinceB1 ∩ [−1,1] = ∅ andB2 ∩ [−1,1] , ∅, we haveω(x0, B1 ∩ ∂D,D) ≈ tπ/(π−θ)

andω(x0, B2 ∩ ∂D,D) ≈ t ast → 0. Henceω(x0, B2 ∩ ∂D,D)/ω(x0, B1 ∩ ∂D,D) → ∞.
See Figure1.

B1

B2

Figure 1. Harmonic measure fails to satisfy the doubling condition.

In this paper, we characterize John domains whose harmonic measure satisfies (4), the
strong doubling condition. There is a John domain with polar boundary whose harmonic
measure vanishes. For such domains any doubling conditions for harmonic measure is
hopeless. To avoid such pathological domains, we assume thecapacity density condition
(abbreviated to CDC). See Section3 for its definition. If n = 2, then the CDC coincides
with the uniform perfectness of the boundary. Our main result is as follows.

Theorem 1. Let D be a John domain with John constant cJ and suppose the CDC holds.
Then the following are equivalent:

(i) D is a semi-uniform domain.
(ii) The harmonic measure of D satisfies the strong doubling condition, i.e.,(4) holds

wheneverξ ∈ ∂D and R> 0 is small.



DOUBLING CONDITIONS FOR HARMONIC MEASURE 3

(iii) For eachα > 1/cJ, there exist constants A> 1 andτ > 0 depending only on D
andα such that

(5) ω(x, ∂D ∩ B(ξ,R),D) ≥ 1
A

(
R

R+ |x− ξ|

)τ
for |x− ξ| < αδD(x),

wheneverξ ∈ ∂D and R> 0 is small.

Remark1. The constant 1/cJ is a threshold; ifα is less thancJ, then{x ∈ D : |x − ξ| <
αδD(x)} may be an empty set.

Next, we state a version of Theorem1 with respect to theinner diameter metricρD(x, y)
defined by

ρD(x, y) = inf {diam(γ) : γ is a curve connectingx andy in D},
where diam(γ) denotes the diameter ofγ. If we replace diam(γ) by ℓ(γ) in the above
definition, then we obtain theinner length distanceλD(x, y). Obviously|x−y| ≤ ρD(x, y) ≤
λD(x, y). It turns out, however, thatρD andλD are comparable for a John domain (Väis̈alä
[16, Theorem 3.4]). We say thatD is aninner uniform domainor uniformly John domain
if there exists a constantA > 1 such that every pair of pointsx, y ∈ D can be connected
by a curveγ ⊂ D with ℓ(γ) ≤ AρD(x, y) and (2). See Balogh-Volberg [6, 7] and Bonk-
Heinonen-Koskela [9]; actually, the latter useλD(x, y) instead ofρD(x, y) in the definition.
However,ρD andλD are equivalent as noted above. For a John domainD, we can consider
the completionD∗ with respect toρD ([4, Proposition 2.1]). Then∂∗D = D∗ \ D is the
ideal boundary ofD with respect toρD. Observe that connectivity of an inner uniform
domain can be extended fromx, y ∈ D to x, y ∈ D∗. See [4, Lemma 2.1].

Definition 2. We say thatD is aninner semi-uniform domainif every pair of pointsx ∈ D
andy ∈ ∂∗D can be joined by a rectifiable curveγ such thatγ \ {y} ⊂ D, ℓ(γ) ≤ AρD(x, y)
and (2) holds.

Let ξ∗ ∈ ∂∗D. Then there are a pointξ ∈ ∂D and a sequence{x j} ⊂ D converging toξ
with respect to the Euclidean metric as well as converging toξ∗ with respect toρD. We
say thatξ∗ lies overξ and define the projectionπ from D∗ to D by π(ξ∗) = ξ for ξ∗ ∈ ∂∗D
andπ|D = id |D. Let Bρ(ξ,R) be the connected component ofB(ξ,R) ∩ D from which
ξ∗ is accessible. We observe thatBρ(ξ,R) plays a role of a ball with center atξ∗ in the
completionD∗ ([4, Lemma 2.2]). Let∆ρ(ξ∗,R) = {x∗ ∈ ∂∗D : ρD(x∗, ξ∗) < R}. This is a
surface ball with respect toρD. Consider a version of (4) with respect toρD: there is a
constantA0 > 2 such that

(6) ω(x,∆ρ(ξ
∗,2R),D) ≤ Aω(x,∆ρ(ξ

∗,R),D) for x ∈ D \ Bρ(ξ
∗,A0R),

whereξ∗ ∈ ∂∗D andR> 0 small. We have the following.

Theorem 2. Let D be a John domain with John constant cJ and suppose the CDC holds.
Then the following are equivalent:

(i) D is an inner semi-uniform domain.
(ii) (6) holds wheneverξ∗ ∈ ∂∗D and R> 0 is small.
(iii) For eachα > 1/cJ, there exist constants A> 1 andτ > 0 depending only on D

andα such that

ω(x,∆ρ(ξ
∗,R),D) ≥ 1

A

(
R

R+ ρD(x, ξ∗)

)τ
for ρD(x, ξ∗) < αδD(x),
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wheneverξ∗ ∈ ∂∗D and R> 0 is small.

By definition, a semi-uniform domain is an inner semi-uniform domain. The domain in
Figure1 is an inner semi-uniform domain and satisfies (6). Thus (3) is refined as follows:

$
Inner uniform

$

NTA $ Uniform Inner semi-uniform$ John.
$

Semi-uniform $

There is no direct relationship between the class of inner uniform domains and the class of
semi-uniform domains. Theorem2 and the above implications yield that (4) is a property
stronger than (6). This is not straightforward from their definitions.

The plan of the present paper is as follows: In Section2, some preliminary notions such
as the quasihyperbolic metric and local reference points will be recalled. The relationship
between the Green function and the harmonic measure will be extensively studied in
Section3. Theorem1 will be proved in Section4 based on the results in Section3.
Theorem2 can be proved almost in the same manner. Necessary lemmas will be stated in
the last section.

2. Preliminaries

We define the quasihyperbolic metrickD(x, y) by

kD(x, y) = inf
γ

∫
γ

ds(z)
δD(z)

,

where the infimum is taken over all rectifiable curvesγ connectingx to y in D. We
observe that the shortest length of the Harnack chain connectingx andy is comparable
to kD(x, y) + 1. Therefore, the Harnack inequality yields that there is a constantA > 1
depending only onn such that

(7) exp(−A(kD(x, y) + 1)) ≤ h(x)
h(y)

≤ exp(A(kD(x, y) + 1))

for every positive harmonic functionh on D. We say thatD satisfies a quasihyperbolic
boundary condition if

(8) kD(x, x0) ≤ A log
δD(x0)
δD(x)

+ A for all x ∈ D.

It is easy to see that a John domain satisfies the quasihyperbolic boundary condition (see
[10, Lemma 3.11]). We have more precise estimate ([3, Proposition 2.1]).

Lemma A. Let D be a John domain with John constant cJ. Then there exist a positive
integer N and constants RD > 0 and A > 1 depending only on D with the following
property: for everyξ ∈ ∂D and0 < R < RD there are N points yR1 , . . . , y

R
N ∈ D ∩ S(ξ,R)

such that A−1R≤ δD(yR
i ) ≤ R for i = 1, . . . ,N and

min
i=1,...,N

{kDR(x, yR
i )} ≤ A log

R
δD(x)

+ A for x ∈ D ∩ B(ξ,R/2),

where DR = D ∩ B(ξ, 8R). Moreover, every x∈ D ∩ B(ξ,R/2) can be connected to some
yR

i by a curveγ ⊂ DR with ℓ(γ(x, z)) ≤ AδD(z) for all z ∈ γ.
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If the conclusion of the above lemma holds, then we say thatξ has asystem of local
reference points yR1 , . . . , y

R
N of orderN.

3. Green function and harmonic measure

We begin by recalling the capacity density condition (abbreviated to CDC).

Definition 3. By Cap we denote the logarithmic capacity ifn = 2, and the Newtonian
capacity ifn ≥ 3. We say that the CDC holds if there exist constantsA > 0 andRD > 0
such that

Cap(B(ξ,R) \ D) ≥
AR if n = 2,

ARn−2 if n ≥ 3,

wheneverξ ∈ ∂D and 0< R< RD.

It is well known that the CDC is equivalent to the uniformly∆-regularity ([5]). Hence
there is a positive constantβ such that ifξ ∈ ∂D and 0< r < Rare small, then

(9) sup
D∩B(ξ,r)

ω(·,D ∩ S(ξ,R),D ∩ B(ξ,R)) ≤ A(r/R)β,

so that there is a constantA1 > 1 such that

(10) inf
D∩B(ξ,R/A1)

ω(·, ∂D ∩ B(ξ,R),D) ≥ 1
2
.

Lemma 1. Let G(x, y) be the Green function for D with the CDC. SupposeδD(y) = R> 0
is small. Then

(11) G(x, y) ≈ R2−n for x ∈ S(y,R/2).

Moreover, there is a positive constantβ such that

(12) G(x, y) ≤ AR2−n
(δD(x)

R

)β
for x ∈ D \ B(y,R/2).

Proof. If n ≥ 3, then the first assertion is obvious. The planar case will be given in Lemma
3. For the proof of (12) we may assume thatδD(x) < R/4. Let x∗ ∈ ∂D be a point such
that |x∗ − x| = δD(x) < R/4. Then|x∗ − y| ≥ δD(y) = R. HenceB(x∗,R/2)∩ B(y,R/2) = ∅,
so that the maximum principle and (11) yield

G(x, y) ≤ AR2−nω(x,S(y,R/2),D\B(y,R/2)) ≤ AR2−nω(x,D∩S(x∗,R/2),D∩B(x∗,R/2)).

Hence we have (12) from (9). �

Lemma 2. Let G(x, y) be the Green function for D with the CDC. SupposeδD(y) = R> 0
is small and G(x, y) > A2R2−n. Then there is a curveγ connecting x and y in D such that
ℓ(γ) ≤ AR andδD(z) ≥ R/A for all z ∈ γ, where A depends only on D and A2.

Proof. Observe from the maximum principle thatΩ = {z ∈ D : G(z, y) > A2R2−n} is a
connected open set. Ifn ≥ 3, thenG(z, y) ≤ |z− y|2−n, so that diamΩ ≤ AR. The planar
case will be given in Lemma3. Let γ be a curve connectingx andy in Ω. Lemma1 says
that

A2R
2−n < G(z, y) ≤ AR2−n

(δD(z)
R

)β
for z ∈ Ω \ B(y, δD(y)/2).

HenceδD(z) ≥ R/A for all z ∈ γ. Since diamγ ≤ diamΩ ≤ AR, taking a polygonal curve,
we may modifyγ so thatℓ(γ) ≤ AR. The proof is complete. �
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Lemma 3. Let n= 2 and let G(x, y) be the Green function for D with the CDC. Suppose
δD(y) = R> 0 is small. Then the following statements hold:

(i) G(x, y) ≈ 1 for x ∈ S(y,R/2).
(ii) LetΩ = {z ∈ D : G(z, y) > A2}. ThendiamΩ ≤ AR.

Proof. (i) Let M0 = supS(y,R/2) G(·, y). By the maximum principleG(·, y) ≤ M0 on D \
B(y,R/2). Lety∗ ∈ ∂D be a point such that|y∗ − y| = δD(y) = R. By (9) we find a positive
constantε1 < 1/4 such thatG(·, y) ≤ M0/2 onD ∩ B(y∗,2ε1R). Let y′ be the point inyy∗

with |y′ − y∗| = ε1R. ThenG(·, y) ≤ M0/2 onB(y′, ε1R). Cover the sphereS(y, (1− ε1)R)
with finitely many balls with the same radiiε1R. We may assume thatB(y′, ε1R) appears
in the covering, consecutive balls have an intersection with volume comparable to (ε1R)n,
and the number of balls is bounded by a constant depending only onε1 and the dimension
n. Applying the mean value property ofG(·, y), we can concludeG(·, y) ≤ (1 − c)M0 on
S(y, (1− ε1)R), and hence onD \ B(y, (1− ε1)R) with 0 < c < 1 independent ofR andy
(see [2, Proof of Lemma 2]). LetGB be the Green function forB = B(y, (1− ε1)R). Then

GB(x, y) = G(x, y) − R̂D\B
G(·,y)(x) ≥ G(x, y) − (1− c)M0 for x ∈ B,

whereR̂D\B
G(·,y) is the regularized reduced function ofG(·, y) relative toD \ B in D. Take the

supremum overS(y,R/2) to obtain

A ≥ M0 − (1− c)M0 = cM0.

Thus (i) follows, sinceG(x, y) ≥ GB(y,R)(x, y) = log 2 for x ∈ S(y,R/2).
(ii) For the proof it is sufficient to show the following claim: there is a positive constant
λ such that ifδD(y) ≤ 2|x− y| small, then

(13) G(x, y) ≤ A
( δD(y)
|x− y|

)λ
.

Let |x − y| = L be sufficiently small. The first named author ([2, Lemma 1]) showed the
uniform perfectness of∂D. Hence we find a constantb ≥ 2 and an increasing sequence
δD(y) = R = R1 < R2 < · · · < Rk−1 < L ≤ Rk such thatS(y,Rj) ∩ ∂D , ∅ and that
2 ≤ Rj/Rj−1 ≤ b for j = 1, . . . , k. HereR0 = δD(y)/2. Let u = G(·, y) in D and let
u = 0 inRn \D. Thenu is a nonnegative subharmonic function inRn \ {y}. We employ an
argument similar to (i). Cover the sphereS(y,Rj) with finitely many balls with the same
radii ε1Rj. We findy′′ ∈ S(y,Rj) ∩ ∂D. We may assume thatB(y′′, ε1Rj) appears in the
covering, consecutive balls have an intersection with volume comparable to (ε1Rj)n, and
the number of balls is bounded by a constant depending only onε1 and the dimension
n. Moreover, observe that these balls lie outsideB(y,Rj−1). Applying the mean value
property ofu, we obtain

M j = sup
Rn\B(y,Rj )

u = sup
S(y,Rj )

u ≤ (1− c)M j−1 ≤ (1− c) j M0

for j = 1,2, . . . , k. SinceL ≤ Rk ≤ bkR0, it follows that

Mk ≤ exp(k log(1− c) + log M0) ≤ exp
(
log M0 +

log(1− c)
logb

log
L
R0

)
= M0

( R
2L

)λ
with λ = − log(1− c)/ logb. Thus (13) follows. �
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Lemma 4. Let D be a John domain with the CDC. Letξ ∈ ∂D have a system of local
reference points yR1 , . . . , y

R
N ∈ D ∩ S(ξ,R) of order N for0 < R< RD. Then

(14) Rn−2
N∑

i=1

G(x, yR
i ) ≤ Aω(x, ∂D ∩ B(ξ,2A1R),D) for x ∈ D \ B(ξ, 2R),

where A depends only on D and A1 is the constant in(10).

Proof. The maximum principle and (11) give

Rn−2
N∑

i=1

G(x, yR
i ) ≈ 1 for x ∈ ∪

i
S(yR

i , δD(yR
i )/2).

Since
∪

i S(yR
i , δD(yR

i )/2) ⊂ D ∩ B(ξ, 2R), it follows from (10) that

ω(x, ∂D ∩ B(ξ,2A1R),D) ≈ 1 for x ∈ ∪
i

S(yR
i , δD(yR

i )/2).

The maximum principle completes the proof. �

The following is an estimate opposite to Lemma4.

Lemma 5. Let D be a John domain. Letξ ∈ ∂D have a system of local reference points
yR

1 , . . . , y
R
N ∈ D ∩ S(ξ,R) of order N for0 < R< RD. Then

(15) ω(x, ∂D ∩ B(ξ,R/8),D) ≤ ARn−2
N∑

i=1

G(x, yR
i ) for x ∈ D \ B(ξ,R/4),

where A depends only on D.

Proof. For 0< r < δD(x0)/2 let U(r) = {x ∈ D : δD(x) < r}. Then each pointx ∈ U(r)
can be connected tox0 by a curve such that (1) holds. Hence,B(x,A3r) \ U(r) includes a
ball with radiusr, providedA3 is large. This implies that

ω(x,U(r) ∩ S(x,A3r),U(r) ∩ B(x,A3r)) ≤ 1− ε0 for x ∈ U(r)

with 0 < ε0 < 1 depending only onA3 and the dimension. LetR ≥ r and repeat this
argument with the maximum principle. Then

(16) ω(x,U(r) ∩ S(x,R),U(r) ∩ B(x,R)) ≤ Aexp
(
− A′

R
r

)
for x ∈ U(r)

for someA′ > 0. See [1, Lemma 1] for details.
Let 0 < R < RD. For eachx ∈ D ∩ B(ξ,R/2) there is a local reference pointy(x) ∈
{yR

1 , . . . , y
R
N} such that

kD(x, y(x)) ≤ A log
R
δD(x)

+ A

by LemmaA. Lety′(x) ∈ S(y(x), δD(y(x))/2). Observe thatkD\{y(x)}(x, y′(x)) ≤ A log(R/δD(x))+
A. Lettingu(x) = Rn−2 ∑N

i=1 G(x, yR
i ), we obtain from (7) and (11) that

u(x) ≥ A
(δD(x)

R

)λ
for x ∈ D ∩ B(ξ,R/2)

with someλ > 0 depending only onD.
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Now let us employ a modified version of the box argument (cf. [8] and [1, Lemma 2]).
Let D j = {x ∈ D : exp(−2j+1) ≤ u(x) < exp(−2j)} andU j = {x ∈ D : u(x) < exp(−2j)}.
Then we see that

(17) U j ∩ B(ξ,R/2) ⊂
{
x ∈ D : δD(x) < ARexp

(
− 2j

λ

)}
.

Define sequencesRj, r j andρ j by R0 = 3R/8, r0 = R/8 and

ρ j =
3

4π2

R
j2
, Rj =

3
8

R−
j∑

k=1

ρk, r j =
R
8
+

j∑
k=1

ρk

for j ≥ 1. We observe

(18)
R
8
= r0 < r1 < · · · <

R
4
< · · · < R1 < R0 =

3
8

R.

Let A(ξ, r,R) = B(ξ,R) \ B(ξ, r) be the annulus with center atξ and radiir andR. Since
Rj−1−Rj = r j − r j−1 = ρ j , it follows that if x ∈ A(ξ, r j ,Rj), thenB(x, ρ j) ⊂ A(ξ, r j−1,Rj−1).
See Figure2.

D j

D j

D j

D j r0

r1

R0

R1
R
4

∂D

∂D

ξ

Figure 2. A box argument for annuli.

The maximum principle, (16) and (17) give

ω(x,U j ∩ ∂A(ξ, r j−1,Rj−1),U j ∩ A(ξ, r j−1,Rj−1))

≤ ω(x,U j ∩ S(x, ρ j),U j ∩ B(x, ρ j)) ≤ Aexp
(
− A j−2 exp

(2j

λ

))(19)

for x ∈ U j ∩ A(ξ, r j ,Rj). Letω0 = ω(·, ∂D ∩ B(ξ,R/8),D) and put

dj =


sup

x∈D j∩A(ξ,r j ,Rj )

ω0(x)
u(x)

if D j ∩ A(ξ, r j ,Rj) , ∅,

0 if D j ∩ A(ξ, r j ,Rj) = ∅.
By (18) it is sufficient to show thatdj is bounded by a constant independent ofR and j.
Apply the maximum principle toU j ∩ A(ξ, r j−1,Rj−1) to obtain

ω0(x) ≤ ω(x,U j ∩ ∂A(ξ, r j−1,Rj−1),U j ∩ A(ξ, r j−1,Rj−1)) + dj−1u(x).
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Divide the both sides byu(x) and take the supremum overD j ∩ A(ξ, r j ,Rj). Then (19)
yields

dj ≤ Aexp
(
2j+1 − A j−2 exp(2j/λ)

)
+ dj−1.

Since
∑

j exp
(
2j+1 − A j−2 exp(2j/λ)

)
< ∞, we obtain supj≥0 dj < ∞. Thus (15) follows

from the maximum principle. �

4. Proof of Theorem 1

Proof of Theorem1. (i) =⇒ (ii ). Suppose firstD is a semi-uniform domain. Letξ ∈ ∂D
and letR > 0 be sufficiently small. Then by Lemma5 and scaling we find a system of
local reference pointsy1, . . . , yN ∈ D ∩ S(ξ, 16R) such that

ω(x, ∂D ∩ B(ξ, 2R),D) ≤ ARn−2
N∑

i=1

G(x, yi) for x ∈ D \ B(ξ, 4R).

Let {y∗1, . . . , y∗N} ⊂ D∩S(ξ,R/2A1) be a system of local reference points. Lemma4 implies
that

Rn−2
N∑

i=1

G(x, y∗i ) ≤ Aω(x, ∂D ∩ B(ξ,R),D) for x ∈ D \ B(ξ,R/A1).

By the semi-uniformity, eachyi is connected toξ by a cigar curveγi. Let y′i ∈ γi ∩
S(ξ,R/4A1). ObservekD(y′i , y

∗
j ) ≤ A for somej. SincekD(yi , y∗j ) ≤ kD(yi , y′i ) + kD(y′i , y

∗
j ) ≤

A andyi , y∗j , y
′
i ∈ D ∩ B(ξ, 16R), it follows that

G(x, yi) ≈ G(x, y∗j ) for x ∈ D \ B(ξ, 32R),

so that

ω(x, ∂D ∩ B(ξ, 2R),D) ≤ Aω(x, ∂D ∩ B(ξ,R),D) for x ∈ D \ B(ξ,32R).

Hence (4) follows with A0 = 32.
(ii ) =⇒ (iii ). Supposeξ ∈ ∂D andR > 0 is small and|x − ξ| < αδD(x). It is easy

to see from (10) that (5) holds for |x − ξ| ≤ R/A1. Now let r = |x − ξ| > R/A1. Suppose
first A0r > RS D with RS D for (4). Takey ∈ D ∩ S(ξ,R/A1) with δD(y) ≥ R/A. Then
kD(x, y) ≤ A log(1/R) + A, so that (7) and (10) give

ω(x, ∂D ∩ B(ξ,R),D) ≥ 1
A

Rτω(y, ∂D ∩ B(ξ,R),D) ≥ 1
2A

Rτ

with someτ > 0 depending only onD andα. SinceR+ |x− ξ| ≥ RS D/A0, we obtain (5).
Suppose nextA0r ≤ RS D. We find a local reference pointyi ∈ D ∩ S(ξ,A0A1r) such that

(20) kD(x, yi) ≤ A(D, α).

Note thatR< A1r. Applying (4) with yi in please ofx repeatedly, we obtain

ω(yi , ∂D ∩ B(ξ,A1r),D) ≤ A
( r
R

)τ
ω(yi , ∂D ∩ B(ξ,R),D),

whereA andτ depend only onA1 and the doubling constant. Therefore (7) and (20) give

ω(x, ∂D ∩ B(ξ,A1r),D) ≤ A
( r
R

)τ
ω(x, ∂D ∩ B(ξ,R),D).
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Sinceω(x, ∂D ∩ B(ξ,A1r),D) ≥ 1/2 by (10), we obtain (5) as(R
r

)τ
≥

( R
R+ |x− ξ|

)τ
.

(iii ) =⇒ (i). Let x ∈ D andξ ∈ ∂D. We may assume that|x− ξ| = R is small. Then by
LemmaA and scaling we find a system of local reference pointsyR

1 , . . . , y
R
N ∈ D ∩ S(ξ,R)

andy2R
1 , . . . , y

2R
N ∈ D ∩ S(ξ, 2R). We claim that everyy2R

i can be connected to someyR
j by

a curveγ with ℓ(γ) ≤ ARandδD(z) ≥ R/A for all z ∈ γ. By (iii ) and Lemma5,

1
A
≤ ω(y2R

i , ∂D ∩ B(ξ,R/8),D) ≤ ARn−2
N∑

j=1

G(y2R
i , y

R
j ).

Hence there isyR
j such thatG(y2R

i , y
R
j ) ≥ AR2−n. Lemma2 gives a curveγ connectingy2R

i

to yR
j in D such thatℓ(γ) ≤ ARandδD(z) ≥ R/A for all z ∈ γ. Thus the claim follows.

Now the proof is easy. By LemmaA we find a pointy2R
i which can be connected to

x by a cigar curve with length bounded byAR. The claim gives a pointyR
j which can be

connected toy2R
i by a cigar curve with length bounded byAR. See Figure3.

y2R
i yR

j
∂D

ξ
x

Figure 3. A cigar curve connectingx to ξ.

Repeat the claim again. We find a pointyR/2
k which can be connected toyR

j by a cigar
curve with length bounded byAR/2. Thus we can construct a cigar curve connecting
points as follows:

x→ y2R
i → yR

j → yR/2
k → · · · → ξ.

The length of the curve is bounded byAR. ThusD is a semi-uniform domain. �

5. Proof of Theorem 2

Replacing LemmasA, 4 and5 by the following three lemmas, we can prove Theorem
2 almost in the same way as for Theorem1. The details are left to the reader. Recallπ
is the natural projection fromD∗ to D. Let ξ∗ ∈ ∂∗D, ξ = π(ξ∗) andSρ(ξ∗,R) = {x ∈
D : ρD(x, ξ∗) = R}. Observe thatSρ(ξ∗,R) ⊂ S(ξ,R), that Bρ(ξ∗,R) is the connected
component ofB(ξ,R) ∩ D from whichξ∗ is accessible, and that the boundary ofBρ(ξ∗,R)
is included inSρ(ξ∗,R) ∪ ∂D. The following lemma corresponds to LemmaA.
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Lemma 6. Let D be a John domain with John constant cJ. Then there exist a positive
integer M and constants RD > 0 and A > 1 depending only on D with the following
property: for everyξ∗ ∈ ∂∗D and0 < R < RD there are M points yR1 , . . . , y

R
M ∈ Sρ(ξ∗,R)

such that A−1R≤ δD(yR
i ) ≤ R for i = 1, . . . ,M and

min
i=1,...,M

{kBρ(ξ∗,8R)(x, y
R
i )} ≤ A log

R
δD(x)

+ A for x ∈ Bρ(ξ
∗,R/2).

Moreover, every x∈ Bρ(ξ∗,R/2) can be connected to some yR
i by a curveγ ⊂ Bρ(ξ∗,8R)

with ℓ(γ(x, z)) ≤ AδD(z) for all z ∈ γ.

If the conclusion of the above lemma holds, then we say thatξ∗ ∈ ∂∗D has asystem
of inner local reference points yR

1 , . . . , y
R
M of order M. We emphasize that inner local

reference pointsyR
1 , . . . , y

R
M lie onSρ(ξ∗,R) and thatM ≤ N in general. The following two

lemmas replace Lemmas4 and5.

Lemma 7. Let D be a John domain with the CDC. Letξ∗ ∈ ∂∗D have a system of inner
local reference points yR1 , . . . , y

R
M ∈ Sρ(ξ∗,R) of order M. Then

Rn−2
M∑

i=1

G(x, yR
i ) ≤ Aω(x,∆ρ(ξ

∗,2A1R),D) for x ∈ D \ Bρ(ξ
∗, 2R),

where A depends only on D.

Lemma 8. Let D be a John domain. Letξ∗ ∈ ∂∗D have a system of inner local reference
points yR1 , . . . , y

R
M ∈ Sρ(ξ∗,R) of order M. Then

ω(x,∆ρ(ξ
∗,R/8),D) ≤ ARn−2

M∑
i=1

G(x, yR
i ) for x ∈ D \ Bρ(ξ

∗,R/4),

where A depends only on D.

References

[1] H. Aikawa, Boundary Harnack principle and Martin boundary for a uniform domain, J. Math. Soc.
Japan53 (2001), no. 1, 119–145.
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