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PREFACE

This volume, together with the next, is intended as the proceedings of
expository lectures in Special Months “Nonlinear Dispersive Equations. ”

Nonlinear dispersive equations, such as nonlinear Schrodinger equations,
KdV equation, and Benjamin-Ono equation, are of mathematical and phys-
ical importance. Expository courses in August 2004 are intended to cover a
broad spectrum of the issues, from mathematical and physical backgrounds

to the latest developments.

We wish to express our sincere thanks to

- J. Bona H. Koch, F. Planchon, P. Raphaél, and N. Tzvetkov for excellent
lectures.

- M. Ikawa and A. Ogino for effitient arrangements.

T. Ozawa and Y. Tsutsumi
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Derivation and some fundamental properties of
nonlinear dispersive waves equations.

Jerry Bona (University of Illinois at Chicago)

Abstract

This series of lectures aims to introduce some of the principal aspects of
nonlinear dispersive wave theory. We start with an appreciation of the early
history, and then introduce, within the original fluid mechanics context,
the paradigm Korteweg-de Vries equation. Some of the more important
properties of this equation are then outlined. These properties motivate
and give direction to the further study of this and other nonlinear dispersive
wave equations.

Further issues to be addressed will be chosen from among the following

topics.

Existence theory for solitary waves

Stability and instability of solitary waves
Singularity formation

Initial-value and initial-boundary-value problems

Incorporation of damping into nonlinear dispersive wave equations

A T

Application of the theory to problems in mechanics
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Introduction

The aim of this series of lectures is to give an overview of dispersive estimates
for the Schrodinger equation. These estimates are a key tool for various prob-
lems, both linear and non-linear, and we will give examples along the way.
We focus on the case where the domain €2 is the whole space R™: other situa-
tions (torus T", bounded domain with Dirichlet conditions) are significantly
more intricate and the subject of active research; a good knowledge of the
R™ case is anyway a prerequisite.

As the title of the notes suggests, we would like to deal with variable coeffi-
cients: namely, what happens if we replace the standard Laplacian by, say, a
Laplace-Beltrami operator associated to a metric g;; 7 As we will see in the
first lecture, dispersive estimates for the flat case are obtained through har-
monic analysis methods; these in turn rely heavily on the Fourier transform
and admit no easy generalization to curved space. We will deal with the
admittedly easiest case, namely n = 1: while some of the techniques which
we will use are somewhat 1D specific, the problems one might encounter in
the general case are already present. Moreover, we present much sharper
results than those available at present for n > 2. Finally, we will deal with
an application of these results to the Benjamin-Ono family of equations.

There exists a huge literature on the subject of dispersive equations. We
have tried to give as many references as possible, but being exhaustive is
an impossible task, so these references represent a snapshot of the author’s
current knowledge rather than an accurate picture or historical account.

We have tried to make the notes as self-contained as possible, assuming
basic knowledge of functional analysis, distributions and Fourier analysis.
There will be, however, blackboxes which won’t be detailed: interpolation
theory, for which we refer to [7], [6] or [63] which already contains most of
what we need. Another blackbox which we will only half-open is the zoo of
functional spaces: we will merely use Besov spaces and refer to [72] for an
exhaustive reference, [52| for building up intuition or |7] if one just needs
a quick summary. For those who have an interest in harmonic analysis by
itself, [63] and its companion [65] are classic if not up to date with current
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trends. Recent books like [64] or [32] are closer to a modern days perspective.
Comments and suggestions are welcome, fab@math.univ-parisi3. fr.
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Chapter 1

Dispersive estimates for the flat
Schrodinger equation

Introduction

We consider the following Schrodinger equation

b+ Ad = 0,
(1) { 6(2.0) = do(a)

in R™. The reader may take ¢g € S, in order to avoid splitting hair on the
meaning of a solution and focus on obtaining estimates in terms of various
norms. Through functional analysis arguments (Hille-Yosida) the solution
exists for H! or even L? datum. At any rate, one can prove there exists a
unique solution defined as a tempered distribution, which reads (in Fourier
variables)

(12) D&, 1) = e g0 ©),
and (in space variables)
(1.3) o(z,t) = m/e bo(y)dy.

Notice that this last quantity is in fact an oscillatory integral and should be
seen appropriately as a limit or as a distribution bracket when ¢ € S.

We will denote ¢ = S(t)¢o. From the Fourier variable formulation, one
trivially obtains conservation of L? mass,

(1.4) 1S(t)doll2 = [|Poll2,
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through Plancherel. Alternatively, one may compute the time derivative of
|#]|2 and use the equation and its conjugate. In a similar fashion, one has
conservation of the L? norm of the gradient,

(1.5) IVS(t)doll2 = [[Veoll2,

and this can be obtained as well by using the equation and integration by
parts.

REMARK 1

We highlight the fact that these conservation laws can be obtained by mul-
tiplier methods: as such, they do not require an explicit representation of
the solution, and are flexible enough to adapt to more complicated settings:
adding a (real) potential term V(z)¢, a non-linear term |u[P~'u, allowing
variable coefficients Laplacians, etc...

From the space variable formulation, we obtain easily what is usually referred
to as the dispersion inequality

1
(1.6) 15@®)olloe < 7 lioll:

by ignoring the imaginary exponential factor. This inequality captures some
of the information on the “spreading” of a solution: if one takes a Gaussian
packet, for which we can explicitly compute the solution, one readily observes
a decrease of its maximum.

REMARK 2
The main drawback of (1.6) is the norm on the right hand side: the L. norm
is not preserved by the flow.

1.1 Dispersion and Strichartz estimates

We intend to address the issue raised by the previous remark. In order to go
further, we state an interpolation result.

THEOREM 1 (RIESZ-THORIN)
Let 1 < po,p1,q9,1 < +00, po # p1; T a linear operator, bounded from
LPo — L and from LP* — L9 with

HTquo < MOHprm HTqu1 < Mlele'
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Then for all 6 € ( 1) the operator T is bounded from LPe — L% with
= —i—u andp = 0+1p;19,

QQ 6

(1.7) 1T fllgy < Mol Fllpy, Mo < MgM;™".

Now, we are in position to state

PROPOSITION 1
Let ¢o € LP', 1 < p/ <2, then S(t)¢y € LP and

(1.8) 1S ¢olly < o[-

nl
57

l
p

t

Proof: We only need to apply Theorem 1 using (1.4) and (1.6). O
Note that this Proposition is merely a rephrasing of the classical example
which follows: the Fourier transform F maps L¥ to L? for p > 2 (inciden-
tally the author knows of no other proof of this fact than interpolation). It
certainly does not address the issue raised in the remark: we still have a
norm which is not preserved by the flow.

However, we can use these estimates to obtain something which, if not satis-
factory, hints at the right quantities. let us consider the nonlinear equation,
for n = 2:

10w + Au = |ul*u,

and its integral formulation,
t
u=S(t)up+ / S(t — s)|ul*uds.
0

Looking at the Duhamel term, a quick (formal) sequence of computation
gives

t
1
) S [ s luPul y(s) ds
o (t—s)2 3
, ! 1
sut4ut</71d98ut4u .
W) 5 [ ey s ()’

As such, we could set up a fixed point, if ug is such that sup, £7]|S(t)uol|s
is small enough. However, figuring out what this condition means, say, in
term of Sobolev spaces for the initial data, is unclear. Given that the non-
linear equation is invariant by the rescaling ¢, (x,t) = A\¢(Az, A\*t), and that
sup, (t1|u]|4(t)) is invariant as well, one may look at ¢ in such an invariant
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norm: given n = 2, the L? norm fits. The following theorem tells us that
indeed the L? norm controls a weaker version of the weird looking time-space
norm, and even better: the “right” norm for our non-linear problem should
be L{, (recall =1 won't be in L2, but in L;">).

THEOREM 2 (STRICHARTZ ESTIMATES, [66],[38])

Let (q,r) and (q,T) be admissible pairs, i.e. such that % + = 5,q>2 (or
q¢>2ifn=2¢g>4ifn=1). Let ¢o(x) € L* F(t,x) € LY(~T,T); LY).
There exists C(n,q), C(n,q,q) (uniform with respect to 0 < T < 400) such
that, if ¢(z,t) is a solution of

Zat¢ + A¢ = F7 ¢(0,$) = ¢0(33'),

then

(1.9) 15 ollzgyy < Cln,a)ldoll2

(110) 6= SWenllows < CnDIFDyg 0,
(111> H¢_S(t)¢OHLtq(L§) < é(naQ7Q)HF('T7t)HL?'(L£/)7

where Cy(L2) = C([0,T], L*) and L{(L") = L4((0,T); L").

REMARK 3

This type of estimates has a long history. They apply to a large class of
equations, beyond dispersive models, and notably include wave equations
(for n > 2). They go back to Segal in the 60’s (1D Klein-Gordon), and ac-
quired fame with Strichartz’paper [66]: in said paper, the connection between
such estimates (with ¢ = r) and restriction estimates in harmonic analysis
(following questions raised by E. Stein in the 60’s) is established and has
driven the subject ever since. Subsequent generalizations (different pairs)
followed quickly, e.g. [9] (Klein-Gordon), [30] and references therein. The
abstract formulation which we follow is due to Ginibre and Velo, whose sys-
tematic treatment led to a series of seminal papers on the Cauchy problem
for various semi-linear problems.

Proof: The proof proceeds through several steps: the main point is an ab-
stract functional analysis argument, usually referred to as 77 (“TT star”).

LEMMA 1

Let H be an Hilbert space, B and its dual B’ Banach spaces, and a linear
operator T'. The following three properties are equivalent:

10



e the operator T is bounded from H to B, ||Tf||z < C||flla-
e Its adjoint T* is bounded from B’ to H, |T*F||g < C||F| 5.
e The operator TT* is bounded from B’ to B, |TT*F ||z < C?||F| 5

Let us prove the lemma: the first two properties are equivalent, being dual
of each other; recall that the adjoint 7™ is defined through

vaHv ngBla <T*gaf>H,H:< g7Tf >B’,B .

Now we prove the last two properties to be equivalent: clearly, combining
the first two we obtain the third one. Let us prove the converse. Writing

1T gl = <T*9,T"g >un
< g,TT*g >B'.B
gl I TT 9|5
C?llgll%,

IAIN

we obtain the result. 0J
Now, we proceed with the theorem. One has to chose H, B, B’ and T.

e Weset H= L2 B=L{L") and
T (o) = ¢(x,t) = S(t)do.

e Using the procedure above, we obtain 7™,
T(g(r.5) = [ S(=s)g(z.5)ds.
seR

Certainly T* is defined as a tempered distribution for ¢ € S(R™*!),
and can be extended to B’ by density.

e Finally, we have to study
TT g(z,t) = / S(t— s)g(x,s)ds.
seR

The benefit of this approach can be immediately identified: here, we need to
prove continuity from LI (L7) to LI(L"); a particular case will be § = ¢ and
at fixed t — s, we have our L — L dispersion inequality at hand. In order
to conclude, we use the Hardy-Littlewood-Sobolev inequality. We state it in
its generic form, even if we only need the one dimensional version.
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PROPOSITION 2 (HARDY-LITTLEWOOD-SOBOLEV)

Let f € LY(R™), 1 <y < 400, 0 < o < n, then the convolution operator by
the function |x|~® is bounded from L to L’ where 371 — 7! = an™! — 1.
In other words,

1 1 a
<C S %o
#flls < Clnya)lfll. ~ = 5+ %

(1.12) I

|

We won’t prove this inequality (which can be obtained e.g. by real interpo-
lation and is readily seen as a generalization of Young’s inequality: |z~ is
“almost” in L= ).

REMARK 4

This inequality can be seen as an appropriate version of Sobolev embedding
theorem. In our particular setting, we need m = 1, v = ¢’ and 3 = q, hence
«a = 2/q; in order to obtain (1.12) all is left to prove is H%ﬁ(R) — LI(R)
(exercise !). Such an estimate can be proved by “elementary” computations
(though somehow one has to perform an argument reminiscent of real inter-
polation by hands).

REMARK 5

Another version of the H-L-S inequality reads as follows: f € L7, g € L
imply
o 1 1 «
[ <fz[*x fig>]3 HwaHng, avec — 4+ — 4+ — = 2.
Y p on

When the space dimension is n = 1, we can replace convolution by |z|~® by
|z| =X z>0 OF ||~ *Xz<o: indeed, for positive functions,

ﬂwmwmwg ﬂ@dwm@

<y ’33' - y’a R2 ’33' - y‘a
and this fact will be of help later on.

Now we can proceed with the 7T argument: using Proposition 1,

1Tl () < / ISt = s)g(o)lds

1
/SGRWHQ(S)HWCZS
S 12 * ([lg() ) (%)

()

1Tl S ol

12



REMARK 6

Remark the constant in this last inequality is essentially the H-L-S constant,
which is known to blow-up when ¢q gets close to 2. Hence, our proof is
restricted to q > 2. However, when n > 3, the extremal value ¢ = 2 is an
admissible one, but requires a much more complicated proof which we will
provide later as an add-on ([38]).

We just proved (1.9). We are left with the two other estimates in the theorem.
The next one, namely (1.10), is an immediate consequence of the first,

o—St)py = /OtS(t—s)F(s)ds

= S(t) (_S)Xse(o,t)F(s)dS
seR
= S(t)T*(Xse(o,t)F(S))‘
Therefore, at fixed t,
¢ —SH)ollz = 1SET (Xse.0F (5)) |2

= T (xecon F ()
< e F )y,

which is the desired result.

Finally, we prove (1.11). Two different problems arise: first, we would like
to deal with [ _, S(t — s)F(s)ds rather than [, S(t — s)F(s)ds, and second,
two different admissible pairs (g, 7) should be allowed. The first problem is
taken care of through remark 5 and the second problem will be disposed of
by interpolation with the already obtained estimates, after obtaining the case
(q4,7) = (¢q,7). Let us start with it: we already proved

ITT"Fll; = || [ St =) P)dslizis S 1PN

Writing f(f S(t — s)F(s)ds = [._,S(t — s)F(s)ds where F(s) = F(s)Xss0,
relabelling F as F, we are left to prove

|| 8= 9FO)dslugs: S 1Pl
s<t

13



By duality,

< S(t—s)F(s)ds,G(t) >gn+1

s<t

/ < S(t—s)F(s),G(s) >gn dsdt

1
S / 7| F(s)|[w||G(s) | dsdt
s<t (t — S)q

1
< S r! S r! S
< /. T PO IGE - dsdt
S [1F(s)

Y

NG (s)

! !
H q H " rrl
Ly Ly Ly Ly

which is our result. In summary, we have proven that for an admissible pair
(g, 7),

(113) 1] St 9F©slimn S 176y,
s<t

(114 I St= 9Pl $ IO,
s<t

Given that [,_ S(t —s)F(s)ds = [, S(t —s)F(s)ds — [_, S(t —s)F(s)ds =
S(t)T*F— [ _, S(t—s)F(s)ds, the two inequalities hold for [,__S(t—s)F(s)ds
as well. We interpolate between (1.13) and (1.14), using an appropriate
generalization of the Riesz-Thorin interpolation theorem.

PROPOSITION 3
Let T' be a bounded operator from LELY to Lg‘iLgi fori=0,1, g;,r;, a5, 3; €
[1, +o0], with constants M;. Then the operator T is bounded from L¥ L}? to

L?(’ Lg(’, where indices are computed as in Theorem 1, i.e. v, ' = vy + (1 —

0)y:

Therefore we obtain that for all pair (¢, r) with ¢ > ¢,

ISt =PIl S 1PO g
s<t

and the inequality holds for [,__S(t — s)F(s)ds as well. In order to obtain
the remaining cases ¢ < @, notice this last operator (¢ < s) is the adjoint of
the previous one (s < t):

< / S(t—s)F(s)ds,G(t) >gn+1 = / < S(t—$)F(s),G(t) >grn dsdt,

_ / < F(s),S(s — 1)G(t) >n dsdt,

— < F(s), / S(s= Gt g

14



Dualizing estimate (1.1), we obtain the case ¢ < ¢, which ends the proof. O

REMARK 7
We didn’t actually prove the time continuity and leave it as an exercise to
the reader !

We now deal with the endpoint case. The proof follows almost verbatim
[38]. First, we rewrite the L? mass conservation and dispersion in a bilinear
fashion: let F,G be two functions of z,t,

(115) | < S(=5)F(s), S(-HG(t) > | < IF()2lIG®)]]z2.
and
(116) | < S(=8)F(s), S(-0)G(t) > | S ——— [ F(s) | G®)]122

|t — sl
as well as

1
(L17) | < S(=s)F(s), S(=)G(t) > | £ M—l+gw||F(S)HL;”|G(t)HLg’

where 3(r, p) = 5(1 - 1_ ll)) — 1. By symmetry (and positivity) we only need

T
to prove the estimate with the restriction s <,

T(F,G) = /

s<t

S(t—s)F(s),G(t) > dsdt| < || F 2 |G
< St = $)F(s),0(0) > dsat| 1P|, e, |G

2n_ .
%) FLsT?)

We split the (¢, s) half-plane defined by s < ¢ into diagonal strips, defined by
2/ <t — s < 27t Therefore

T(FG) =S T(FG) =Y / < S(—s)F(s), S(—)G(t) > dst,

and to conclude it would be sufficient to bound |T;(F, G)| by a convergent

series in j. Denote ' = nQ—fQ, we will prove the following proposition.

PROPOSITION 4
For all j € Z, and all pairs (a,b) in a neighborhood of (r,r), we have

(1.18) I T5(F, G)| S 279N Fl| o 1 1G22 -
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Notice (1.18) is scale invariant. Therefore without loss of generality we can
restrict ourselves to j = 0. Given that we are integrating over 1 <t —s < 2,
we split ' = > F, and G = ) G, where F,, = xp<i<p1F and G,,, =
Xm<s<m+1G. This, in turn, allows to rewrite

To(F,G) = > To(Fo,Gm) = > To(Fn, G,

which means we can restrict ourselves to the diagonal case n = m. Let us
deal with To(F),, G,,): we need to prove two kind of estimates:

e Case a = b = oo. Integrating the bilinear dispersion, we get

|T0(Fm Gn)| 5 HFnHLtl(L}C) HGnHLtl(L}C);

and by Holder,
To(Fs Go)l S N Full 2y 1Gnll 2oy
e Case 2 <a<r,b=2 Werewrite

[To(F, G)| < sup | S(-s)Fu(s)dsliz [ IS(-OG(Ollzdt
t

1<t—s<2

and for the first term we use the non endpoint estimate we already
proved: a’ > 1’ therefore (A, a) is a pair, A’ < 2 and

|T0(Fm Gn)| < HFn(s)HL{V(Lg’)HGn(t)HLtng‘

Finally, by Holder

To(EFn, G)| < [1Fn(8) | 220 [|Gn (D) 2222

We need to sum over n, but given that F,(t) = Xn<t<n+1F(t), this follows
easily from Holder, as the sequence (||F,()|,2)n belongs to > with sum
[°(¢)||2. This ends the proof of Proposition 4.

In order to complete the proof, we need yet another version of interpolation,
which we state without detailing the meaning of real interpolation spaces.

THEOREM 3

Let Ag, A1, By, By, Cy, C1 be Banach spaces, T a bounded bilinear operator
from Ag X By — Cy, A1 X By — C and Ay x By — Cy. Then, if 0 < 0y, 6, <
0<1,1<p,qr<+oo are such that 1 < 1/p+1/q and 6 = 0y + 6, the
operator T is bounded from (Ao, A1)gypr X (Bos B1)gy,qr — (Co, C1)g,r-

16



The only thing we need to know with respect to real interpolation is the
following:

o Let 1/p=16/py+ (1 —0)/p1, then
(LY, L3)on = LyLE?,
where LP? — [P if p > 2.

e We have
(32: 1) = I3
with s = 059 + (1 — 6)sy, and I5 = IP(27°dj) is a weighted version of 7.
Now, we can rewrite Proposition 4:

T is bounded from L?L% x L2LY to 159

where T' denotes the (vector-valued) operator with coordinates T}, j € Z.
Applying the bilinear interpolation theorem with p = ¢ = 2, r = 1 and
ag, a, by, by such that f(ag,a1) = Bay,by) # B(ag,by), we obtain that in a
neighborhood of (r,r),

T is bounded from L2L%? x L2LY? to 17"
and with the values a = b = r, we are done. 0

REMARK 8
The “abstract” proof by real interpolation hides the rather simple property

which follows: let F,G be such that F(t) = 2’%]”(15))@(,5) and G(s) =
27 (s)Xa(s), With|E(t)| = 2%, |G(s)| = 2. Then

IT3(F, Q)| S 28D CTDE=D] £l e gl s
Given it holds for any pair (a,b) close to (r,r), we may optimize and obtain

I T3(F, G)| < 2721030 £l gz,

which is summable in j.

Let us finish this section by giving a quick list of applications where Strichartz
estimates are a crucial tool:

o Low regularity well-posedness for semilinear Schrodinger equations with
a nonlinear term |u|?~'u, see e.g. [18], [37].
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e Well-posedness in the energy class of the same type of equation, pro-
vided p < 144/n — 2, globally in time in the defocusing case, see [30],
[36].

e Scattering, same references as above, with the addition of [50] for low
dimensions. See also [51] for a nice unified presentation.

Very recently, the existence of globally smooth solutions to the 3D quintic
(p = 5) Schrodinger was obtained in [21], and Strichartz estimates play an
important role.

1.2 Strichartz and its connection with the re-
striction problem in harmonic analysis

The present section attempts to briefly explain the aforementioned connec-
tion, and certainly does not to justice to the harmonic analysis side of the
story (which deserves an entire book by itself !).

As explained before, this deep connection was established clearly in [66],
where estimates for the wave and Schrodinger equations are deduced from
restriction estimates to curved hypersurfaces (cones or paraboloid).

Let us describe what the restriction problem is. Let us consider a Schwartz
class function f. Its Fourier transform is well-defined and Schwartz class as
well. Obviously,

[ llzee S 1A

and we can meaningfully restrict f to any hypersurface H, with

| fiallze S IfIL

A natural question (for an harmonic analyst !!) is then the following: can
we replace L' by some higher L? norm, perhaps at the expense of lowering
the L norm to an L? norm. Certainly taking p = 2 is not possible: we
only control the L2 norm of f by ||f||;2, and there is no reason one can
restrict an arbitrary L? function to an arbitrary hypersurface (take a plane
to convince yourself). However, if one is allowed half a normal derivative
relative to the hypersurface, a trace theorem gives control of an LP(H) norm
by, say, Bp% ’I(R”“).Assuming we apply this to f, and forgetting about ¢, the
last norm is controlled by an LP'(|z|""/2dx) norm of f (if p > 2, but since all
of our discussion is heuristic anyway, we forget about it and simply play with
rescaling) Finally, this last norm controls a certain L? norm, with ¢ < p. Tt
turns out (a fact first noticed by E. Stein) that whenever the hypersurface H
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has non vanishing curvature, one may sometimes control || f|| re(a) directly by
| f]|ze. Rescaling gives the purposely optimal values of (p, ) (which depend
on the curvature properties of H); non-vanishing curvature is required, as
the simple plane example illustrates. The restriction conjecture states that
these optimal values are indeed reached. The only settled case is currently
n+1=2; For n+1 = 2 and with H being the sphere or a paraboloid
(essentially the same thing by parabolic rescaling), the optimal exponents
are 4,4/3, and as often, 4 is a magic exponent as square of 2.

From our (PDE) point of view, and as noticed in [66], a particular case of
the Strichartz estimates we proved earlier is exactly a restriction theorem for
the paraboloid, with p = 2, or more accurately, the dual result (“extension
problem”). Let us denote by ¢ a density measure on a curved hypersurface
H, or equivalently, if do denotes the single layer distribution on H, the
distribution gdo; we would like to say something about the (inverse) Fourier
transform of gdo, like

17~ (gdo) | ooty S Ngllzvny-

The restriction operator and this new operator (extension) are obviously
adjoint, and therefore proving this estimate amounts to proving a restriction
estimate with a pair (¥, d’).

Now we can easily establish the link with Schrédinger: From g (§) with
¢ € R", we can define a single layer distribution on the paraboloid 7 =
€], namely the distribution 6(7 — |£[*)io(€) and the other way around. By
Plancherel |G| 72 equals ||tg||z2, and the inverse Fourier transform (in time-
space) of 6(7—[€|*)o(€) is nothing but our solution u(z, t) to the Schrodinger
equation i0;u + Au = 0 with datum wug. Therefore we have

lull 2msar S oz,

n
t,x

or, as an extension estimate,

|Fgdo)|| 2z : S lgllzepy,

(==

where P is the n dimensional paraboloid.

The near optimal result for p = 2 is due to Tomas ([71]) in 1975 in a very
short and clever paper. The extremal result stated above is due to Stein
shortly after, and is unpublished. The ‘modern” proof we give through the
PDE is simpler and of wider scope than Stein’s original argument, which
was used by Strichartz in [66] and which requires a generalized version (due
to Stein !!) of the complex interpolation theorem, allowing the operator to
depend on a complex parameter as well.
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1.3 Smoothing estimates

In the first section, we saw how, for, say, an L? datum, the solution to
the Schrédinger equation gains integrability if one is willing to average in
time. On the other hand, there is another interesting property which follows
another conservation law for the Schrodinger equation: consider the (vector-
valued) vector field C' = z/2 — itV. An easy sequence of computation shows
C to commute with the flow. Hence, if we assume the datum to be in a
weighted L? space, it somehow gains regularity when ¢t # 0. Again, the
weighted norms are not particularly convenient, and one would like to have
an estimate with ¢y € L2. Estimates of this type are often referred to as
“local smoothing” estimates, and can be traced back to a seminal paper by
T. Kato [35] on the KdV equation. Later works (|58, 73, 23|) establish the
same type of properties for a general class of dispersive models, including
both KdV and Schrédinger. Roughly speaking, one gains half a derivative,
but only locally in L2, and averaged in the L? sense:

o

1
sup [ ITESOlzsenn S Il
B(zo,1)

REMARK 9

Notice how this is an L}, estimate. It turns out one can obtain it by some
form or another of “integration by parts™ see e.g. [46] where a nice connec-
tion with moment and averaging lemma for kinetic equations is established.
At some abstract level, such local smoothing estimates are consequences of
resolvent estimates; such estimates are the subject of a huge literature in
spectral theory, and in particular are known to hold for much more general
situations than the flat Laplacian. We only give a few references: [5], [74],
27, 26], [10].

It turns out that in 1D one can actually slightly improve the smoothing effect.

THEOREM 4
Let ¢ = S(t)¢o be the solution to the Schridinger equation, and ¢y € L2.
Then we have

(1'19> || \% _AZS(t)QbOHLgO(Lf) 5 H¢0||2.
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Proof: Let us write
V=B S0)00lEzap = [ 1] o6 el dote) e
+oo . 2 1 . N . N
N / | / TP € |2 (e o (€) + T o (—€)) dEJ?
= [1 [ e iemrinm
. R d
eV G0(— )Xoy P,

- / 03V IG0(/7) + €TV o (— /M) Xy i,
< [l ae

where we used a change of variable, Plancherel in time, and finally reverted
the change of variable. 0
Now, we want inhomogeneous estimates as well.

THEOREM 5
Let ¢ be the solution to the Schridinger equation

with zero Cauchy datum. Then we have

1

(1.20) IV=2%llcyzz) S I1F (@, )Ly,
and

(1.21) 10201l e (z2) S I1F (@, )l 21 22)-

Proof: Obviously the first inequality is the adjoint version of (1.19). By
splitting F' is necessary and regularization, we can reduce ourselves to a
situation where F' is time supported in the future, ¢ > 0. Taking the time
Fourier transform, one has

(~r+8)0=F,
and N
()

T iz ;
0,0 = /Re 2577+§2 dg.
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Certainly this expression makes sense whenever 7 > 0, which corresponds to
a situation where the operator at hand is in fact elliptic. An easy sequence
of computation shows that

§

T+ {2) = Ce™,

Fe(

and using Plancherel (¢ — x)

0.6 = C| [ e 1By, 7)dyl,
R
and we obtain that at fixed 7,

10:6]l 20 S N1F Iy
Consider now the hyperbolic case —7 > 0 and set 0> = —7: then

2 1 1

T+§2_§+0+§—0’

and given that
1

}—5(5—1-0

we can conclude in the same way. Therefore, for all 7 € R,

1To

) = Ce"’sgnr,

1020l S I F s

But we can take L2, use Plancherel in time, and switch space and time norms
using Minkowski (which goes in the appropriate direction on both sides), to
get

1020l oo 22y S N1 F | L1 r2)s

which is the desired estimate. ]

REMARK 10

We have been rather sloppy in term of justifying any of the formal compu-
tations. We refer to e.g. [39, 41] for a detailed proof along the same lines.
Moreover, we point out that the previous proof is without doubt dependant
on the space Fourier transform and explicit representation of the solution,
which makes it rather difficult to generalize.
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1.4 Maximal function estimates

The estimates of the previous section have one particularly useful feature: the
inhomogeneous estimate allows to “recover” a derivative in a source term. As
such, it can be used to deal with semilinear problems with a derivative term
in the nonlinearity. However, no matter what, it will requires to have another
set of estimates at hand, providing something like

1S#)ollzersey S lldollms

for appropriate values of p and s.

It turns out that such estimates do exist, and we will state and prove the 1D
version which is known to be sharp. Higher dimensional versions are available
(see again [73, 58, 23]) in the L? setting but are non sharp. Further progress
(p < 2) has been made recently using a rather heavy machinery based on
restriction estimates, see the appendix to [8], and later bilinear restriction
estimates, (68, 67]. We won’t touch this subject which is very active but
has more to do with harmonic analysis than PDEs (and deserve probably an
entire book...).

THEOREM 6
Let ¢ = S(t)éo be the solution to the 1D Schridinger equation, with ¢o € L.
Then

(1.22) IV =A 0| ) S lldoll2-

Proof: This result goes back to [44] though the statement there is different
and one has to check the proof to realize it trivially implies the above theorem.
The proof which follows is a simplification of the argument from [44| (most
likely known and similar to the one alluded to in the original paper and
attributed to Nagel and Stein, but we couldn’t find a reference).

Recall that the solution writes

o, t) = / R () de

In order to prove (1.22), it suffices to consider the operator

ror [ gimeiwier 2
) ot

where () is a bounded function, |t(x)| < T. Using Fourier inversion formula,

we have
Too — / pila—ve-it@)e? _1

1

€]

Po(y) dédy,
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and its adjoint 7™ reads

T o = /ez(:t z)E+it(z)|€|? T ( )df‘dz.
19 |
Therefore we can proceed with a TT* argument:
TT*f = /ei((a:—y)§+(y—Z)77—t(fc)§2+t(Z)772) 11 - f(2) dzdydndé.
1% [nl

4
We need to prove that TT* is bounded from L to L!: in order to achieve
this, we consider the kernel

(1.23) K(z,2) = / @)+ =2tz +1(:)?) dydnde.

1
1 1
€[]

LEMMA 2
Let K be defined by (1.23). Then

K(x,2)] < —C
o — 2

where C' is independent of the function t(z).

Let us postpone the proof of the lemma: using the Hardy-Littlewood-Sobolev
inequality, we readily obtain the desired estimate, which concludes the proof
of Theorem 6.

Let us go back to the lemma: from [ €%~ dy = §(¢£ — n), one can rewrite

K(I,Z) = /ei(ac—Z)E-l—(t(z)—t(x))gz d_gl
NE
The result follows from a Van der Corput type estimate: let a,b € R, then
| [emene < &
1
|§| — alz

where C' doesn’t depend on a,b. Indeed, changing variables we can reduce
to a = 1: set n = aé,

| [emam < £
T <
24




hence we only need to prove (taking a = —2 for convenience)

}\/ i—2n4+An? d77’<c
Uik

Without loss of generality we can reduce to A > 0 (A = 0 is trivial). The
phase is stationary when An = 1. We rewrite the integral as

/ez'Qr)Jr)\nQd_nl :eii/ein . dy .
Uik Ay + 2

Switch A = 1/0* and y — —x, we have

2 d
o fer e [
|x — 02|2 |z|<p lz—202|<e  J202+e

and notice the trouble is with large 0. we integrate by parts the first, third
and fourth term and get a bound

(o) < o Ho o

+ + ,
Yot Jor—p (0P —e)E

which is obviously bounded whenever ¢ > 1. For o < 1, we can simply split

)
|z|<2 |z|>2

and the first integral is trivially bounded. Let us deal with the second one
by IBP,

‘/Jroo w2 odx < o +/°° o) dr < O
e ————dx :
2 lz—0o2z Y 2v2—02 ) 22w —o

This ends the proof. O
There are other estimates which are of interest. For example, we have a
variant of the previous theorem.

THEOREM 7
Let ¢ = S(t)¢o be the solution to the 1D Schridinger equation, with ¢o € L*

and compact support of the Fourier transform: supp qgo C [-1,1]. Then

(1.24) 6l 2wz S TH ol
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Proof: We omit the proof which proceeds along the same lines, replacing in
the kernel K the |¢|71/* factor by ¢ (&) where ¢ is a smooth cut-off function.
We are then left to prove that the kernel sends L2 to L2, which follows again
from stationary phase estimates... ([l
As we mentioned earlier, an important application of smoothing and max-
imal function estimates is the Cauchy problem for nonlinear Schrodinger
equations. There is a long history on this topic, and we refer to [41], [33],
[19] and [43] and references therein.

However, the maximal function estimates serve another purpose, which we
briefly describe now: recall ¢ = S(t)¢o is the solution to the Schrédinger
equation. Given ¢q in a Sobolev space H®, what are the requirements on
s which imply almost everywhere convergence of ¢(t) toward ¢g 7 We only
have a complete answer to this question in 1D, where s > 1/4 is necessary
and sufficient. The positive result is due to Carleson [16] and the negative
result may be found in [24]. Even in 1D, possibly extending such a result for
non Sobolev initial data is highly non trivial.

Let us consider a smooth datum vy: then one has trivially everywhere conver-
gence of the solution ¢ = S(t)1y to the datum (actually, uniform convergence
). We then introduce

Noo(x) = limsup,_q|S(t)po — @0l

Next, notice that if vy is smooth,

Noo(x) = N(po — o) (),

from the preceding remark. Therefore,
Noo(z) < Sup |9 — ¥[(2) + |go — tol(),
and as such,

{Noo(z) > a} C {|¢ —¥[(x) > a/2} U {|do — thol(x) > a/2.
Now, by Chebyshev

{N¢o(z) > a}l

o=l ligo— vol3
~ 4 2
(0% «
_ 4
100 ol | oo = ol

ot «Q

Now, we can pick 1y such that the RHS is smaller than an arbitrary ¢, and
therefore at a given «, the set { N¢y(x) > a} has zero Lebesgue measure. In
turn, this being true for any a > 0, N¢o(x) = 0 almost everywhere.
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Chapter 2

Smoothing for the 1D variable
coefficients Schrodinger equation

Introduction

We would like to generalize the estimates proven in the first chapter to an
equation like

(2.1) 10,0 + g70,0;0 = 0, ¢(z,t =0) = ¢p(),

where ¢¥ is a given metric on a manifold. Before giving an historical per-
spective, let us make a digression and say a word about the wave equation:
the main difference stands in the finite speed of propagation enjoyed by a
wave equation, a fact which holds irrespective of the variable coefficients.
Hence, as long as one is interested in local in time estimates, one may lo-
calize estimates in a neighborhood of a given point. In other words, the
global geometry of the manifold doesn’t play a role, and the requirements
on the metric have merely to do with regularity (of course, getting global in
time estimates will require additional assumptions “at infinity” and we will
meet the same problems as for Schrédinger). For smooth metrics, Strichartz
estimates for the wave equation hold locally (this can be obtained from a
classical parametrix construction). This was lowered to C? coefficients in
[60], and later to §%g € L}LS° in [70]. Anything below this regularity leads
to losses w.r.t. the flat case (however, one can certainly solve interesting
problems despite the loss, see [3], [45] and [59].

In contrast, the picture for the Schrodinger equation is less complete, to say
the least. The case of C? compact perturbations of the Laplacian was ad-
dressed in [62] and may be seen as an analog of Smith’s result for the wave.
However, we already see that a strong hypothesis is made “at infinity”: the
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metric is flat. Moreover, one has to make a non-trapping assumption: clas-
sical trajectories have to escape to infinity. This later point can be traced
back to the use of local smoothing estimates in the proof (in a rather es-
sential way). In dimensions n > 2, Dol [26, 28] and Burq [12] proved that
the non trapping assumption is necessary for the optimal smoothing effect
to hold. the expectation is that whenever there are trapped rays, we can
hope for Strichartz estimates with a loss, and this is known to be the case
for compact manifolds (|[11]). Very recent work deal with short range smooth
perturbations of the flat metric, with symbol-like decay at infinity ([55]). The
idea to use local smoothing to derive Strichartz, however, was already present
in [34] where a potential perturbation was treated. Dealing with a flat metric
and a potential has a longer history, starting essentially with the aforemen-
tioned reference. One should also mention [75] and references therein, [56],
[31] and references therein. All works on this topic make definitive use of
resolvent estimates for the elliptic operator, which are closely related to local
smoothing, as we hinted at earlier.

Now, consider the 1D equation,

(2.2) i0pu + Oz (a(x)0,u) =0, wu(z,t =0)=wuy(z).

The 1D situation had not been investigated further until recently (to the
knowledge of the author !). However, it does have some advantages, the first
one being that a variable coefficients metric is just a fancy name for only one
coefficient: either g(x)d? or d,a(x)d,, with a ellipticity condition. Moreover,
whenever this coefficient is smooth, the metric is always non-trapping, as
can be easily seen by looking at classical trajectories. V. Banica ([4]) consid-
ered the case where the metric a is piecewise constant (with a finite number
of discontinuities). In [4], it is proved that the solutions of the Schréodinger
equation associated to such a metric enjoy the same dispersion estimates (im-
plying Strichartz) as in the case of the constant metric, and it is conjectured
it would hold true for general a € BV as well. Unfortunately, her method
of proof (which consists in writing a complete description for the evolution
problem) leads to constants depending upon the number of discontinuities
rather than on the norm in BV of the metric and consequently does not ex-
tend to the general case. On the other hand, Castro and Zuazua [17] show
that the space BV is more or less optimal: they construct metrics a € C%? for
all 5 € [0, 1] (but not in BV) and solutions of the corresponding Schrédinger
equation for which any local dispersive estimate of the type

Jult, )| L

loc,t

i) < Clluoll e

loc,x

fail if 1/p < 1/2 — s (otherwise, the estimate is a trivial consequence of
Sobolev embeddings).
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As such, BV or one its close cousins like W/ seems like a reasonable candi-
date: such functions have some smoothness, some decay at infinity (which
insures we get close to the flat metric), and they have exactly the right scal-
ing. We intend to prove this natural conjecture, namely that for BV met-
rics, the Schrédinger equation enjoys the same smoothing, Strichartz and
maximal function estimates as for the constant coefficient case, globally in
time. In the context of variable coefficients, this appears to be the first case
where such a low regularity (including discontinuous functions) is allowed,
together with a translation invariant formulation of the decay at infinity (no
pointwise decay). Before briefly explaining our strategy, we note that Sa-
lort [57] recently obtained dispersion (hence, Strichartz) (locally in time) for
1D Schrodinger equations with C? coefficients through a completely different
approach involving commuting vector fields.

A shorter presentation of what follows can be found in [13].

e In this chapter, we prove a smoothing estimate which is the key to all
subsequent results, by an elementary integration by parts argument,
reminiscent of the time-space symmetry for the 1D wave equation.
Transferring results from the wave to Schrodinger is sometimes called
a transmutation and has been used in different contexts ([47]). All the
estimates we prove hold for a smooth coefficient a(x), and the usual
limiting argument yields a € W, but we prove that one may extend
it to a € BV by purely functional analytic methods (with the help of
another blackbox, Reed-Simon [54]).

e In the next chapter, we deal with Strichartz and maximal function
estimates, by combining our smoothing estimate with known estimates
for the flat case. While the heuristic argument is (relatively) straight-
forward, its implementation requires a bit of paradifferential calculus
which we detail along the way.

e Next, we consider the optimality of our result: we prove that the BV
regularity threshold is optimal in a different direction from [17]: there
exist a metric a(z) which is in L N W#*! for any 0 < s < 1, bounded
from below by ¢ > 0, and such that no smoothing effect nor (non
trivial) Strichartz estimates are true (even with derivatives loss). This
construction is very close in spirit to the one by Castro-Zuazua [17].

e The last chapter will be devoted to a nonlinear application. We obtain
sharp wellposedness for a generalized Benjamin-Ono equation.

e Finally, there are several appendices; the first appendix is a recollection
of some results of Auscher-Tchamitchian [2] and Auscher-MacIntosh-
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Tchamitchian [1] which imply that the spectral localization with respect
to the operators 0,a(x)d, and 9% are reasonably equivalent. This is
important if one wants to obtain estimates with derivatives (a crucial
fact for nonlinear applications).

e In a second appendix we give a self-contained proof of a suitably mod-
ified version of Christ-Kiselev Lemma (see [20]).

2.1 Functional spaces

Up to now, we have avoided discussing complicated issues related to spaces:
we only use Sobolev spaces (mainly L? !) and Lebesgue spaces. When
dealing with the flat Schrodinger equation, this is made easier by a specific
property of the flow: it commutes with the Laplacian, hence with its spectral
localization, and more generally with any pseudo-differential operator defined
by a Fourier multiplier m(§). However, when we no longer have a constant
coefficients Laplacian but a second order operator A, formally the flow will
commute with “functions” of A. It turns out that under mild assumptions
on A, its spectral localization has good commutation properties with the
Fourier one, and this will be of use later (and detailed in the Appendix).
Note that if one wants to prove an analog of (1.19), certainly we need a

1 1
replacement of /—A*, and v—A* immediately comes to mind. However,
we can temporarily avoid this discussion by using Besov spaces, and we take
the opportunity to list basic facts.

2.1.1 Heuristic and Sobolev spaces

Sobolev spaces appear in a rather natural way: through Plancherel it is easy
to evaluate the action of a constant coefficients differential operator, as it
translates into multiplication by a polynomial. Now, we can try to interpret
this in a slightly different way: on what functions does derivation becomes
multiplication by a constant (when measured in L? norm) ? Take f € S; we
know F(Vf) ~ £f(€). Assume moreover that f has most of its mass around
€] ~ \: say supp f C {€ t.q. A—p < |€] < A+n}, with u,n > 0. Plancherel
yields X X
A=l fllz < l10fll2 < (A + )L fll2-

Therefore, to get ||V fll2 &= A||f||2, we just need |[A — p, A+ 1] &= A, in other
words, u~ .

Hence, it only makes sense to split any function f as a sum of pieces which
possess the property above: e.g., let fj(f) = X2j§|§|§2j+lf(§), then
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PROPOSITION 5
An equivalent norm of the usual H® norm is

e~ g3+ > 2201 4513

J=0

(2.3) lul

whose proof follows trivially the previous line of reasoning (applied to |£]*).
The next step becomes “what about L? rather than L? ?”. We lose Plancherel,
and moreover, the Fourier multiplier xgj<|¢|<os+1 is not bounded on L”, except
for n = 1 (surprising (at the time of its proof) and deep harmonic analysis
result, [29]). Certainly, Fourier multipliers m(¢) are more difficult to handle
on LP.

2.1.2 Littlewood-Paley analysis

Recall we want to split the frequency space in octaves: zones where || ~ A
and with a size variation at most A\/2. A dyadic partition should do, {27 <
€] < 27F1} but as we said, we run into problems with L?: the solution is to
smooth out the partition, while retaining almost orthogonality.

DEFINITION 1 R R
Set ¢ < 1, take ¢ € S(R") such that ¢ = 1 for |{| < 1 and ¢ = 0 for
€] > 1 +¢e. Denote by ¢;(z) = 2" ¢(27x).

e Define S; as the convolution with ¢;. Note that supp F(S;f) C {|¢| <
(1+¢6)27}, and [¢] < 27 = S;f(¢) = f(6).

o Let p(€) = $(£/2) — 6(8), ¥;(§) = @(Q*jf)- We define a frequency

localization operator, around 27, by A; = S;j41 — S;, in other words

Ajf = F ey (O)F (). suppF(A;f) € {27 < € < 2(1 +€)27}, and
21(1+¢e) < |¢] < 2 = A, F(€) = f(©).

Remark that S; = ZkzeZ,k<j A;, and we have a resolution of the identity,
1= ZjeZ ©;(§)-

Remark that the operators A; are close to the xsi<j¢|<2it+1, and due to the
support condition, they retain some orthogonality: if |j — j/| > 2, then
A;Aj = 0. Playing with Plancherel, one gets easily

(2.4) 17 = 1S0f 115+ D 2218 £ 13-

jEN

We need a substitute for Plancherel in order to deal with LP.
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LEMMA 3 (BERNSTEIN’S INEQI{ALITIES)
Let f € S'(R™), such that supp f C B(0, ). Let p € R, U{+o00} with 1 < p,
and suppose f € LP. There exists C' = C(n) such that

e Forallq>p, f e L4 with

(2.5) Ifllg < CXGT2| £,

e Foralla = (ay,...,ay), we have 0°f € LP with

(2.6) 107 fll, < CIN|£1]

e Ifsupp f C R™\ B(0,\/2), then
(27) CTEN £l < sup 07 fll, < CRAf ]l

a=la]

Proof: By rescaling, one may reduce to A = 1. Let m € S, such that m =1
on B(0,1) and m = 0 outside B(0,2). Then

A

f= T?Lf, or equivalently f(z) =mx* f(x) = /m(x —y)f(y)dy.

By Young’s inequality, it is enough to prove that m € L", forall 1 < r < +o0,
which is trivial as m € S. So we proved (2.5). Similarly, we prove (2.6), given
0%f =0m x f.

For (2.6), we just proved half the inequality already. Now, we know moreover
that supp f is away from § = 0. Let us still denote by m € S a function

which is 1 on supp f and 0 outside of 1/4 < [¢] < 2. We smoothly cut m in
angular neighborhoods around each &;, 1 <17 < n.

m(€) =Y mi(6),
and on suppm;(§), we have & > 1/8 (draw a picture...). Therefore

fo =Y " o),

and each m; is Schwartz class, leading to

1fllp < ZCH@-J‘Hp-

and up to constants,
£l < Csup [[0: ],
(2

This ends the proof of Bernstein’s inequalities. O
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REMARK 11 . R
Remark that if A is defined by Af(€) = |€|f(£), we have Asf F(&) = €] f(&).

If f € LP and supp f C B(0,1)UR"™\ B(0,1/2), we trivially get
£l = 1A 1],

as the symbol never vanishes on supp f. It turns out that controlling IAfl,
is sufficient to control ||0; f||, (continuity of the Riesz transforms on LP), but
this is again a non trivial fact of harmonic analysis. The previous proof,
however, shows exactly this when f is spectrally localized...

Now we are ready to define Besov spaces, taking our inspiration on (2.4). We
refer to [7, 72, 52| for detailed exposition and finer details (most notably,
equivalent definitions).

DEFINITION 2
Let1 <p,q < +oo,s € R, f € S'(R"). Wesay f belongs to the homogeneous

Besov space B;’q if and only if

e whens <% ors=2%andq=1, > Aj(f) converges to f ino(S,S).
In all other situations (s > 5 and s = n/p, ¢ > 1) we ask for the same
convergence, but modulo polynomials.

e The series €; = 275||A;(f)]|, is l9-summable.

The norm on B;’q will be

(2.8) 111

1
e — (2 NG uq) -

JEZ
On can define an inhomogeneous version as well.

DEFINITION 3
1 <pgqg<+o00,s€e€R. Let f e SR"), f belongs to the inhomogeneous
Besov space B, if and only if

e we have Syf € L”.
e For j € N, the series €; = 27*||A;(f)|, is l9-summable.

The norm on B;’q will be

ye = [[Sofllp + <Z 29[| A (f Hq> :

JEN

(2.9) If1
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REMARK 12
Notice that inhomogeneous Sobolev spaces are just a particular case: H® =

s,2
B3

The main advantage of homogeneous versus inhomogeneous is the (almost)
invariance by scaling: for all A > 0,

(2.10) LF A

n

s_ 1
nsa RS A pH H's,q
B JliBgas

while for the inhomogeneous norm, this holds only for large \.
A few elementary properties (exercise !).

e Besov are Banach spaces.
e The dual space of B;’q is B;S’q/ (when p < +00).

e The operator A7, o € R, is bounded from B;’q to B;*”vq,

2.1.3 Sobolev’s embeddings
Let f € le, with s > 0. If r is defined by s — n/p = —n/r, by Bernstein,

I < Y12 F 1l < D]

JET

5s,1 .
BP

We want to do better: trivially, we have the following injection.

PROPOSITION 6
Let f € By, and 8, p, G, such that § < s, ¢ > q and s—n/p=3§—n/p. Then

(2.11) Ifllgza S 11

BZvQ.
In fact, one can prove the following.

PROPOSITION 7 (SOBOLEV’S EMBEDDING) .
Let s >0 and s —n/p = —n/r, r,p € (1,+00), f € ByP. Then

(2.12) 1f1le S 111

By
Proof: Let f be Schwartz class, we have

[f@)] <18 f|(@).

JEZ.
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Fix J € Z. Then

Do) < Y2 Stj}p(QSijfl(x))

§>J i>J

< Q’SJH(QJ),

where H(z) € LP, as f € B;’p:

[ sgp(zsfmjfuxnum < H(Z(W'S\Ajfua:))puu

J

On the other hand,
S IA@) S 302 sup(2 3 A £ ()

j<J j<J J

< 2679 L(a),

s)

where L(x) € L™, as f € Bo_o(;_ > by a previous proposition. Finally,

f(@)] S 257 L) + 27 H(x).
We optimize J, and
f(@)] S H (@)L,

so that
£ S N [L 7

Note that we have a restriction with this proof, namely ¢ < p. One can
dispose of it using real interpolation (and/or square functions).

REMARK 13
We did slightly better:

2 r—p
1A S W 11

(88,00

Boo

which is non only scale invariant, but modulation invariant (modulation is
multiplication by e™®).

To end this quick survey of Besov spaces, we introduce a suitable modifica-
tion, to handle the time variable.
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DEFINITION 4
Let u(z,t) € 8'(R"™), A; be a frequency localization with respect to the x

variable. We will say that u € B;’q(ﬁtp ) iff
(2.13) 2| Ajull gy = 5 € 17,
and other requirements are the same as in Definition 2.

Notice that whenever ¢ = p, the Besov space B;ﬂ(ﬁfg) is nothing but the
usual “Banach valued” Besov space B;’q(F ) with F' = L{.

2.2 Local smoothing

Through the rest of these notes, we will denote by S(t) = €% and S,(t) =
%@ the (1D) group-evolution defined by the constant and variable co-
efficients equations respectively.

Recall that for the (flat) Schrodinger equation on the real line, we have the
following estimate:

||ams(t)¢0||Lg°L§ = HQSOHH%;

by shifting regularity by 1/2 up. One may ask what is the equivalent for
the 1D wave equation: assume Cauchy data ¢y and 0,9y = 0, then ¢ =
(po(x —t) + ¢o(z +t))/2 and as such,

(2.14) IVl ree(rzy S Vol

The interesting point here is that this looks very close to the energy estimate
for the wave equation, except for the switch in x,t on the left. But in 1D, the
wave operator is symmetrical w.r.t. x and ¢. Consider the inhomogeneous
equation (zero Cauchy data)

0;¢ — 03¢ = f,
the energy estimate reads
100l g2y S N fll i z2)-

Due to the symmetry, we can switch roles, to get

||a¢||Lg°(L§) § HfHL}C(Lf)‘

Now, a TT* argument gives back (2.14). The whole point is that we can prove
the inhomogeneous estimate by a simple integration by parts and extend it
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to variable coefficients 92 — 9 — xa(x)d,: one will pick an amplification factor

exp fx a.
Such a simple observation will lead to our key result, through an appropriate

procedure to transfer the reasoning for the wave to the Schrodinger case (an
instance of what is sometimes called transmutation, see [47]). Before stating
a theorem, we set the hypothesis on a(x).

DEFINITION 5
We call a an m-admissible coefficient when the following requirements are
met:

e the function a is real-valued, belongs to BV, namely
Oya € M ={p tq. /d\u! < 400},
R

e the function a is bounded from below almost everywhere by m.

We will denote by M its maximum and ||a||gy its bounded variation (a(x) <
M < [la]lsv)-

After this preliminary definition, we can state the main theorem in this chap-
ter.

THEOREM &
Let m > 0 and a be an m-admissible coefficient. There exist C(||a||gy, m) > 0
such that

o Ifu,f are solutions of
(2.15) (10; + Ora(x)0y)u = f,

with zero Cauchy data then

(2.16) 10wl o 2z + 1(=09) " ull oz < Ol Nlnssz-
o [f
(10 + Opa(x)0,)u = 0, with wy—g = ug € L*
then
(2.17) Il < Clluol| >

2302 o
B (£3)
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REMARK 1

One may wonder why we chose to consider 0,a(x)0, as opposed to, say,
g(x)0?. It turns out that one may obtain one from another through an
easy change of variable, and we elected to keep the divergence form as the
most convenient for integration by parts. The astute reader will check that
b(x)0a(x)0, can be dealt with as well, and the additional requirement will
be for b to be m-admissible. Remark also that our method can handle first
order terms of the kind b(z)0, with b € L'.

Proof: As explained, in order to obtain (2.16), we reduce ourselves to a situa-
tion akin to a wave equation and perform an integration by parts. Obtaining
(2.17) from (2.16) is then a simple interpolation and 77* argument.

2.2.1 Reduction to smooth «a

We first reduce the study to smooth a.

PROPOSITION 8
Denote by A = 0,a(x)0,. Assume that the evolution semi-group S, (t) satis-
fies for any smooth (C*°) m-admissible a:

Yug € L2, 1Sa(t)uol|z < C|luol| 22

with B a Banach space (weakly) continuously embedded in D'(R?), whose
unit ball is weakly compact, and C' a constant depending only on m and
|Ozal|pr. Then the same result holds (with the same constant) for any m-
admissible a.

Proof: Let us consider a resolution of the identity, i.e. p € C{°(R) a non
negative function such that [p = 1, and p. = e 'p(z/e). Denote by a. =
pe *a and A, = —0,a.(2)d,. Obviously, the sequence a. is bounded in W
(true for e = 1, then rescale). Furthermore, a. converges to a for the L™
weak * topology. According to the weak compactness of the unit ball of
B, taking a subsequence, we can assume that S,_(t)ug converges weakly to
a limit v in B (and consequently in D'(R?)). To conclude, it is enough to
show that v = S, (t)ug in D'(R?). We first remark that as a (multiplication)
operator on L?, a. converges strongly to a (but of course not in operator
norm): this follows from

Ja—aps = [ata—ar+ [ae-ar,
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f? € L', the weak convergence (recall that g converges weakly in L> im-
plies |g| converges as well) and the boundedness of a and a.. Consequently
dya.(1)0, converges strongly to d,a(x)d, as an operator from H' to H 1.
On the other hand the bound 0 < m < a(z) < M and the fact that p is
non negative imply that a. satisfy the same bound and consequently that
the family (A. + i)' is bounded from H~! to H! by 1/m:

(At = = [ a@)loul? < |0l

From the resolvent formula
(Ac+i) = (A+i) = (A +40) (A= A)(A+10) 7,

given (A, + i)' is uniformly bounded from H~' to H', we obtain that
(A. + 1)t converges strongly to (A +¢)~! as an operator from H~! to H',
and consequently as an operator on L?. This convergence implies (see [54, Vol
I, Theorem VIIL.9|) that A. converges to A in the strong resolvent sense and
(see [54, Vol I, Theorem VIII.21]) that for any ¢t € R, S,_(¢) converges strongly
to S,(t). Finally, from the boundedness of S,_()ug in L{°(L?), we deduce by
dominated convergence that S,_(t)ug converges to S,(t)ug in L}, .(L?) and

t,loc
hence in D’. Similarly, we can handle non-homogeneous estimates. 0

2.2.2 A resolvent estimate

We are now considering the following equation (for a € C§°):
(2.18) —ov + Oz(a(x)0,v) = g.

where v, g will be chosen later to be the time Fourier transform of u, f (there
lies the trick to pass from the wave to the Schrodinger equation, in some
sense).

PROPOSITION 9

There exist C(m, ||a||gy) such that for any ¢ = 7 +ic,e # 0 the resolvent
(—o + 0.a(x)0,)~t, which is a well defined operator from L' C H™' to
H' C L* and from L* to H? satisfies

(2.19) (=0 + 0pa(2)0,) |11 < C.
It should be noticed that since this and all further estimates are scale invari-

ant (including the constants which are dependent on scale invariant quantities
of a), we could reduce the study to the case 7 = +1 by changing a(z) into
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a(\/inlx). We elected to keep 7 through the argument as it helps doing
book keeping. However, this ability to kill a parameter “for free” is sometimes
of great importance.

Now, notice that there are two distinct situations here:

e whenever —7 > 0, the operator is hyperbolic: this is really a wave
equation (one should think —7 = 7% and 7 a Fourier variable associated

to a time t). Consequently we expect the heuristic alluded to above to
hold.

e whenever 7 > 0, the operator cannot be reduced to a wave operator,
but then again, it is elliptic: one should be ok by elliptic methods.

REMARK 2

In fact, the elliptic case (T > 0) is more or less understood and as a corol-
lary, the associated heat equation as well. In fact these results apply to a
larger class of a than the one we consider here: a € L*°, Rea > 0. More
specifically, the heat kernel (and its derivatives) associated to the operator
A = —0,(a(x)0,) is known to be of Gaussian type, a fact which will be of
help later to handle derivatives. A very nice and thorough presentation of
this (and a lot more !) can be found in [1]. We refer to Appendix A for a
short recollection of the facts we will need later.

We now perform the long awaited integration by parts. We can assume g € L?
(or even C§° !), which implies v € H? and all these integrations by parts can
be carried out (most notably, the boundary terms near oo vanish). We
first multiply (2.18) by 7, integrate by parts and take the imaginary and real
parts. This yields

(2.20)

el / ol < gl oo

el / a(@)|050]? < |¢]I7] / o2 + [elllglo ol e < (el + 7D llglizr ol

We now proceed in the hyperbolic region —7 > 0. Multiplying (2.18) by
a(x)0,v and integrating, we get

(2.21) / —aav@x(6)+/ Gx(aaxv)aaﬁz/ gad,T.

—0o0 — 00
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Integration by parts and taking the real part yields

(2.22)  — Talv)*(z) + |adv|*(z) + 2/$ 7(0,a)|v|?

— 00

<2l [ alolloe] + 2l fadvl
R

We now use (2.20) to estimate the first term in the right hand side in (2.22)
and obtain

xT

— 7alv*(x) + |adv|*(z) + 2/ 7(0.a)|v]?

—00

1
< 2max(1, [|al|z<)llglles (ladev]| oo + (Je] + [7]) /2] 0] ).
On the other hand we are in 1D and,
(2.23) [vllZee < 2[Jvllz2[|00v]] L2

which implies, using (2.20),

lgllz:
ellvf|Ze <2 Jm Vel +I7lllvllze

Consequently we get

xT

(Il + IrDalvl*(z) + |adzv]*(x) + 2/ 7(0pa) v]”

— 00

< C(m, allsv)llgllzr (ladevllz + (el + 7)) 2 [[v] ).

Setting
Qy(2) = up (lel + ImDa@)|v[*(y) + la(y)d:0[*(y))
k(z) = a(z)"(.al,

we have

xT

(2.24)  Qu(2) < C(m, flallsy) VO (+00)llgl e +2/ k() (y)dy.

— 00

Given that €2, is positive, we obtain by Gronwall inequality

[ sy < con ol ([

— 00 —00

< 2C(m, ||al|py)e/ =] |g|| 1, V. (+00)

oy Qk(z)dzk(y)dy) HQHL;\/Q+(+OO)
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and consequently, coming back to (2.24)

(2.25) V4 (+00) < C(m, ||lallsv) |l gl (2 + 862”]“(”)”L1).

Now we proceed with the elliptic region 7 > 0, for which the above line
of reasoning fails. We perform the usual elliptic regularity estimate and
multiply the equation by v, to obtain

/T\vl2+@]6xvl2 = —Re/g@, 8/ [v]? = —Im/gﬁ
R R R R

which gives
(2.26) /R (7l +leDlvf* + aldzvl*) < 2llgllelvllz=.

In order to conclude, we go back to the (beginning of) the estimate we made
in the hyperbolic case, i.e. (2.21) and integrate by parts only the second
term in the left hand side,

T T

0,0l w) <2 [ lgladal +2 [ lolaloloso

and to bound the last term we use (2.26),
(2.27) ladv][7ee < llgllzy (2lladsvlze + Alr| vl )
Adding Talv]? to (2.27) and using (2.26), (2.23), we obtain
Q_(z) = zgg(\d +))alvl*(y) + ladyvl*(y)
< 2M|rl|v 21 0zvllze + 4(lel + [71)llgl 2 ]|
< lgllzr M + (el + 7)) 0] 2=

which gives again

a o + 4 2
(2.28) sup Q_(z) < %Hglﬁb
This ends the proof of Proposition 9. 0
REMARK 3

Notice that for this elliptic estimate, we only used a € L* and nothing else.
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We now come back to the proof of Theorem 8. Consider wu, f solutions
of (2.15). We can assume that f (and consequently u) is supported in ¢ > 0
(the contribution of negative ¢ being treated similarly)). Then for any ¢ > 0
u. = e 'y is solution of

(2(9,5 + ie + ax@(x)ax)us = fa

Assuming that f has compact support (in time), we can consider the Fourier
transforms with respect to ¢ of f and u., g(7) and v.(7) which satisfy

(=7 +ie + Opa(z)0,)ve = g.

We may now apply Proposition 9, take L? norms, switch norms and revert
back to time by Plancherel, and get

1 1
100c | oo 22y + 1 (=00) Tutc| oo (2) = [10wvell oo 2y + | (=07) Tl Lo (22
1
< ||3xva||L$(Lg°) + ’|(—at2)4vs”L%(L%°)
< Ollgellzzeyy < Cllgellzrezy = Cllfellzrrzys

where C' = C(m, ||0zal|1) is uniform with respect to ¢ > 0. Letting ¢ > 0
tend to 0, we obtain the same estimate for u, which is exactly (2.16) in
Theorem 8 (up to replacement of BV by W', which was dealt with in
Proposition 8). Finally we easily drop the compact in time assumption for f
by a density argument.

We are left with proving the homogeneous estimate (2.17). As usual, esti-
mates on the homogeneous problem follow from the estimate with a fractional
time derivative: by a TT™* argument, and using the commutation between
time derivatives and the flow, we get

1
||(_at2)su||Lgo(L§) N \/5HU0||L§-

Then, using the equation, id;u = Au where A = —0,a(x)d,, we can replace
(i0,)"/* by AY* (notice that we would have to properly define what a frac-
tional power of A is, and deal with its action on various functional spaces...).
However, we will need real derivatives later, rather than powers of A. We
postpone the issue of equivalence between the two and take another road:
notice that we obtained (2.19) for solutions of (2.18)

10:0]| 2o < Mgzt

which immediately implies
(2.29) loll sae S gl 0
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Call R, = (0,a(x)d, — o)~L. Tts adjoint is R,: Proposition 9 does not care
about the sign of ¢ and if we apply it to @ = 7 — ig), we get (2.29) for Ry,
and by duality,

(2.30) [0l o S Mgl g

By real interpolation (|7]) we have <B;1"“, B;Q"”)e = B;’T; in our situation,
we obtain (with § = 1/2,r = 2) 7

o1l 3.2 < gl -32-
1

Given that the third index is 2, we can again take L? norms, switch them
(Minkowski) and by Plancherel (and letting € tend to 0), we get the desired
estimate:

HUHBiz(LQ S 5rde

denote by S,(t) the evolution group for the homogeneous equation, we have

" = / St =) f(s)ds

solution of the inhomogeneous problem, and we can as well treat the s >t
case (the time direction is irrelevant !). Hence we have obtained

I [ Sutt =761l oy SIS0, 4

t

The usual TT* argument applies and gives

1Sa(tyuoll 32, S lluollz.

)~
This ends the proof of Theorem 8. 0
Notice that up to this point we avoided to use any of the machinery presented
in Appendix A, thus keeping the proof self-contained. However, a rather
natural question is now how one can handle (fractional) derivatives: i.e.,
replace ug € L2 by ug € H*. In order to deal with commutation, we will rely
in a very natural way on Appendix A.

PROPOSITION 10
Assuming a is m-admissible, we have:
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e ifu, f are solutions of
(10y 4+ Ora(x)0,)u = f,
then, for 0 < s < 1,

(2.31) ]

B33 (L2) SIS

By ey
° if—1<s<%and
(i0y + Opa(x)0y)u = 0, with ujy—o = uo
then

(2.32) lull

S+2 (£2)

Proof: Recall that by real interpolation between (2.29) and (2.30) we have,
choosing now (6 = s,r = 2),

ol pe < llgll e,
for all 0 < s < 1, which immediately gives (2.31). For the homogeneous
problem, we simply rely on the equivalence properties stated in Appendix
A.2: we apply (2.17) to Aj‘uo, a datum localized with respect to A (see the
Appendix for a definition with Gaussians, here we assume compact support
spectrally w.r.t. the A operator) and use commutation between At and S, (t)
to obtain

1A ull, < A7 uoll s

1,5
BL () ™
Equivalence between B’ (£?) and BQ’ (L?) yields
l .
257 (| Aftul o2 S 1A U] 22,
for which multiplying by 2% and summing over j provides the desired result

Jull? =2 A ullizi £ 3 2 IA il = ol

JEZ

B3

and we can switch back from A based Besov spaces to the usual ones, provided
s > —1 (from the right hand side) and s+1/2 < 1 (from the left hand side).
O
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Chapter 3

Strichartz and maximal function
estimates

Introduction

We intend to prove Strichartz and maximal function estimates by making
use of the smoothing effect from the previous chapter, together with known
estimates with the flat case. This idea goes back at least to [34] (though one
could obtain the dispersion result without the smoothing effect just by using
weighted estimates) in the context of the Laplacian plus a potential. If one
just wants Strichartz estimates rather than the full dispersion, a simple use
of Duhamel allows to conclude: assume

100+ Ap— Ve =0,
one writes

¢ = So(t)¢0 + /Ot So(t — S)(V¢)d8,

and, if we resort to Christ-Kiselev (which is unnecessary but simplifies the
exposition), we need to study

Ton = [ S(=5)(Va)ds.

and prove it sends L? to L?. Suppose through resolvent estimates, one can
get a weighted L? estimate like

‘QS‘Q < 2
(3.1) dedtw [doll2,
t

@l
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and moreover that

1
Vi) < ———
V@) £

then we will have
|z*|V¢|* dzdt < ||¢oll5,
t,x

and by the dual estimate obtained from (3.1), we get our result.

REMARK 4

Note that we quietly slipped under the rug issues about the spectrum and/or
resonances of the —A + V operator... These problems show up when trying
to prove (3.1).

The above strategy is essentially the one used in [56], see [15] for an inter-
esting borderline case and [14] for generalizations.

Of course, the above “source term” strategy seems doomed from the start
when considering variable coefficients (though for compactly supported per-
turbations, it efficiently disposes of the region away from the perturbation).
Similarly, even a lower order perturbation, say —A + B -V is already not
so easy to treat. One can nevertheless say something in such a situation:
assuming we have a smoothing effect, like

(32) Sup/ 27|V |2 dadt S o3,
2 <|z|<2i+1

J
one could get something for A such that

sup  2'[B(x)] < +oo,

T 2 <[a|<2i 1
and this is assuming that we could make sense of
VI72(B- Vo) ~ B|V|2¢,

for which the only hope can come from spectral and paradifferential calculus.
However, in 1D, the picture looks slightly better, because we can dispose with
the weights, and use (1.19) instead (assuming we can prove it for —9? + b0,
or that b is small). Obviously, and up to the sloppy fractional differential
rule, we get Strichartz, provided that b € L..

Then, we can use yet another specificity of the 1D case: a simple of change

of variable,
A= —0pa(x)0, — —3; +b(y)0y,

and this new operator is exactly of the aforementioned type, for which we
have a (heuristic) strategy.
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3.1 The estimates

We first state our main results.

THEOREM 9
Let a be an m-admissible coefficient. Let u be a solution of (2.2) with ug € L*.
Then for 122 +% = %, p > 4, we have

(33) I8 Ol s, S Nl
When p >4 (¢ < +00),
(3.4) 1Sa(@)uollrcrey S ISa(t)uollpz02) S lluollc2-

REMARK 5
Notice that the end-point (4, 00) is missing. This can be seen as an artifact of

the proof. It will be clear that in this section, we only use a € LN Bll > and
bounded from below (together with the estimates of Theorem 8). Adding a
technical hypothesis like a € B} (which does not follow from a € BV ) would
allow to recover the end-point, at the expense of extra technicalities which
we elected to keep out.

One may state a corollary including fractional derivatives as well.

PROPOSITION 11 .
Let u be a solution of (2.2), and ug € H*, |s| < 1. Then for % —l—é =1,p>4,
we have

(3.5) IS0l spy S Nuol e
Similarly, we also obtain maximal function estimates.

THEOREM 10 .
Let u be a solution of (2.2), and ug € H*, —3/4 < s < 1. Then

(3.6) 1Sa(t)uol

< ||uol| 77 -
ooy S ol
Proof: As explained in the introduction, we aim at taking advantage of an ap-
propriate new formulation for our original problem and proving Theorems 9

and 10 at once. The operator 9,ad, may be rewritten as (1/ad,)?+(0,1/a)0s,
and one would like to “Hatter out” the higher order term through a change
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of variable. However, performing directly a change of variable leads to prob-
lems when dealing with the newly appeared first order term (this is where
the heuristic with commuting b and the half-derivative needs to be worked
upon). In order to remedy this problem, we will paralinearize the equation.

Let us rewrite a:
m

2
given that a is m-admissible. Now, for any given function such that

a=— +0b* with 9,b€ L},

lim S;f=f lim S;f=0
j——00

j—+oo

(for example f € B;’q with s —n/p < 0), we can rewrite f as a telescopic
series,

f= ZSj-i-lf —S5;f-

An obvious extension to products leads to the following rewriting in our
situation (notice the shift in indices, which is irrelevant for now but important
later on):

POpu = Y (Sk-3b)*0pSkt — (Sk—4b)*0pSp_1u
k

= ) (Sk=30)?0uAxu+ Y Ap_sb(Sk—s + Sk—a)b0a k1.
k k

Now, we go back to the equation and apply A;: by taking advantage of the
support conditions, the term

0I(Aj(5k,3b)23xAju)

has a non empty support in Fourier space only if £ ~ j. In a similar way,
the support of the third term is non empty only if j < k. Hence,

z'atAjw%agAijjaxZ ((Skosb)?0e2) 48,0, > (As_3bSi—3b0, Sy_yu) = 0.

ke~ <k

We would like do deal

m

%agaju + 0, ((S;_sb)20,A5u) = 0, ((5 + (Sj_g,b)?)axAju) ,

and inserting the appropriate terms, we get
i0,Au + ( % + (sj_3b)2) 2, (( % + (sj_gby) axAju) ~ R,
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where, with A]- an enlargement of the localization,

Ry = =00, Y AbSib0,Siu — 80, > [N, (5;-3b)*)0xAu
i<k kn~j
- j,gb(aij,gb)(axAju).
Note that the third term comes from commuting /a with 9,, the second one
from a commutation in order to get A;(>_, . Apu) = Aju. The first term is

what is left over: from the equation and from replacing (Sy_3b)? by (S;-3b)?,
which produces factors

(»53;3(9)2 — (Skfgb)Q ~ Akak,gb,

which can be safely incorporated into the term coming from the equation.
Note that we are obviously abusing the notation by keeping only one term
where all indices are just k. One should write j < ky ~ ko ~ k3. Anyway,
the very important point is that, while we only have a sum of pieces which
are frequency localized in balls, we always have a Apb term, which is the key
to subsequent resummation.

To go further, we will need a few lemma which are stated and proved in the
last section: lemmata 5, 6 and 7.

We now go back to our main proof: assuming the smoothing effect from
Theorem 8, we can effectively estimate the reminder ), R;.

PROPOSITION 12
Assume that the hypothesis of Theorem 8 hold: then

._172
ZRJ’ €B " (ﬁf)

J

Proof: Let us do the first term,

R} = —A;0, Y | ApbSpbd, Sy

i<k
From Theorem 8, we know that
2729, Apu € PLL2,
which implies by Lemma 6
2729, S € ZLXL2.
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On the other hand, we obviously have

Sb € I°L

x )

and 28Ayb € I°LL (notice that Wl — B™).

Before applying the remaining 0,., we have a sum over k, = i<x P which is

such that 22 P, € I2L, L} and frequency localized in a ball of size 2¥, hence by
1
lemma 7, >, P, € Bf’Q(E?); of course the same holds for >, A; (3, <; Pi) =

1
>k Pe, and by derivation, we get >, R} € B2*(L2).
Next, we turn to the commutator term:

R? = _Ajal’ Z[Aj7 (Sj—3b)2]a$Aku'

k~j

We will deal with it in a very similar way, thanks to the following lemma.
LEMMA 4

Let g(x,t) be such that |[0;g||1p1 (o) < +00, and f(z,t) € LE>=(L}?), with
pil + Ii =1 and q%.o + q% = 1, then h(z,t) = [A;, g f is in LL(L}).

Proof: We first take p; = 1, po = 00: set h(z) = [A;,g]f, recall A; is a
convolution by 2/¢(27-), and denote 1(z2) = z|¢|(2):

h(z) = / 2 6(2 (x — 1)) (9(y) — 9(2)) (v)dy
Yy
- / 252z — y))(x — y)g'(x + Oy — 7)) f(y)dOdly
y,0€[0,1]
h(z)] < 277 / 2(2(z — )|z + Oy — )| £ ()| dbdy
y,0€[0,1]
and then take successively time norms and space norms,

IOl <279 [ 20— )l + 0y = 2,0 = 1) ooy

v,0€(0,1]

J1@liade < 271 iy [ 20— )9+ 0y — )| dodyds
T 0€(0,1],2,y
SOl [ PHOD 09 g e
0€(0,1],z,x

<2z | 2N @) g
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The case p1 = 00, P = 1 is identical, exchanging f and ¢’ (in fact, this
would be the usual commutator estimate !). The general case then follows
by bilinear complex interpolation. O
Thus, the lemma allows us to effectively proceed with the second term in
R; as if the derivative on Aju was in fact on an S_3b factor, and then it
becomes a term “like”
0r Y Skb0ySkbAu,
ke
for which a computation similar to the one done with the first term holds as
well: we have
22 Ayu € ZLPL2, Spb € I°L°, and 9,5xb € [°LL (given that b € W),
We are left with the third term: this is nothing but a paraproduct i R?,
as the support conditions imply that
R:; = — j,gb(aij,gb) (GxA]u)

has support in a corona [¢| &~ 27. We then easily estimate this term using
lemma 5.

0,5;sb € I°LL, S;_sb € IXL® and 2729,Au € L LY.

This completes the proof of Proposition 12. 0
After the paralinearization step, we perform a change of variable. We have,
denoting by w = /% + (5;_3b)%, and u; = Aju,

i0pu; + w(x)0y(w(x)0u;) = R;.
Now we set = ¢(y) through 0, = w(z)J,, in other words

wiz) = j—j y= / " (o) dp= 67 (@),

which is clearly a C! diffcomorphism, uniformly with respect to j: w is
bounded in the range [%,2M]. Denote by v;(y) = u; o ¢(y) and Tj(y) =
Rjo¢(y),

i@tvj + (951)]- = T'](y)

Given that our change of variable leaves L? spaces invariant, from Proposition
12, we have that

Y

(3.7) Tj € L,L}, with 1Tillze S 224, (us); € 2
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By using Duhamel,

(3.8) v; = S(t)v;(0) + /Ot S(t—s)T;(y, s)ds

for which we can apply Christ-Kiselev Lemma; first, let us obtain Strichartz
estimates: according to (3.7), (3.8) and Theorem 13, we obtain

J
(3.9) 03l 50 S 1050003 + 280

Now we would like to go back to u; from v;. While frequency localizations
wrt z and y do not commute, they “almost” commute.

PROPOSITION 13
Let x = ¢(y) be our diffeomorphism, |s| < 1 and 1 < p,q < 4+o00. Then the

Besov spaces B;’q(x) and B;’q(y) are identical, with equivalent norms.

Proof: For any p € [1, +0o0], the I/Vp1 norms are equivalent: the two Jacobians
10,0(y)| or |0, (x)| are bounded. Therefore, with obvious notations,

1aYAT el ~ 277 1A ATl ) S 27 MA@ S 2577 1A%l ~ 257 le]l,.
Since x and y play the same part, by duality we obtain
1aYATell, S 27 Mgl

This essentially allows to exchange = and y in Besov spaces, as long as we are
using spaces involving strictly less than one derivative: say ¢(z) € By9(z),

then p(y) € B;,q(y)7 as
1A%l S 27 Az, $ Y 2 kdlake,
k k

20| Alll, S 270 ley < gy
k

where (u;); € 17 as an [ — [ convolution. O

REMARK 6

Proposition 13 is nothing but the invariance of Besov spaces under diffeo-
morphism. Given that we only have a C* diffecomorphism, we are restricted
to Besov spaces with |s| < 1 regularity.
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Going back to (3.9), we immediately obtain by inverting the change of vari-
able,

J
il g, S Nis )3+ 2810
and given that u; = Aju,
il Lacroey S I1Ajuoll2 + 1y,

which, by summing over j, gives the desired Strichartz estimate. All other
Strichartz estimates are obtained directly in the same way or by interpolation
with the conservation of mass. This ends the proof of Theorem 9.

The strategy is exactly similar for the maximal function estimate. Recall
Theorem 6; for the (flat) Schrodinger equation, we have

e a2 7:60
/ezyf it[¢] " d¢
R €]

By combining (3.10), dual smoothing (1.20) and Christ-Kiselev, we get the
following inhomogeneous estimate for the flat case:

(3.10) [[(=02)"5S()uoll sz = < ol 2y

Ly(Lg®)

(—o?) ;/ S(t — $)f(s) dsllzyesy < 11l can)-

Therefore applying this estimate on (3.8) (at the frequency-localized scale)
we get

J
103l 22,y S 03Oy + 22015

and then, inverting the change of variable as before,

;| za(ze) 2%(HA ol + 115),

which we can then sum up.

REMARK 7

Here we are using an equivalence between Besov spaces wrt x and Besov
spaces wrt y with value in Ly°. The reader will easily check that the argument
we used to obtain Proposition 13 applies with any Besov spaces with value
in L} for any 1 < ¢ < +o00. As an alternative, one could use the definition
with moduli of continuity (which is the usual way to prove invariance by
diffeomorphism) to obtain the 0 < s < 1 range (and duality if one needs
—1<s<0).
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This completes the proof of Theorem 10 for the special case s = i. We are left
with shifting regularity in the appropriate range: but this is again nothing
but a consequence of the equivalence from Appendix A. We therefore obtain
the full range in Theorem 10 as well as Proposition 11, where the restriction
on s follows from book keeping. |

3.2 Paraproducts

As we just saw, very often we have to deal with sums of spectrally localized
pieces. Firstly, we have the following important lemma.

LEMMA 5 X
Let f =3, fj,_ where supp f; C B(0,727)\B(0,7~'27), with (n; = 27°|| f;]l,); €
19. Then f € B;vq

(3.11) /]

By S 11(5); s

Proof: One just need to control A;f: let K be such that 2671 < < 25,
from the support condition, we get

NS = D Ajfiem
k —K—-1<m<K+1

meaning we have a finite sum on the right handside (which depends on 7),
and

2NN fl S D 272 flly,

—K-1<m<K+1
214 fllp S (2K 4+ 1)27529| £l
127212 fllp)slle S 17565l

which ends the proof of the lemma. 0
We need more, and the following two lemmata are useful generalizations of
the previous one.

LEMMA 6 .
Let s < 0,1 <p,q < +oco. Then f € B if and only if

(3.12) (nj = 27118 fllp)jez € 17,

and ||(n;);|.« is an equivalent norm.
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Proof: One direction is trivial: if (n;); € 9, then, as

2018 fllp = 21(Sj1 = S Fllp < 2°(N(Ssafllo + 119 £ ).

we have 27%||A; f|l, < n; and one may sum over j. In the other direction,
write

2|8 fllp < 22072 AL £,

k<j

Denote by ay = 2%||Ayf],- We know that (a;); € 1% The right handside
above is nothing but a convolution between (ag)x and (0)y,<0 U (2°™)m>o0,
which, as s < 0, is I'. By Young for sequences, I * [ — [¢ and

1271185 £ llp)slhe S M1 (ey)sllis,
which is the desired estimate. O

REMARK 14
Essentially, this lemma allows to replace A; by S; in the definition of Besov
spaces with strictly negative regularity.

The next lemma is a dual version.

LEMMA 7 X
Let s >0, f =3, fj, where supp f; C B(0,~27), with (n; = 27%|| f;]1,); € 4.
Then f € B;’q and

(3.13) 1 fllzge S N1(5) s

Proof: Again, we need to estimate A, f: from the support condition, and
choosing 1 < < 2 (which is always possible up to renumbering),

Nif=> " Ajf,
i<k
125 £l S D 1 fillps
k>j
20018, fllp S 20 .
k>3

As above we have a convolution between 9 and ', which ends the proof. [
For the remaining of this section, we briefly formalize what underlines the
paralinearization step.
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DEFINITION 6
Take f,g € S. We call paraproduct of f and g the operator

J
One may split a product fg in the following manner:
(3.15) fg=Tgf +Trg+ Y ApfApg.
|k—k'|<1

The gain from introducing 7g f has to do with the spectral properties of
ijlgAjfi as

suppA;J € {2 < [¢] < (1+)21} et suppS;_1f € {|¢] < (1 +)271},

and supp F(S;_19A;f) is contained in the algebraic sum of the respective
supports,

. . 1 . .
upp (5190 f) C {27 (1~ ) < 16| < 97125} € o < g <4

(assuming € < 1/2 for convenience).
In order to split fg, write

F9=> DY Avg
7 k
=D (D AN F+Y > Aif Ay

7 k<j—1 k k>j—2
= SiagAf+ ) (D AN+ D Awghsf
j ko j<k—1 f—2<j<k+2

li—k|<1

Unlike for the two paraproducts, the last sum is only a sum of pieces localized
in balls {|¢| < 4.27}. This is generally the deadly term if one is considering
non positive regularity.
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Chapter 4

A singular metric:
counterexamples

Introduction

In this chapter, we construct a metric on R, which is in W*! for any 0 < s < 1
(but not in BV), bounded from below and above and for which no smoothing
estimate and no (non trivial) Strichartz estimates hold. In fact this construc-
tion is a simplification of an argument of Castro and Zuazua [17| (whose proof
relies in turn upon some related works in semi-classical analysis and unique
continuation theories), who, in the context of wave equations, provide counter
examples with C%% 0 < a < 1 metrics (i.e. Holder continuous of exponent
a). As noticed by Castro and Zuazua, these counter examples extend to our
setting. Figure 4.1 shows the range where full Strichartz/smoothing are true
or no Strichartz/smoothing holds.

1 All Strichartz
p .
1 -smoothing
No Strich (Theorems 9 and 10)
o Stricha
(Castro-Za No Strichartz
(Cor. 1)
g s

Figure 4.1: Range of regularity W#*P
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A most interesting range of regularity is @ € W*+ and in particular HY/2 =
TW1/22 because these regularities are scale invariant. Note of course that one
has to assume a € L, bounded from below. A natural question would be
to ask whether some Strichartz/smoothing estimates might hold (possibly
with derivatives loss) at these levels of regularity. Remark that neither our
counter examples nor Castro-Zuazua’s lie in this range (except for s = 0).

4.1 Construction of the metric

We will construct a metric which has the desired properties in term of regular-
ity, together with the existence of a family (¢ ), which are “almost” eigenvec-
tors (quasimodes). Certainly, a metric which has eigenvectors cannot satisfy
any dispersive inequalities which would improve on Sobolev embeddings: if
(¢x,A) is a couple eigenfunction/eigenvalue, ¢ = e*¢, will be a solution,
and all estimates reduce to properties of ¢,.

PROPOSITION 14

There exist a metric 3(x) € W% for any 0 < s < 1, bounded from below and
above 0 < m < (x) < M, a sequence of functions ¢;, € C§°(]27F~1/2 2k+1/2|)
and a sequence (x, = 27% A\, = 2¥k) such that

(4.1) (0:8(2)De + M) = O )
lellze = 1,

REMARK 8

Note that from 3 € W N L, we have by interpolation 3 € W*?, with
1

s < <.
p

Proof: The starting point of the proof is the interval instability of the Hill

equation.

LEMMA 8
There exist w, « € C'*™ such that

(4.2) w”"+aw=0 on R,

a is 1-periodic on R* and R~, equal to 47% in a neighborhood of 0, and
(4.3) | — 47?| < 1,

together with

(4.4)  w(x) = pe ! where p is 1-periodic on R* and R™, ||Jw||z> = 1.
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Proof: We refer to [22] and [17] for detailed explanations and further refer-
ences to the Hill equation. Note that if we look at (4.2) on R, ODE techniques
provide us with a solution p(x)e~**. We just need to choose « in such a way
that we can make an even extension (hence, the requirement for o to be
constant in a neighborhood of 0). One may choose

a(r) = 47*(1—4ey (27 ) sin(4wx)+2e7/ (277) cos® (2mx) —4e*~y*(27x) cos* (27x),

and
w(z) = cos(2mr)e % Jo™ A(y) cos?(y) dy_

when v is a positive, smooth, 27 periodic function, such that v = 0 in a
neighborhood of 0 and

1

27 21
/ Y(y) cos®(y) dy = 5 / Y(y) cos®(y) siny dy > 0.
0 0

One may then verify that our chosen a and w verify all the requirements...
O

We now go back to the proof of Proposition 14. We change variables in our
Hill equation and set

Remark that from (4.3), y(z) is indeed a diffeormorphism. We have

o, .9
a—y—Oé (.T)%

and the equation becomes
9y(B(y)oyv) +v =0.
Then we translate and rescale: denote by
y) = oMy —m)),  BM(y) = B(A(y —m))
solutions of
(4.5) (0, (B ()9) + A*)p*™ =0,
from the exponential decay of w (4.4), they satisfy

(4.6) [ (y)] < Ce Mo,
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Consider

-1 1 -1 1

L4 C(l—, =) t.q. ¥; =1 — =
1€ 0 (] 4 74[) q 1 OII[5 75]

-1 1 -1 1

L C(l—,=]) t.q. ¥y =1 — =
2 € Cy (] 5 75[) q 2 OH[6 76]7

and the two sequences m,, = 27", \,, = n2". Notice we choose an oscillation
parameter A, which is slightly bigger than the inverse of the localization m,,.
Using (4.6), we see that v, = v ™ (y)Uy(2"(y — m,)) is a solution of

(4.7) (0,8 ()9 + A1), = O(Ape™ ™) 1.

Remark also that on the support of v, ¥1(2"(y —m,,)) = 1 and consequently
we can replace in (4.7) 8™ (y) by B,(y) = ™ (y)¥,(2"(y —m,,)), which
amounts to localizing the coefficient 3. Remark also that for p # n, the

support of v, is disjoint from the support of ¥, (2”(y —m,)): as such, we can
add any (3, to 3,. Consequently, we can replace in (4.7) ™ (y) by

Bly) = Buly) +4n(1 = W(2"(y —my))

neN neN

where the last term was added only to ensure that § is bounded from below

(B(y) > 2).
To achieve the proof of Proposition 14, it is now enough to show that (3 is in
W for any 0 < s < 1. A direct calculation yields

1Brllwra ~n, |Bnllr ~ 277,

which together with interpolation ensures
1Bllyrsr < Cro2'72

This last bound implies that the series defining 3 converges in W*!. 0J

4.2 Counterexamples

Having obtained a coefficient 3 with the desired properties, we use the asso-
ciated quasi-modes ¢;, in order to prove there exist no Strichartz estimates.
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COROLLARY 1 For the coefficient 3 constructed in Proposition 14, we have
for anyr < (q—2)/2q (recall that by the usual Sobolev embedding, H1=2/21 —
L),

[e05@2) g l 1 oty

(4.8) lim

k—-o0 | Pw | v

Proof: According to (4.1), ||¢k||z < CAx and, by interpolation,

(4.9) [Pkl < CAL (0 <7 <),

According to (4.1),
eit(amﬁ(x)am)¢k _ €it)\i¢k +u
where [[v]|lLe (@) = O(N\;™). Using the Sobolev embedding H' — L9,

we can drop the contribution of v in (4.8). Using Hélder inequality (and the
fact that ¢y, is supported in a ball of radius 27%), we obtain

L= [Igxllp2 < C27HO279) 3| o
and consequently, according to (4.9),

Heit(azﬁ(m)az)gbkHLl(—E,é);Lq CQk(q_2)/q
D1l 17wy o (R2Y)

which ends the proof. 0

— +00, when k — 400,
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Chapter 5

A generalized Benjamin-Ono
equation

Introduction
The Benjamin-Ono family of equations reads
(5.1) 0y + HO*)u + uPd,u = 0,

where p > 2 is usually an integer. Moreover, the data ug at time ¢ = 0 is
assumed to be real-valued, and as such, the solution u will be real-valued as
well. Here H denotes the Hilbert transform,

- [ W

i@~ [ £

1
dy =pv—* f,
e

and can be seen as well as a Fourier multiplier, —isign(§).

Given that the solution is real-valued, we can recover it from its positive
spectrum; most interestingly, if one looks at the linear Benjamin-Ono equa-
tion,

by projecting on positive frequencies, we get a Schrédinger equation,

This immediately implies that all the known estimates for the Schrodinger
equation extend to the linear Benjamin-Ono equation: smoothing, Strichartz,
maximal function estimates.

There are several cases of interest: mainly p = 1, p = 2 and p = 4. We
will restrict ourselves to p = 4. Any higher p could be treated in a similar
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way. For p = 2, one could obtain local well-posedness in H %Jr, recovering
the recent result of [48] by a different method. The case p = 1 is the most
interesting one, but it falls out of scope of this presentation.

The study of the IVP for (5.1) with low regularity data was initiated in
[40, 42|. The best results to date for p = 4 were obtained recently in [48],
where they prove (among other results for different p) (5.1) to be locally

wellposed in H ", The authors were able to remove the (rather natural
with the techniques at hand) restriction on the size of the data by adapting
the renormalization procedure from [69] (where global wellposedness for the
p = 1 case is obtained in H'). The same authors proved earlier in [49]
that (5.1) was globally wellposed for small data in B;*" (and extended this
result to [ in [48]). We refer to [48] for a very nice presentation of the
Benjamin-Ono family of equations and of the context in which they arise.

5.1 Well-posedness

We will prove local well-posedness for our generalized Benjamin-Ono by a
method which is different from the gauge transform: essentially, if one con-
siders a nonlinear Schrodinger equation with a first order term,

i+ Ap— B-Vo=N(¢),
on can think of two different ways to obtain estimates:

e Gauge away the first order term. This is in essence the idea in [33] in
order to solve 1D equations with derivative in the nonlinearity (there,
the gauge transform reduces the equation to an equation which can be
dealt with by energy methods), and both [69] and [48] make use of a
similar idea.

e Prove estimates for the linear part, including the first order term. This
is the approach we will use, and we refer to [43] and references therein
for an interesting discussion on the topic and the connection with the
first approach.

We intend to remove the restriction on the size of the data, all the way down
to s = 1/4 (which is the scaling exponent). If one thinks of the result from [49|
and earlier ([42]), the restriction on the size of the data is a direct consequence
of the use of smoothing together with the maximal function estimate for the
nonlinear term: working at regularity s = 1/4 and considering what may be
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seen as the worst term (which is a paraproduct, low frequency /high frequency
interacting)

W = Z(Sj,10U)4axAju,
J
the loss of derivative can only be recovered by using the inhomogeneous
smoothing estimate on the linear flow (which we denote by S(t))

t
u@/awwﬁwwgsmm@y
0

which becomes (after frequency localization)

\»—‘

I [t a0 gy SIS0 1

Thus, we are forced to use
0,A5u € 271 2L2(L2), S;_iou € LE(LY®),

and to contract the BO%O’Q(E?) norm, we will need ||ul[za(ze) small with no
recourse. Therefore, a very natural idea is to replace u by u — ug, at the ex-
pense of considering a new linear operator, which is basically (up to possibly
a paralinearization)

010 + HO?¢ £ ugd,o.

It turns out that one can deal with this linear operator with the help of the
estimates proved earlier for the variable coefficient operator.

THEOREM 11
Let uy € ]—ﬁ, then the generalized Benjamin-Ono equation (5.1), for p = 4
is locally wellposed, i.e. there exists a time T(ug) such that a unique solution
u exists with s

we Cp(H) N BLHI2) N LALY).

Moreover, the flow map is locally Lipschitz.

Combining this local wellposedness result, which is subcritical with respect
1 . .
to the “energy norm” Hz, with the conservation of mass and energy,

lu(®)ll2 = lluoll> and E(u) = fJull?, + u6 = E(uo)

1
15
and Gagliardo-Nirenberg, we also obtam global Wellposedness in the energy
space when the energy controls the H3 norm, which occurs in the defocusing

case (minus sign in (5.1)) or if the L? norm is small enough (focusing: plus
sign in (5.1)).
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THEOREM 12

Let ug € H%, then the defocusing generalized Benjamin-Ono equation (5.1),
forp =4, is globally wellposed, i.e. there exists a unique solution u such that

1 3o, -
u < CT(HQ) N B (Lt,lac) N Lac( ?,oloc)'

Proof: We first prove Theorem 11. For local well-posedness, the sign in (5.1)
is irrelevant and we take + for convenience. Let us sketch our strategy: the
restriction on small data is induced by the maximal function estimate (3.10):
even on the linear part, [|S(¢)uol|za(zz) will be small only if |[uol| 1 is small
as well. Recall S(t), the linear operator, reduces to the Schrodinger group on
positive frequencies. Now, if we consider instead the difference S(t)ug — uy,
then the associated maximal function is small provided we restrict ourselves
to a small time interval [0, T:

LEMMA 9
- ‘
Let uy € H1, then for any € > 0, there exists T'(ug) such that

(5.2) | sup |S(t)uo — uoll|z2 < e.
[t|<T

Proof: For the linear flow,

IS(tuo — wollazey < D 18;(SE)uo — uo)l| s(zz)

lil<N
+2( 3 231au03)

liI>N

t
S Z 22j||/0 S(S)AJ‘UOCZSHL%(L%O)

N

lil<N
) 1
+2( Y 2Haul3)’
l31>N
, 1
< T Y 29 Azuollssy) +2<Z Q%HAJ“O’@)Q
ljl<N liI>N
1
J 2
< T2uolly +2( D 2H18u0l3)
liI>N

and by choosing first NV large enough and then 7" accordingly, we get arbitrary
smallness. Of course the parameter 7" depends on uy and cannot be taken
uniform. 0
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Given that local in time solutions do exist (|40]), we could set up an a priori
estimate and pass to the limit. However, in order to get the flow to be
Lipschitz, one has essentially to estimate differences of solutions, and in turn
this provides the required estimates to set up a fixed point procedure.
Firstly, we proceed with an appropriate paralinearization of the equation
itself. All computations which follow are justified if we consider smooth
solutions. We have, denoting u; = Aju, uy; = Sj_iou and u<; = S;u

Ovuj + HAuj + Aj(u'0,u) = 0.

Rewriting u*d,u = 9, (u”)/5 and using a telescopic series u = Y, Spu—Sk_1u,
we get by standard paraproduct-like rearrangements

5A;(u'0u) = A0, (u°) = A ((U<j)4 Z 3xuk> + 3xAj< Z (uk/)Q(ujk’)3>

kg —
+ Aj <Z(u<j)3uk&vu<j)
krj
= A ((u<j)4 Z avuk) — Rj(u).
krj

We will now consider the original equation as a system of frequency localized
equations,

Oy + HAuy + A5 (3 () 0utne) = Ry ().

ki
If we set 7(fi, fo, f3, fa,9) = Zj A <Zk~j f1,<jf2,<jf3,<jf4,<j9k> we can
rewrite our model (abusing notations for )

(5.3) Ou + HAu + w(u™®,0,u) = R(u),

and we intend to solve (5.3) by Picard iterations.
Now, let us consider u; the solution to the linear BO equation, and the
following linear equation:

O+ HAv + ﬂ(u(f), 0,v) = 0, and v—g = ug.

At the frequency localized level, this is almost what we can handle, except
for a commutator term. Therefore we have

Ovj + HAv; + (ur <) 0pv; = — <Z[AJ, (UL,<j)4]3ka),

k~j

Byv; + HAw, + (g <) 0, = <(uO,<j)4 — (uL,<j)4) Oz vj

- <Z[A]~, (UL,<j)4]aka)’

k~j
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for which we aim at using the estimates from Section 2.2.
The iteration map will therefore be

Ot + HAu, 1 + W(u(gl), Oplini1) = W(u(gl), Opliy) — 7T(u514), Optin) + R(uy).
Hence we need estimates for the linear equation
(5.4) o + HAv + W(uf), 0,v) = f(z,t), and vi—g = up.

Restrict time to [0, 7] with 7" to be chosen later, let 0T denote a small number
close to 0, and define

S+59 Lo 1230 9 229
E, = m0+<9<1B a (Ef) as well as F, = E 3349 CLT)

= +
0+ <0<1 finite

(we left out the maximal function part, # = 0 because we need a slightly
different estimate).

PROPOSITION 15

Let v be a solution of equation (5.4), ug € H* N H1 with —3/4 < s < 1/2
and f € Fs. Then there exists T'(ug) such that on the time interval [-T,T],
we have

loll, S lluoll s + [1£ 1 5.
Moreover,
_ < I1S(t
o=l ey SIS0 = 0l g+ I
ol ol 5 g
and
o = wollsqe) Sr SO0 = wollaie + 11l 4y, + bl g,

Proof: Let us consider the equation at the frequency localized level,
Opvj + HA; + (uo,<j) 0pv; = <(Uo,<j)4 - (UL,<J')4> 0w
- <Z[A]7 (uL,<j)4]aka) + fja

kej

and we will denote by I; the right hand side. Notice R; is spectrally localized.
In order to connect this equation with the model worked upon in Section 2.2,
denote by

b(z) = (u07<j)4 € L}E, and consider 0w + ((ﬁw + b(x)0,w = g.
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We remark that the distinction between the BO linear equation and the
Schrédinger is irrelevant at this point: we can simply deal with the positive
frequencies projection of v;, and the projection commutes with the product
by w9 «; due to support conditions. Hence, one should really see w as v;-“with
an obvious notation. By reversing the procedure we used in Section 3, we
can reduce the operator 92 + b(z)9, to d,a(y)d, and apply all the estimates

we already know: set

xT

dy .
W~ Ala) = @), with Aw) =ep( | () (p)dp),
then y = ¢(z) is a diffcomorphism and \/a(y) = Ao ¢~'(y) which insures
a € Wbl and a is 1-admissible. A simple calculation shows that under this

change of variables,
9,a(y)0, — 92 + b(x)0,

Note that everything is uniform wrt j. Interpolation between all the various
bounds which one can deduce from Proposition 10 and Theorem 10 yields es-
timates for wo¢ ™! which are identical to the flat case (or, to get a better sense
of perspective, to linear estimates for the linear Benjamin-Ono equation, see

e.g. [49]):

lwo ¢ Iz, S llwood™ I +llgo ¢~

with —3/4 < s < 1/2. Using Proposition 13, we can revert back to the z
variable and obtain the exact same estimates for w:

F57

lwllz, S lwoll s + llgllz.-

Recalling that w = v; = A;v and g = R, is frequency localized as well, hence
for any 07 <6 <1,

. (54 1730
S 2ol + D 2t )HRJ'HL

k,finite

- 50—1
2+ o
L

_4
4

T z Fer T
od) @ L)

All is left is to estimate R; in order to contract the v; term:

R; = ((u0,<j)4 - (UL,<J')4) Opvj — <Z[Aj, (UL,<j)4]3ka) +f5

k~j

From the smoothing estimate for the flat Schrédinger equation and Lemma
9, there exist T'(ug) such that

. 1
(5.5) (Z(QTJ Ha;zUL,joLgO(LQT))2> f+ lur,<; — wo,<jllzase)) < n(uo),

J
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where n(up) can be made as small as needed by choice of a smaller T'(uy).
This allows to write, picking a 6, close to 1 and abusing notations,

s s7)g 1 s—1)7
20| oo 12)) + 21 )JHUjHLgof(LQTﬂ < 52( 03110, 05 | e 22
1 - s
t e 2 2wl gz + 25 s,
[I—j|<K

where we used Lemma 4 to estimate the commutator with 2_(17)36qu7<]- S
LY (Lg7) small enough by (5.5) and interpolation with uy, € LA(L). We
have therefore obtained, after summing over j,

1]l 2, < C(uo)([[uol

iy + I f1E)-

We only have a local in time estimate for the linearized equation, but it
depends only on the data and nothing else, through lemma 9. At our desired
level of regularity, namely s = 3/4,

1

B (£3) (£?

We also need the maximal function, or more accurately, v — ug: but this is
now very easy, simply reverting back to writing (S(¢) being here the group
associated to the linear BO)

v =uy, +/0 S(t—s)(f —n(ug,0v))ds,

and we therefore get (using the third case in Theorem 13 for the special case

5=0)

< — 4
by S M=ol o I g+ ol o
and
4
o= vollsiszy S N = wolluzgy + 171, gy + ool g
This achieves the proof of Proposition 15. OJ

Everything is now ready for a contraction in a complete metric space, which
will be the intersection of two balls,

Bu(ug, T) = {u s.t. ||u— UOHBS,I(L%O) < e(up)},
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and

6(U0)}.

We first check that the mapping K is from By, N Bg to itself, where K (v) = u
with

Bs(ug, T) = {u s.t. HUHBO%O’I(L?T) <

Ou + HAu + W(u(;l), Oyu) = W(u(LZl), dpv) — w(v®, 9,0) + R(v).

For this we use Proposition 15 with s = 3/4 and standard (para)product
estimates. The Bg part is trivial (one doesn’t even need to take advantage of
the difference on the right). The By, part follows from the ability to factor
an uy, — u while rewriting the difference of the 7 on the right.

The next step is then to contract, i.e. estimate K(v;) — K(vg) in terms of
v1 — vy. But this is again trivial given we have a multilinear operator, it will
be exactly as the v — uw mapping. This ends the proof of Theorem 11. [
We now briefly sketch the proof of Theorem 12. We now have a minus sign
in (5.1) but this doesn’t change the local in time contraction. Given a datum
in the (inhomogeneous) space H®, with s > 1/4, a standard modification of
the fixed point provides that the solution w is Cy(H?®). In order to iterate
whenever s = 1/2, we need to check that the local time T'(ug) can be repeat-
edly chosen in a uniform way. All is required is an appropriate modification
of Lemma 9: recall we can write

D 1A (S ()0 — uo) sy < T2 [luoll 3 + 2( > 2 HAJUOH2>7
j

li|>N

from which we get, taking advantage of uy € L2 N H %,

1

2 _N
E HAJ(S(t)Uo—UO)HLg(L%)ST?QN(H”O’\zHUOHH%) +2 4(HU0H2+HU0HH%)-
j

Obviously, picking T = 271 gives the bound 271 (||ug]|2 + [[woll 1), which
by an appropriate choice of N can be made as small as we need with respect
to ([luoll2 + [luoll ,3). However, both the L? and HZ norms are controlled,
thus the local time T'(ug) is uniform and we can iterate the local existence
result to a global result. 0
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Appendix A

Localization with respect to 0,
versus localization with respect to

ERCOLD)

A.1 The heat flow associated with —0,(a(x)0,

We would like to define an analog of the Littlewood-Paley operator A;, but
using A = —0,(a(x)d, rather than —d?. In the second chapter, this turns
out to be useful because such a localization wrt A will commute with the
Schrédinger flow. Through spectral calculus, we can easily define ¢(A) for a
smooth ¢, but we need various properties on LP spaces for all 1 < p < +o0,
which requires a bit more of real analysis. Fortunately, all the results we
need are more or less direct consequences of (part of) earlier work related
to the Kato conjecture, and we simply give a short recollection of the main
facts we need, skipping details and referring to |2, 1]. We call S4(t) the heat
flow, namely S4(¢)f solves

(A.1) 09 + Ag =0, with ¢g(0) = f,

and define Af = 477AS4(477)f. Again, in L? all of this makes sense
through spectral considerations, and were a to be just 1, we would just get
a localization operator based on the Mexican hat £?exp —£2. In [2], such a
semi-group S4(t) is proved to be analytic, and moreover the square-root of
A can be factorized as RJ,, where R is a Calderon-Zygmund operator, under
rather mild hypothesis: a € L*, complex valued, with Rea > 1. On the
other hand, in [1], the authors prove Gaussian bounds for the kernel of the
semi-group as well as its derivatives, and this provides everything which is
needed here. Such bounds are obtained through the following strategy:
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e Derive bounds for the operator (1 + A)~!: given that it maps H~' to
H*', it follows that it maps L' to L> by Sobolev embeddings.

e Obtain bounds for (A+ A)~, Rel > 0, by rescaling, given the hypoth-
esis on a are invariant.

e Obtain bounds for A(1 + A)~! by algebraic manipulations, proving it
maps L' to L.

e Obtain again an L' — L* bound for 9,(1 + A)~! by “interpolation”
between the two previous bounds. This specific bound we did prove
directly in Section 2.2, namely (2.28).

e Use a nifty trick (see Davies ([25])): remark that provided w is suffi-
ciently small (wrt the lower bound of Rea), all previous estimates hold
as well for

A, = exp(w-) A exp(—w-).

Then any of the new kernels Ky(x,y) are just K(x,y)exp(—w|z — y|),
which gives exponential decay pointwise from the L' — L> bound.

e Use the representation of S4(t) in term of Ry(A) = (A+ A)~! to obtain
that S4(t) maps L' to L* and that its kernel verifies Gaussian bounds,
as well as its derivatives.

We can summarize with the following proposition.
PROPOSITION 16 ([1])

Let Ka(x,y,t) be the kernel of the heat flow Sa(t). There exists ¢ depending
only on the lower bound of Rea and its L*° norm, such that

1 —|z—y|?
A2 Ky(x,y,t)| < —=e 7
1 C—\x—y\2

(A.3) IGyKA(x,y,t)\+\8IKA(x,y,t)]5;6 i
and

1 C—\x—y\2
(A4) |AKA(x7y7t)| S t_§e ¢

2

Once we have all the Gaussian bounds, it becomes very easy to prove that
Sa(t) is continuous on L? (from (A.2)), as well as A (from (A.4)). We are,
in effect, reduced to the usual heat equation, with appropriate Bernstein type
inequalities.
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A.2 Equivalence of Besov norms
We first define Besov spaces using the A localization rather the usual one:

DEFINITION 7
Let f be in S'(R™), s < 1. We say f belongs to BSA if and only if

e The partial sum )" | Aj‘( f) converges to f as a tempered distribution
(modulo constants if s > 1/p,q > 1).

e The sequence e; = 275|| A(f)||» belongs to 19.

Alternatively, one could replace the discrete sum with a continuous one,
which is somewhat more appropriate when using the heat flow. Both can be
proved to be equivalent, exactly as in the usual situation.

Now, our aim is to prove these spaces to be equivalent to the ones defined by
Definition 2. In order to achieve this, we would like to estimate 11, = AfAk
and its adjoint. The adjoint can be dealt with by duality, so we focus on II;;:
there are obviously 2 cases,

e when 5 > k, we write
L, = 47754(477)0,a(2) 0, A,
which immediately yields, for any 1 < p < 400,
I fllp = 277154 (477)27 Bra(@) 0 A S 1y
< 277 |a(2)0: Ak £l
< 27710, Ax £l
< QkfjHAkapa

where we used the bound (A.3) on S4(1)0,.

e In the same spirit, when k > j,

i 4=i 47 -1
ij =4 ]SA 2 SA 2 ax(ax> Aka

and then

MLk fllp S 2JHSA( )2 705(0:) " Al

< 201(0:)" IAk:fllp
S 27 Ak N,

where we used (again) the bound (A.3) on S4(1)0,.
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Therefore,

PROPOSITION 17 . _
Let [s| < 1,1 < p,q < +oo0, then By? and B}y are identical, with equivalence
of norms.

REMARK 9

We actually used repeatedly Besov spaces taking values in the separable
Hilbert space L?: as a matter of fact, one can reduce to the scalar case by
projecting over an Hilbert basis, hence all the results can be translated to
the Hilbert-valued situation as well.
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Appendix B

Christ-Kiselev lemma

Introduction

This result, which is somewhat technical in nature, was proved in [20]. Its
relevance in the context of PDEs was noticed shortly thereafter, see e.g.
[61]. In this context, one may summarize it as follows (the original result is
stronger and deals with a maximal function estimate). Consider and operator
T defined on functions of one (time) variable by a kernel K:

Tf(t) = /K(t, s)f(s)ds.

Assume moreover that T sends L} to Lf.
Then, if one consider the restricted operator

7.1 - | K(5)(5)ds.

it will be bounded as well from LP to L9, provided that p < ¢q. Note that
we had to deal several times with operators and situations like this one (f
and T'f would be Banach valued but this turns out to be mostly irrelevant).
For Strichartz estimates, we proved an estimate for a TT™ operator, and
then observed that for the desired retarded estimate, the same proof holds,
and then interpolation between various cases gave all we needed. There are
situations which turn out to be a lot more complicated than this, and where
having the Christ-Kiselev property turns out to be valuable. One particular
example is when space and time norms are reversed, like for smoothing and
maximal function estimates. This was observed in [53] and further exploited
in [49], to bypass lenghty and non necessarily sharp arguments. In this
appendix, we prove the versions of this result we need in the previous sections.
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B.1 The main theorem

The proof is very much inspired from [20], but given we do not seek the
maximal function estimate, we do not need to use a Whitney decomposition,
which renders the argument more readable.

THEOREM 13
o Let 1 < max(p,q) < r < 400, B a Banach space, and T a bounded
operator from LP(R,; L(Ry)) to L"(Ry; B) with norm C':
ITflor@®emy < Cllf | Lr@ysco@.):

Let K(y,s,t) be its kernel, and K € L, (R} ) taking values in the

class of bounded operators on B. Define Tg to be the operator with
kernel oo K (3, 5, 1),

TRf:/ tK(y,S,t)f(S,y)dde.

Then Tg is bounded from LP(R,; LY(Ry)) to L"(Ry; B), and

C
(1— 2%—$(pv‘ﬂ)

HTRfHL’“(]Rt;B) < HfHLP(Ry;L‘Z(Rs))'

e /f max(p,q) < min(«, 3) and T is a bounded operator from the space
LP(R,; LY(Ry)) to L*(R.; LP(R,)) with norm C. Let K(y,s,z,t) be
its kernel, and K € Ly, (RS . .). Define Tr to be the operator with

kernel 15, K (y,s,x,t). Then Tg is bounded from LP(R,; LY(R;)) to
LY(R,; LA (R,)) and

C

1o lle@roe) € ——————If @)
(1 — 2min(ap) ~ max(p.a) )

o If T is a bounded operator from BY?(L2) to L*(Ry; L=(Ry)) with norm
C. Let K(y,s,x,t) be its kernel, and K € Ly, (RS ). Define Ty to

be the operator with kernel Lt K(y, s,x,t). Then Tg is bounded from
BY?(L?) to L*(Ry; L®(Ry)) with norm smaller than C/(1 — 271/4).

Proof: Let us start with the first case in Theorem 13. For any (smooth)
function f € LP(R,; LY(R;)) such that ||f| irr,;Ler,)) = 1, the function
F(t) = ||1s<f(s,9) Hip(Ry,Lq(Rs)) is an increasing function from R to [0, 1], and

without loss of generality we can take it to be injective (hence, invertible).
We have
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LEMMA 10
For any f € LP(R,; LY(R;)), such that || f|| zom®,;er.)) = 1,

1
(B.1) 11r-1qapp fllLr®y;La@,)) < Clb— a»=Eo

Indeed denote by |tq, ty[= F~(]a,b]) and

1

Gy = ([ 1tsapas)

1. If p > q, using that for a,b > 0 we have (a + b)P/9 > aP/? 4 bP/9 we
obtain

p
q
H1F—1(}avb[)fHIlj/P(Ry;Lq(Rs)):/(/ !f(s,x)!qu) dz
x ta<s<ty

:/x(/s<tb|f(s,x)|qu—/s<ta|f(s,x)|qu)2dx

p

[ ([ itsaas)’
- (/M |f(5,x)|qu)zdx

SF(tb)—F(ta):b—a

IN

2. If p < ¢, using that for z,y > 0, (27 — y?) < I%(a:p — yP)(max(z,y)?7P,
we obtain

q
HlF1(]avb[)f||iP(Ry;Lq(Rs)):/(/ |f(s,x)|qd8) da
T ta <5<ty

(G(tp, ) — G(ta, x)q)g dx

p
q

<

QI%N

/(G(tb,l’)p—G(ta,x)p) (G(tb’x)qu)

(/xG(tb,x) Glty, )" ) ( x)@P) qqmdx)T

(b— )q HfHLP(]Ry La(Ry)) = 7 (b —a)s

<

3

<

Q3

Consider now the (level set) dyadic decomposition of the real axis given by

R =] — 00, tn1]Ultn1, tna] U+ - Ultpan_1, +00[= Ui, I
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such that
HfHZr/(]t =2

n,gstn,j+1];B)

with the convention ¢,, = —oo and t, gn+1 = +00. Remark that F(t, ;) =
j27" is the usual dyadic decomposition of the interval [0, 1[. We have

+oo 271

Ly = Z Z 1(s,t)€Qn,j

n=1 j=1

where (s,t) € Q,; & (F(s), F(t)) € @n,j and @w’ is as in Figure B.1.

1r 7
1
\;\l/.
“1Qsla
AR
SRS
_1 Q
(). 2,2
’tQ3,B
,\-Jfff‘ 7777777
.
o~
) |
Tl 3;2 ~
L
o~ 1,1
1
A Q2,1 |
Qs | =
1

Figure B.1: Decomposition of a triangle as a union of squares

Remark that 1¢4ecq,,; = lier, s I, for suitable dyadic intervals I, ; and
I;l’j-
We are now ready to prove the main estimate, by rewriting Tx as follows:

2n71

ITrf s = 1> > Tuifllrees)

n j=1
where the kernel of the operator T, ; is equal to K (y, s,t) X 1(5 40, ,- Conse-

quently 7, ; is (uniformly) bounded from L™ (Ry; B) to L” (R,; L (R,)) with
norm smaller than C'.
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Since p’ > ¢ and for fixed n, the functions 7), ;f have disjoint support (in
the variable ¢) we have

2n—1 1
ITnf M@y < C D23 Mactns sl Voo, oz
n 7j=1
on— 1

< CZ(ZQ 111'1x(pq)> (1_2%_m>_1

We now study the second case in Theorem B. The proof relies on

LEMMA 11
Assume that ( fi)ren have disjoint supports in t. Then

1
min(c, min(a,,@)
u kaum () < (Z Ll o)

We distinguish two cases:

e >a
5..,\%? 1/a
||ka||La (Rg;LA(Ry)) Z |fk |(t,x) dt dx)
but since o < 3, we have (3, ax)*/? <>, &z/ﬁ and we obtain
5 a/B 1/a
1D full o @asro) < ( (Z | el (£, ) dt) drl?)
k x k t
e <
I3 fellis sz = | / AP,
k
%
Z (1607 1,2)
k t
B
= (Z ”f’f”m(Rz;LB(Rt)))
k

@l
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To prove the second case in Theorem B, we use the same dyadic decom-
position of R as before and use Lemma 11 to estimate ||Trf||;, ;5. This
x 7t

gives
on— 1

1
8) min(a,B)
5 o ey < Z(Z 1T I o)
n

and we conclude as in the previous case.

Finally, to prove the last case in Theorem B, we need to combine Lemma 11
with @ =4, 3 = +00 to deal with the L*(R,; L>°(R;)) norm with a choice of
a suitable dyadlc decomposition and prove the analog of Lemma 10 for the
Besov space BY"*(R,). The dyadic decomposition is based on

Zn(/ 1A, £(s)ds) ), = >t

s<

LEMMA 12 1/2
For any function f such that ||fHBo 202y = <Z 1A, fHL1 L2> =1 we have

111 ganp Sl g2y < CO— a)e.
Proof: Denote by J;(t,z) = ([, _, ’Ajf(S)PdS)%. Then (using 2 > 1)

(B-2) [1AjxF-1n(s)f(s)lI7z = / b |8 f ()P ds = Ji(te, 2)* = Jj(ta, )*,

< (Ji(t, @) = Jj(ta, ))(J;(te, ) + Jj(ta, ).
Then we add the L! norm, to get (using Cauchy-Schwarz at the second line)
/ 8501 F)pde S [yt )= Tyt ) 2) )

< (/x Ji(ty, ) — J;(tq, x) dx>é</x(<]j(tb,x) + Jj(ta, x)) dx)é

and consequently
/ I8 d) S 3 (ute) =30 () +25(8)

S Z(’V?(tb —7;(ta)) = F(ty) — F(ta) = |1].

The rest of the proof of Theorem B is as in the previous cases. OJ
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On the blow up phenomenon for the L? critical non linear
Schrodinger Equation

Pierre Raphag¢l

Unwersité de Cergy—Pontoise and CNRS

The aim of these notes is to provide a self contained presentation of recent developments
concerning the singularity formation for the L? critical non linear Schrédinger equation

iup = —Au — \u]%u, (t,z) € [0,T) x RN

U(O,:C) = UO(CU), Ug - RY - C (1)

(NLS) {
with ug € H' = {u, Vu € L>(R")} in dimension N > 1. This equation for N = 2 appears
in physics as a universal model to describe self trapping of waves propagating in non linear
media. The physical expectation for large smooth data is the concentration of part of the
L? mass in finite time corresponding to the focusing of the laser beam. If some explicit
examples of this phenomenon are known, and despite a number of both numerical and
mathematical works, a general description of blow up dynamics is mostly open.

(NLS) is an infinite dimensional Hamiltonian system with energy space H' without
any space localization property. It is in this context together with the critical generalized
KdV equation the only example where blow up is known to occur. For (NLS), an elemen-
tary proof of existence of blow up solutions is known since the 60’s but is based on energy
constraints and is not constructive. In particular, no qualitative information of any type
on the blow up dynamics is obtained this way.

The natural questions we address regarding blow up dynamics in the energy space are
the following:
-Does there exist a Hamiltonian characterization of blow up solutions, or at least necessary
conditions for blow up simply expressed from the Hamiltonian invariants?
-Assuming blow up, does there exist a universal blow up speed, or are there several pos-
sible regimes? Among these regimes, which ones are stable?
-Does there exist a universal space time structure for the formation of singularities inde-
pendent at the first order of the initial data?
We will present precise answers to these issues in the setting of a perturbative analysis
close to the exceptional solution to (1): the ground state solitary wave.



These notes are organized as follows. In a first section, we recall main standard results
about non linear Schrodinger equations. In the second section, we focus onto the critical
blow up problem and recall the few known results in the field. The next section is devoted
to an exposition of the recent results obtained in collaboration with F.Merle in [20], [21],
[22], [23], [24] and [32]. In the last section, we present a detailed proof of the first of these
results which is the exhibition of a sharp upper bound on blow up rate for a suitable class
of initial data. We expect the presentation to be essentially self contained provided the
prior knowledge of standard tools in the study of non linear PDE’s.

1 Hamiltonian structure and global well posedness

In this section, we recall main classical facts regarding the global well posedness in the
energy space of non linear Schrodinger equations. We will also introduce one of the
fundamental objects for the study of (1): the ground state solitary wave.

1.1 Local wellposedness, symmetries and Hamiltonian structure

Let us consider the general non linear Schrodinger equation:

iug = —Au — |ulP~lu
1 (2)
u(0,2) = up(zr) € H
with
l<p<+4oo for N=1,2, 1<p<2*—1 for N >3, (3)
where 2% = ]\2,—1172 is the Sobolev exponent. The first fundamental question arising when

dealing with a non linear PDE like (2) is the existence of a solution locally in time in the
given Cauchy space which we have chosen here to be the energy space H!. This type of
results relies on the theory of oscillatory integrals and the well known Strichartz estimates
for the propagator 2 of the linear group. Local well posedness of (2) in H! is in this
frame a well known result of Ginibre, Velo, [8]. See also [10]. Thus, for ug € H', there
exists 0 < T < 400 such that u(t) € C([0,T), H'). Moreover, the life time of the solution
can be proved to be lower bounded by a function depending on the H! size of the solution
only, T'(ug) > f(||uol|g1). A corollary of these techniques is the global wellposedness for
small data in H'. The idea is that small data remain small through the iterative scheme
used to construct the solution which may thus be continued up to any arbitrary time.

On the contrary, for large H' data, three possibilities may occur:
(i) T = +oo and limsup,_, , o, [u(t)|g1 < +o00, we say the solution is global and bounded.
(i) T = +oo and limsup;_,, o, [u(t)|g1 = +o0, we say the solution blows up in infinite
time.
(iii) 0 < T' < 400, but then from local well posedness theory:

|u(t)| g1 — +o00 as t — T,



we say the solution blows up finite time.

To prove global posedness of the solution, it thus suffices to control the size of the
solution in H!. This is achieved in some cases thanks to the Hamiltonian structure of (2).
Indeed, (2) admits the following invariants in H!:

e L% norm:

[ 1utt ) = [ fuofw)® (@

e Energy:

But.) = 3 [ IVut. o) - — [t} = Buoy — (9)

Im (/ Vuﬂ(t,x)) =1Im (/ Vuou_o(x)) : (6)

Note that the growth condition on the non linearity (3) ensures from Sobolev embedding
that the energy is well defined, and this is why H' is referred to as the energy space.

e Momentum:

From Ehrenfest law, these invariants are related to the group of symmetry of (2) in
H':

e Space-time translation invariance: if u(¢,x) solves (2), then so does u(t + to, z + zo),
to € R, ¢ € RV.

e Phase invariance: if u(t,z) solves (2), then so does u(t,r)e”, v € R.
2
e Scaling invariance: if u(t, z) solves (2), then so does A\r~Tu(A%t, Az), A > 0.
e Galilean invariance: if u(t,z) solves (2), then so does u(t,z — ﬂt)ezg(m*gt), B eRN.

Let us point out that this group of H' symmetries is the same like for the linear Schrodinger
equation.

As an outcome, we have the following result:

Theorem 1 (Global wellposedness in the subcritical case) Let N > 1 and 1 <
p<1l+ %, then all solutions to (2) are global and bounded in H?'.

Proof of Theorem 1

The proof is elementary and relies on the Hamiltonian structure and the Gagliardo-
Nirenberg interpolation inequality. Indeed, let ug € H', u(t) the corresponding solution



to (2) with [0,7) its maximum time interval existence in H', we then have the a priori
estimate: there exists C'(up) > 0 such that,

Vi€ [0,T), |[Vu(t)|rz < C(up). (7)

From the conservation of the L? norm, we conclude: Vt € [0,7T), |u(t)|gr < C(ug), and
this uniform bound on the solution implies global well posedness from the local Cauchy
theory in H'.

It remains to prove (7) which is a consequence of the conservation of the energy and the
Gagliardo-Nirenberg interpolation estimate: let N =1,2 and 1 < p < +oc or N > 3 and
1 <p < 2*—1, then there holds for some universal constant C'(N,p) > 0,

N(Z—l) pT«H_N(i—l)
wer', [ rvrp“scw,p)(/ \W) (/ w) | (8)

Applying this with v = u(t), we get from the conservation of the energy and the L? norm:

N(p—1)
1

vt e [0,T), Eyg> %[/ |Vo|? — C(ug) (/ |Vv|2> 1,

from which (7) follows from subcriticality assumption 1 <p <1+ %. This concludes the
proof of Theorem 1.

The physical meaning of Theorem 1 is that for waves propagating in a too weakly
focusing medium, the potential term in the energy is dominated by the kinetic term
according to (8) and no focusing can occur. A critical exponent arises from this analysis
for which these two terms balance exactly, and we shall concentrate from now on on this
case alone which is referred to as the critical case:

—1a
p=1+1.

1.2 Minimizers of the energy

The criticality of equation (1) may be understood from the exact balance in this case
between the kinetic and the potential energy. This may be quantified in a sharp way from
the knowledge of the exact constant in the Gagliardo-Nirenberg inequality (8).

Theorem 2 (Minimizers of the energy) Let the H' functional:

(IVoP)( o)~

J(v) =

Sl
The minimization problem
min  J(v)
veEHL, v#0

4



1s attained on the three parameters family:

N .
A¢ Qo + 20)e, (Mo, w0,70) € RS x RY xR,

where Q is the unique positive radial solution to the system:

AQ-Q+QV =0
{ Q(r) —0 as r— +oo. (10)

In particular, there holds the following Gagliardo-Nirenberg inequality with best constant:

Yoe H', E() > %/\W\? (1 - (“gﬁ;)%) . (11)

The existence of a positive solution to (10) is a result obtained from the theory of
calculus of variations by Berestycki-Lions, [1], and lies within the range of the concen-
tration compactness techniques introduced by P.L Lions at the beginning of the 80’s, see
[13], [14]. An ODE type of approach is also available from [2]. The fact that the positive
solution to (10) is necessarily radial is a deep and general result by Gidas, Ni, Nirenberg,
[7]. Uniqueness of the ground state in the ODE sense is a result by Kwong, [11]. Last, the
fact that the minimization problem is attained is due to Weinstein, [37].

From standard elliptic theory, the ground state @ is C3

i and exponentially decreasing
at infinity in space:

Q(r) < e~

and one should think of ) as a smooth well localized bump. In dimension N = 1, equation
(10) may even be integrated explicitly for:

In higher dimension on the contrary, equation (10) admits excited solutions (Q;);>1 with
growing L? norm: |Q;|;2 — 400 as i — +o00.

A reformulation of (11) is the following variational characterization of ¢ which we will
mostly use:

Proposition 1 (Variational characterization of the ground state) Letv € H! such
that [ |v]? = [Q? and E(v) =0, then

N .
v(z) = A§ Q(Nox + z0)e"”,

for some parameters A\g € R}, xg € RY, v € R.



To sum up, the situation is as follows: let v € H!, then if |v|z2 < |Q|z2 ie for “small”
v, the kinetic energy dominates the potential energy and (11) yields E(v) > C(v) [ |Vvl|?
and the energy is in particular non negative; at the critical mass level |v|;2 = |Q|z2, the
only zero energy function, ie for which the kinetic and the potential energies exactly bal-
ance, is @) up to the symmetries of scaling, phase and translation which generate the three
dimensional manifold of minimizers of (9).

A fundamental generalization of Theorem 1 has been obtained by Weinstein [37]:

Theorem 3 (Global well posedness for subcritical mass) Letug € H' with |ug|z2 <
|Q|12, the corresponding solution u(t) to (1) is global and bounded in H'.

Proof of Theorem 3

As for the proof of Theorem 1, it suffices from local well posedness theory to prove
a priori estimate (7). But from the conservation of the L? norm, |u(t)|z2 < |Q|p2 for all
t € [0,7), and (7) follows from the conservation of the energy and the sharp Gagliardo-
Nirenberg inequality (11) applied to v = wu(t). This concludes the proof of Theorem 3.

2 General blow up results

Our aim in this section is to recall some known blow up criterions and qualitative properties
of the blow up solutions. On the contrary to the results in the preceding section which
could be extended to more general non linearities, we shall now focus onto the very specific
algebraic structure of (1).

2.1 Solitary waves and the critical mass blow up

Weinstein’s criterion for global solutions given by Theorem 3 is sharp. On the one hand,
from (10), '
W(t,z) = Q(z)e"

is a solution to (1) with critical mass |W|p2 = |Q|2. Note that W keeps its shape in time
and does not disperse. It is the minimal object in L? sense for which dispersion -measured
by the kinetic term- and concentration -measured by the potential term- exactly compen-
sate. This exceptional solution is called the ground state solitary wave. H' symmetries of
(1) generate in fact a three parameter family of solitary waves:

N 4
Wg.omo(t ) = AZ Q(Aox + 20)e’ 00 (Xg,20,70) € RF x RV xR.  (12)
Now a fundamental remark is the following: in the critical case p =1+ %,

all H! symmetries of (1) are L? isometries.



This is why (1) is called L? critical. All the solitary waves (12) thus have critical L? mass:

|W>\o,:vo,vo|L2 = |Q|L2'

Moreover, from explicit computation and E(Q) = 0, Im([ VQQ) = 0, we have:
E(W)\079307'YO) =0, Im(/ VWAOJOKYOW)\OJOKY()) =0.

In other words, the L? criticality of the equation implies the existence of a three parameters
family of solitary waves with arbitrary size in H' but frozen Hamiltonian invariants. The
consideration of these invariants only is thus no longer enough to estimate the size of the
solution nor to separate within these different solitary waves.

In general, the L? scaling invariance of the solitary waves is a known criterion of
instability, see [35]. In our case, it may be precised by exhibiting an explicit blow up
solution. Existence of this object is based on the pseudo-conformal symmetry of (1) which
is not in the energy space H' but in the so called virial space:

Y = H'n{zuc L?},

and which writes: if u(t,x) is a solution to (1), then so is

o(t,z) = — a(%, )6l (13)

Ik

An equivalent but more enlightening way of seeing this symmetry is the following: for any
le|®

parameter a € R, the solution to (1) with initial data v, (0, ) = u(0, z)e'® 7 is

1 t x ozl

Vo(t,x) = U , e aitan) 14
alt: 7) (1+at)% (1+at 1+at) (14)

Note that this symmetry is also a symmetry of the linear equation. Nevertheless, the

fundamental difference between the linear and the non linear equation is that all solutions
to the linear equation are dispersive and go to zero when time evolves for example in LlQOC,
whereas the non linear problem admits non dispersive solutions: the solitary waves. The
pseudo-conformal transformation applied to the non dispersive solution now yields a finite

time blow up solution:
Loy by
S(t,z) = —Q(=)e "4t T,
itz 1

EACH

(15)

This solution should be viewed at the solution to (1) with Cauchy data at ¢t = —1:

lel? s

S(—1l,z) =Q(z)e" + "

It blows up at time 7" = 0 with the following explicit properties:



First observe that pseudo-conformal symmetry (13) is again an L? isometry. Thus
|S|r2 = |@|12 and global wellposedness criterion given by Theorem 3 is sharp.

From explicit computation, S has non negative energy:

E(S) > 0. (16)

The blow up speed, measured by the L? norm of the gradient -as the L? norm itself

is conserved-, is given by:
1
[Vu(t)|pz ~ I (17)

The solution leaves the Cauchy space H' by forming a Dirac mass in L?:
1S@)? — </ QZ) Suco as t— 0. (18)

Like the solitary wave is a non dispersive global solution, S(t) is a non dispersive blow
up solution in the sense that it accumulates all its L? mass into blow up: no L? mass is
lost in the focusing process. This property should be understood as a fundamental feature
of a critical mass blow up solution, and indeed the critical mass blow up dynamic is very
constrained according to the following fundamental classification result by F. Merle, [17]:

Theorem 4 (Uniqueness of the critical mass blow up solution) Let ug € H' with
luolr2 = |Q| 2, and assume that the corresponding solution u(t) to (1) blows up in finite
time 0 <T < +o00. Then

u(t)=S{t—-1T)

up to the H' symmetries.

2.2 Blow up for large data: the virial identity

Let us now consider super critical mass initial data ug € H' with |ug|z2 > |Q|f2, and ask
the question of the existence of finite time blow up solutions. The answer is surprisingly
simple in the case when the virial law applies. This identity first derived by Zakharov and
Shabat, [38], is a consequence of the pseudo-conformal symmetry. Let a data in the virial
space up € X, then the corresponding solution u(t) to (1) on [0,7) satisfies:

d2
Vi€ [0,T), u(t)eX and W/|x|2|u(t)|2 — 16E. (19)

Let us now observe that if from (11) subcritical mass functions have non negative energy,
the sign of the energy is no longer prescribed for super critical mass functions. For ex-
ample, an explicit computation ensures %E ((1+ 77)@)\77:0 < 0, and from F(Q) = 0, any
neighborhood of @ in H' contains data with non positive energy. Let then uy € ¥ with



Ey < 0, then from virial law (19) and the conservation of the energy, the positive quantity
[ |z|?|u(t)|? is an inverted parabola which must thus become negative in finite time, and
therefore the solution cannot exist for all time and blows up in finite time 0 < T' < 4-00.
Note that this argument can be generalized to the energy space via an H' regularization
of (19), and we have the following:

Theorem 5 (Virial blow up for Ey < 0) Let ug € H' with
FEy <0,

then:
(i) Ogawa, Tsutsumi, [29]: if N =1, then 0 < T < +o0.
(ii) Nawa, [28]: if N > 2 and ug is radial, then 0 < T < +o0.

This blow up argument is extraordinary for at least two reasons:
(i) It provides a blow up criterion based on a pure Hamiltonian information Fy < 0 which
applies to arbitrarily large initial data in H'. In particular, it exhibits an open region of
the energy space where blow up is known to be a stable phenomenon.
(ii) This argument also applies in ¥ to the super critical case 1 + % < p < 2" — 1 where
it is essentially the only known blow up result.

Now this argument has two major weaknesses:
(i) It heavily relies on the pseudo-conformal symmetry, and thus is unstable by perturba-
tion of the equation.
(ii) More fundamentally, this argument is purely obstructive and says nothing on the sin-
gularity formation.

2.3 The L? concentration phenomenon

In the general setting, little is known regarding the description of the singularity formation.
This is mainly a consequence of the fact that the virial blow up argument does not provide
any insight into the blow up dynamics. Nevertheless, a general result of L? concentration
obtained by Merle, Tsutsumi, [25], in the radial case, and generalized by Nawa, [28],
provides a first description of the singularity formation: at blow up time, the solution
leaves the Cauchy space H! by forming a Dirac mass in L?.

Theorem 6 (L? concentration phenomenon) Let ug € H' such that the correspond-
ing solution u(t) to (1) blows up in finite time 0 < T'" < +oo. Then there exists some
continuous function of time x(t) € RN such that:

VR >0, liminf lu(t, z)|2de > / Q2. (20)
=T Jia—a(v|<R



To enlighten the meaning of this theorem, let us first recall from Cazenave, Weissler
[6], that the Cauchy problem for (1) is locally wellposed in L2. This space is the scal-
ing invariant Sobolev space for (1), and in some sense the lowest one in term of Sobolev
regularity for which local wellposedness can be expected. In this case, the lifetime of the
solution cannot be lower bounded by a function of the size of the data only -which is
conserved by the flow-, but fundamentally depends on the full initial profile. In this sense,
to understand the way the solution may leave the Cauchy space in the critical space L?
is a fundamental -and difficult- problem. Theorem 6 implies that a blow up data in H*
leaves also L? when it leaves H', and thus the lifetimes in L? and H! are the sames, and
this is done by creating a Dirac mass in L? with a minimal universal amount of mass.

Proof of Theorem 6

We prove the result in the radial case for N > 2. The general case follows from
concentration compactness techniques, see [27].
Let ug € H! radial and assume that the corresponding solution u(t) to (1) blows up at
time 0 < T < +00, or equivalently:

tlirr% |Vu(t)| 2 = +o0. (21)

We need to prove (20) and argue by contradiction: assume that for some R > 0 and € > 0,
there holds on some sequence t,, — T,

Jim ()2 < / Q2 e (22)

n=+00 Jiy|<R

Let us rescale the solution by its size and set:

1 N
Atn) = =——————, vn(y) = A2 (Tn)ultn, AM(tn)y),
(t) = w0 = A tutte Atay)
then from explicit computation:
|Vuple =1 and E(v,) = A (t,)E(u). (23)

First observe that v, is H' bounded and we may assume on a sequence n — +00:

v, =V in H'.
We first claim that V is non zero. Indeed, from (21), (23) and the conservation of the
energy for u(t), E(v,) — 0 as n — +o00, and thus:

1
2+ %

1 1 1
/‘%’H% = 5 / ‘an\Q - E(Un) = 5 — E(vn) — 5 as n — +oo.
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Now from compact embedding of H' ; to LQJF%, v, — Vin L2+ up to a subsequence,

radia

4 )
and thus 2+1 r [|V|*'~ > 3 and V is non zero. Moreover, from weak H' convergence and
~

strong L2+ convergence,
E(V) <liminf E(v,) = 0.

n—-+00

Last, we have from (21), (22) and weak H' convergence: VA > 0

[ WPy < tmint [ Py < tm [ oty
ly|[<A n—+00 ly|l<A n—+0o ‘?J|§m
= lim [u(ty, z)*dr < /QQ—E.
n—-+00 |z|<R

Thus [ |V]?2 < [Q? — ¢, what together with V non zero and E(V) < 0 contradicts sharp
Gagliardo-Nirenberg inequality (11). This concludes the proof of Theorem 6.

Remark 1 Above argument is fundamentally based on the Hamiltonian structure of the
equation in H'. If one restricts itself to pure L? data which is a much more difficult
sttuation, a similar concentration result has been proved in dimension N = 2 by Bourgain,
[3], and then precised by Merle, Vega, [26]. Nevertheless, to obtain in L?, or even in H*,
0 < s < 1, the sharp constant [ Q? of minimal focused mass is open.

Remark 2 The non radial case in H' is handled by Nawa in [27] using standard concen-
tration compactness techniques to overcome the non compact injection of H' into L2+,
Further refined use of these techniques has also allowed Nawa to precise the singularity
formation by proving in a very weak sense a profile type of decomposition, see [28].

Two fundamental questions following Theorem 6 are still open in the general case:
(i) Does the function z(t) has a limit as ¢t — T defining then at least one exact blow up
point in space where L? concentration takes place?
(i) Which is the exact amount of mass which is focused by the blow up dynamic?

An explicit construction of blow up solutions due to Merle, [16], is the following: let k
points (z;)1<;<x € RY, then there exists a blow up solution u(t) which blows up in finite
time 0 < T' < 400 exactly at these k points and behaves locally near x; like S(t) given by
(15). In particular, it satisfies:

u(t)]* = S1<i<k|QF260=0; as t— T,

in the sense of measures. Let us observe first that from the construction, one could place
at x; instead of S(¢) any pseudo-conformal transformation of an excited ground state so-
lution @; solution to (10). The solution focuses then at x; exactly the mass |Q;|72 which

11



is quantized but arbitrarily large. Second, similarly as for S(t), such a solution is non
dispersive as it accumulates all its initial L? mass into blow up.

A general conjecture concerning L? concentration is formulated in [24] and states that
a blow up solution focuses a quantized and universal amount of mass at a finite number
of points in RY, the rest of the L? mass being purely dispersed. The exact statement is
the following:

Conjecture (*): Let u(t) € H' a solution to (1) which blows up in finite time 0 <
2
T < +oo. Then there exist (z;)i<i<L € RY with L < m and u* € L? such that:

T
VR >0,
u(t) — u* in L*(RN — U B(z;, R))

1<i<L

and |u(t)|2 — Yi<i<iMibg—g, + |u*|2 with m; € [/ Q2,—|—oo).

The set M of admissible focused mass m; for N > 2 is known to contain the unbounded
set of the L? masses of excited bound states Q° solutions to (10) from [16], and these are
the only known examples.

2.4 Orbital stability of the ground state

From now on and for the rest of these notes, we restrict ourselves to considering small
super critical initial data, that is:

w € Bo = {ug € H' with [ Q* < [fu* < [@*+a7),

for some parameter a* > 0 small enough. This situation is conjectured to locally describe
the generic blow up dynamic around one blow up point.

In this case, we have a fundamental property which is the so called orbital stability
of the solitary wave. We will give precise statements later, and we just underline here
the main facts. Let ug € By~ for some o* > 0 universal and small enough, and assume
that the corresponding solution to (1) blows up in finite time 0 < 7' < 400, then there
exist continuous parameters (x(t),v(t)) € RY x R such that for ¢ close enough to T', u(t)
admits a decomposition:

x — x(t)

0 )eiv(t)’ (24)

1
u(t, z) = ) @+,

w2

where
le(®)| g < d(a™), 6(a®) -0 as o — 0,
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and 1
At) ~ =——. (25)
[Vu(t)] 2
In other words, finite time blow up solutions to (1) with small super critical mass are
closed to the ground state in H' up to the set of H! symmetries. This property is again
purely based on the Hamiltonian structure and the variational characterization of ), and

not on refined properties of the flow.

The main point of this non linear decomposition is that it now allows a perturbative
analysis by studying the equation governing the H'! small excess of mass &(t).

To describe the blow up dynamic s now equivalent to understand in the perturbative
regime how to extract from the infinite dimensional dynamic of (1) a finite dimensional and
possibly universal dynamic for the evolution of the geometrical parameters (A(t), z(t),~y(t))
which is coupled to the dispersive dynamic which drives the small excess of mass (t).

Indeed, to estimate for example the blow up speed is now equivalent to estimating the
size of A(t), or to prove the existence of the blow up point is equivalent to proving the
existence of a strong limit z(t) — z(7T) € RN as t — T. Similarly, the structure in space
of the singularity relies on the dispersive behavior of € as ¢t approaches blow up time.

2.5 Explicit construction of blow up solutions

As it allows a perturbative approach of the blow up problem, the existence of the geomet-
rical decomposition (24) is a first step for the construction of blow up solutions to (1). We
already mentioned a blow up construction by Merle, [16], which build non L? dispersive
blow up solutions. There are two other fundamental results of construction of blow up
solutions.

A first natural question is the existence in the super critical case of a blow up dynamic
similar to the one of the explicit critical mass blow up solution S(¢). In [5], Bourgain
and Wang construct indeed in dimension N = 1,2 solutions u(¢) to (1) which blow up
in finite time and behave locally like explicit blow up solution S(t) given by (15). More
precisely, given a limiting profile u* € H' sufficiently decaying at infinity -for technical
reason- and flat near zero -this is not a technical point...- in the sense that for some A > 0
large enough,

di

dzi "
they build a solution to (1) which blows up in finite time 0 < T' < 400 at = 0 and
satisfies:

“0)=0, 1<i<A, (26)

u(t) =St —T) —»u* in H' as t —T. (27)

13



Note that flatness assumption (26) is not open in H', and this statement ensures thus
the stability of the S(¢) dynamic on a finite codimensional manifold. The meaning of
this flatness assumption is to decouple in space the regular part of the solution which
will evolve to u*, and the singular part which will consist of S(t) only. Recall that the
Schrodinger propagator a priori allows infinite speed of propagation for waves, so it is a
very non trivial fact to be able to control somehow the decoupling in space of the regular
and the singular parts of the solution. As a corollary, these solutions have the same blow
up speed like S(t):

Vet 2 ~ (28)
Now this rate of blow up turns out not to be the “generic” one. First, we have the following
universal lower bound on the blow up rate known as the scaling lower bound:

Proposition 2 (Scaling lower bound on blow up rate) Let ug € H' such that the
corresponding solution u(t) to (1) blows up in finite time 0 < T < 400, then there holds
for some constant C(ug) > 0:

C(UO)
vI—t

vt e[0,T), |Vu(t)p > (29)

Proof of Proposition 2

The proof is elementary and based on the scaling invariance of the equation and the
local well posedness theory in H!. Indeed, consider for fixed ¢ € [0,7)

N
v(7,2) = [Vu(®)| 22 u (t+ [Vu) 27, V() 22)
vt is a solution to (1) by scaling invariance. We have |Vo!|;2 + [vf|2 < C, and so by
the resolution of the Cauchy problem locally in time by fixed point argument, there exists
7o > 0 independent of ¢ such that v is defined on [0, 7). Therefore, t + |Vu(t)| 310 < T
which is the desired result. This concludes the proof of Proposition 2.

Because it is related to the scaling symmetry of the problem, on which in other in-
stances formal arguments indeed rely to derive the correct blow up speed, lower bound (29)
has long been conjectured to be optimal. Yet, in the mid 80’s, numerical simulations, see
Landman, Papanicolaou, Sulem, Sulem, [12], have suggested that the correct and stable
blow up speed is a slight correction to the scaling law:

Vu(t) 12 ~ \/ Log [log = 1)] (30)

which is referred to as the log-log law. Solutions blowing up with this speed indeed ap-
peared to be stable with respect to perturbation of the initial data. Quite an amount of
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formal work has been devoted to understanding the exact nature of the double log cor-
rection to the scaling estimate. We refer to the excellent monograph by Sulem, Sulem,
[34], for further discussions on this subject. In this frame, for N = 1, Perelman in [31]
rigorously proves the existence of one solution which blows up according to (30) and its
stability in some space strictly included in H?!.

These two constructions of blow up solutions thus imply the following: there are at
least two blow up dynamics for (1) with two different speeds, one which is a continuation
of the explicit S(¢) blow up dynamic with the 1/(7 —t) speed (28), and which is suspected
to be unstable because it is not seen numerically; one with the log-log speed (30) which is
conjectured to be stable from numerics.

2.6 Structural instability of the log-log law

We have so far exhibited two important features of the blow up dynamics for (NLS):
(i) there exists a critical mass blow up solution;
(ii) there are at least two blow up speeds.

These two facts are somehow fundamental difficulties for the analysis. The existence
of the critical mass blow up solution implies that the set of initial data which yields a
finite time blow up solution is not open, and thus blow up is not a stable phenomenon a
priori. On the contrary, only one blow up regime is from numerics expected to be stable.

These facts are somehow believed to be closely related to the very specific algebraic
structure of (1), and in particular to the existence of the pseudo-conformal symmetry.

An important result in this direction is the so called structural instability of the log-log
law in the following sense. Consider in dimension N = 2 the Zakharov system:

{ iy = —Au+ nu (31)

C%ntt = An + Alul?
0

for some fixed constant 0 < ¢y < 400. This system is the previous step in the asymptotic
expansion of Maxwell equations which leads to (1), see [34]. In the limit ¢y — 400, we
formally recover (1). This system is still a Hamiltonian system and shares many of the
variational structure of (1). In particular, a virial law in the spirit of (19) holds and yields
finite time blow up for radial non positive energy initial data, see Merle, [19]. Moreover, a
one parameter family of blow up solution may be constructed and should be understood
as a continuation of the exact S(t) solution for (1), see Glangetas, Merle, [9], and these
explicit solutions have blow up speed:

C(uo)
Tt

[Vu(t)|zz ~
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They moreover appear to be stable from numerics, see Papanicolaou, Sulem, Sulem, Wang,
[30]. Now from Merle, [18], all finite time blow up solutions to (31) satisfy

C(uo)
Tt

[Vu(t)|re >

In particular, there will be no log-log blow up solutions for (31). This fact suggests that
in some sense, the Zakharov system provides a much more stable and robust blow up
dynamics than its asymptotic limit (NLS). This fact enlightens the belief that the log-log
law heavily relies on the specific algebraic structure of (1), and some non linear degeneracy
properties will indeed be at the heart of the understanding of the blow up dynamics.

3 Blow up dynamics of small super critical mass initial data

In this section and for the rest of these notes, we restrict ourselves to initial data with
small super critical mass, that is:

w € Bo = fuo e H' with [ Q*< [uof* < [@*+a%),

for some parameter a* > 0 small enough. We present the results on the blow up dynamics
obtained in the series of papers [20], [21], [32], [22], [23], [24] and which allow a precise
understanding of the blow up dynamics in this setting. The description of the blow up
dynamic involves two different type of questions:

e In [20], [21], we consider non positive energy initial data and address the question
of an upper bound on the blow up rate. In [32], the dynamically richer case of non
negative energy is addressed together with the issue of the stability of the blow up
regimes.

e In [22], using as a starting point the point of view and the estimates in [20], [21], [32],
we investigate the question of the shape of the solution in space and the existence
of a universal asymptotic profile which attracts blow up solutions. These questions
rely on Liouville type of theorems to classify the non dispersive dynamics of solitary
waves. Further understanding of these issues will then allow one as in [23], [24], to
prove sharp lower bounds on the blow up rate related to the expected log-log law
and then quantization results on the focused mass -or equivalently Conjecture (*)
for data ug € Byx*-.

First, we introduce for notational purpose the following invariant which sign is pre-
served by the H' symmetries:

Im(fVuE))Q' (32)

|u| 2

Fo(u) = B(u) — % (
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Next, we will assume in all our results a Spectral Property which amounts counting the
number of negative directions of an explicit Schrodinger operator —A + V' where the well
localized potential V is stationary and build from the ground state. This property was
proved in dimension N = 1 in [20] using the explicit formula for the ground state @, and
checked numerically in dimension N = 2, 3,4 to which we will thus restrict ourselves, see
Proposition 4. Note that this property is the only part of the proof where the restriction
on the dimension is needed.

3.1 Finite time blow up for non positive energy initial data

In this subsection, we address the question of the blow up dynamics for non positive energy
solutions. The result is the following:

Theorem 7 ([20],[21]) Let N = 1,2,3,4. There exist universal constants o*,C* > 0
such that the following holds true. Given ug € B~ with

Eg(uO) < 0,

the corresponding solution u(t) to (1) blows up in finite time 0 < T' < +o0 and there holds
fort close to T':

V()| < C* < Ltk

Comments on Theorem 7

1. Galilean invariance: From Galilean invariance, blow up criterion Eg(ug) < 0 is
equivalent to

Ey<0 and Im (/ Vuou_0> =0. (34)
Indeed, let ug with Fg(ug) < 0 and set

Im([ Vugup)
[ uol?
then from explicit computation, (ug)g satisfies (34). Now from Galilean invariance, ug(t, ) =

u(t,z — ﬁt)eig'(x_gt), so that blow behavior of u(t,z) and ug(t, z) are the same.

(uo)p = uoei%x with = -2

2. Blow up criterion: The blow up criterion is in H' and thus improves the virial
result which holds in virial space ¥ only -up to results of Theorem 5-. In this region of
the energy space, blow up is thus a stable phenomenon. Moreover, the result also holds
for t < 0 by considering w(—t) which is also a solution to (1), and thus strictly negative
energy solutions blow up in finite time on both sides in time.
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3. Instability of S(t): The major fact of Theorem 7 is that it removes for non positive

energy solutions the possibility of S(¢) type of blow up as log-log upper bound (33) is below
the 1/(T —t) speed. We will indeed later prove that there is in this case only one blow up
regime which speed is given by the exact log-log law (30). Now a fundamental corollary of
Theorem 7 obtained using the pseudo-conformal transformation is the instability of S(t)
in a strong sense. S(t) is the critical mass blow up solution, so it is unstable in a trivial
sense: any H'! neighborhood of S(—1) contains initial data u(—1) which solution u(t) is
global in time, it suffices to take subcritical mass initial data. We claim a much stronger
statement which is that the blow up dynamic of S(t) itself is unstable in the following
sense: any H! neighborhood of S(—1) contains initial data u(—1) which solution wu(t)
blows up in finite time but with the log-log speed.
Indeed, let the initial data at time ¢ = 1: u,(1,2) = (1 +n)Q(x) for n > 0 and small, and
un(t) the corresponding solution to (1). From explicit computation, E(u,) < 0 and thus
uqy satisfies the hypothesis of Theorem 7. It thus blows up in finite time 1 < 7; < +o0.
We now apply the pseudo-conformal symmetry and consider the solutions

1 -1 JEI
vy (1) U (— E) e A

N

First observe that
vy(—1) = S(=1) as n—0

in some strong sense. Next, from its definition, v, (t) blows up in finite time 7}, = }—j < 0.

Now T"(n) < 0 and the uniform space time bound on |zu.(t)|;2 given by the virial law
(19) ensure that v, (t) satisfies upper bound (33) for ¢ close enough to 7, as desired.

The above example also illustrates a standard feature: upper bound (33) is satisfied
asymptotically near blow up time, that is for ¢ € [t(ug),T), and the time t(up) depends
on the full profile of the initial data.

3.2 H! stability of the log-log law

Let us now investigate the dynamics for positive energy initial data. In this case, three
different dynamics are known to possibly occur:

e S(t) behavior: results in [5] yield existence of finite time blow up solutions w(t)

satisfying ug € Ba+, E§' > 0 and |Vu(t)|p2 ~ 72 near blow up time.

—t

e log-log behavior: Using the pseudo-conformal symmetry and Theorem 7, we can eas-
ily exhibit strictly positive energy solutions satisfying the log-log upper bound (33).
Indeed, for n > 0 small enough, let ug(n) = (1 +7)Q and u,(t) the corresponding
solution to (1). We have E(ug(n)) ~ —Cn < 0, and thus u,(t) blows up in finite time
T'(n) with upper bound (33). Applying now the pseudo conformal transformation to
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inlyl®
this solution, we let vo(n) = u0(774)e_”7yT and compute its energy. From:

B <vemy72> = B(v) ~ 1m (/:c - vw) + %2 / w2 [of?, (35)

we have E(vg(n)) > 0 for  small enough. Now pseudo-conformal formula (14) yields:

1 t xT ,mi
~ un( , )e 4(A=nt) |
1—npt)z 1=—mt 1—mnt

v(n)(t) =
so that v(t) is defined on [0,T,(n)), Tyv(n) = %%—n < %, and blows up at T3, (n) with
upper bound (33) as wanted.

e Global solutions: Given u(t) € ¥ a solution to (1) which blows up at 0 < T < 400,
pseudo conformal symmetry (14) applied with parameter a = % yields a solution
v(t) to (1) globally defined on [0, +00).

There certainly is a poor understanding in general of which conditions on the initial
data are enough to select one of the above dynamics. Nevertheless, we have the following;:

Theorem 8 ([32]) Let N = 1,2,3,4. There exist universal constants C*,C7 > 0 such
that the following is true:

(i) Rigidity of blow up rate: Let uy € B+ with
Eg(uO) > O,

and assume the corresponding solution u(t) to (1) blows up in finite time T < 400, then
there holds for t close to T either

10g|10g<T_t>|>%

V()| < C* ( B

or

Vu(t)| > > &

~ (T - t)VEG(ug)
(7i) Stability of the log-log law: Moreover, the set of initial data uy € Bax such that u(t)
blows up in finite time with upper bound (33) is open in H*.

(36)

Comments on Theorem 8

1. Optimal criterion of stability: A slightly more self contained statement if that the
set

Ty
O = {up € Bar, / Vu(t)|g2dt < +00} is open in HY,
0
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and that O is exactly the set of initial data which blow up in finite time with log-log upper
bound (33). We will later refer to O as the open set of log-log blow up.

2. Size of the log-log set: O is known to contain non positive energy initial data from
Theorem 7. Then the pseudo-conformal invariance allows one to obtain non negative en-
ergy solutions which satisfy log-log upper bound (33). One can prove that this procedure
does not describe all O, and that there exist initial data ug € 3 N O with non negative
energy which cannot be obtained using the pseudo-conformal symmetry from a non posi-
tive energy initial data, see [32].

4. Stability versus instability: Let us recall that the existence of critical mass blow
up solution S(¢) implies that the set of initial data which lead to a finite time blow up
solution is not open in H'. In this setting, the fact that the blow up speed is a sufficient
criterion of stability in the energy space is a new feature in the non linear dispersive set-
ting. Now if stability of the log-log regime is proved, instability in the strong sense of
solutions satisfying lower bound (36) is proved only for S(t) itself, see Comment 3 of the
previous subsection. Dynamical instability in this sense of these solutions is open. A sim-
pler result would be to prove the strong instability of solutions build in [5], this is also open.

5. Universal upper bound on the blow up speed: Upper bound (33) corresponds to the
stable blow up dynamic, while lower bound (36) is obtained by assumption of escaping
this stable blow up regime. In this sense, these estimates correspond to two different
asymptotic blow up regimes which each require a specific analysis. This is why no general
upper bound on blow up rate of any type holds so far. Let us recall that solutions build
in [5] satisfy exact law
C(uo)

T-t’

and it seems reasonable to conjecture that this law is sharp. Let us remark that this would
imply from the pseudo-conformal symmetry that blow up in ¥ always occurs in finite time,
this is also an open problem.

V()2 ~

We have not addressed so far the question of blow up dynamics of zero energy initial
data. This question turns out to be very fundamental but requires different type of ideas.
Note that the solitary wave Q(x)e' is a global in time zero energy solution to (1). We
will come back later to the issue of classifying this dynamic among the set of zero energy
solutions.

3.3 Universality of the blow up profile

We now turn to the question of the dispersive properties of blow up solutions to (1). Recall
from existence of geometrical decomposition (24) that blow up solutions write near blow
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up time:
x —z(t)

1
LA

from some H' small excess of mass £(t). We ask the question of the dispersive behavior
of e(t) as t — T. The result is the following:

u(t,z) =

Theorem 9 ([22]) Let N = 1,2,3,4. Let ug € By« and assume that the corresponding
solution u(t) blows up in finite time 0 < T' < +o0o. Then there exist parameters \o(t) =

|‘Vvuc(2t|)L\;’ zo(t) € RN and yo(t) € R such that

A N
ewo(t))\(f (u(t, o)z +20(t)) — Q in L}, as t—T.
In the variables of the decomposition (24), this means:

e(t) >0 as t — T in L3

loc*

Let us observe that this is the typical dispersive behavior for Schrédinger group: the L2
mass is conserved, so L? convergence to zero is forbidden, but it happens locally in space
meaning that the excess of mass is dispersed away. From geometrical decomposition (24),
this theorem thus asserts that in rescaled variables, blow up solutions admit a universal
asymptotic profile in space which is given by the ground state @) itself.

This type of questions goes beyond blow up issues and is related to a wide range
of problems regarding the asymptotic stability of solitary waves in non linear dispersive
PDE’s. For blow up problems in the non linear dispersive setting, the first result in this
direction has been obtained by Martel and Merle, [15], for the generalized critical KdV
equation:

u + (uge + 1), =0, (t,2) €[0,T) x R,

(KdV) { u(0,2) = up(z), € H' up: R — R. (37)

This equation shares a lot of the variational structure of (1), and in particular finite time
blow up solutions admit a geometrical decomposition similar to (24). In [15], Martel
and Merle also prove the asymptotic stability of @) as the blow up profile. One of the
fundamental observation of their proof is to show that this result is essentially equivalent
to proving a lower bound on blow up rate which avoids the self similar regime. We similarly
have:

Theorem 10 ([22]) Let N = 1,2,3,4. Let ug € By~ and assume that the corresponding
solution u(t) blows up in finite time 0 < T < 400. Then:

IVu(t)|p2vVT —t — +00 as t —T. (38)
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Let us recall that there always holds the scaling lower bound (29):

C(UO)
VT —t
This lower bound is thus never sharp for data ug € B,-. Bourgain in [4] conjectured that

there indeed are no self similar solutions, that is blowing up with the exact scaling law
IVu(t)| 2 ~ Clwo) i the energy space H'
L JT—t qy Sp .

[Vu(t)|r2 =

Now a fundamental fact which will enlighten our further analysis is that there do exist
self similar solutions, but they never belong to L?. More precisely, a standard way of
exhibiting self similar solutions is to look for a blow up solution with the form:

1 X .log(T—t)
Uy(t, = < AT
o1 (2b(T — 1)) T @ ( 20(T — t)) ’

for some fixed parameter b > 0 and a fixed profile @) solving the elliptic ODE:

(N 4
AQy = Qutib (5 Qu+ V@) + QT =0, (39)
Now from [33], solutions @y never belong to L? from a logarithmic divergence at infinity:
_(b
Qi ~ Tﬂ) as Jyl — +oo
’y 2

and thus always miss the energy space. Nevertheless, for any given parameter b > 0 small
enough, one can exhibit a solution to (39) which will be in H! and will satisfy:

Qy—Q asb—0 in H'NLE,.

In other words, one can build self similar solutions to (1) which on compacts sets will look
like a smooth solution, but then display an oscillatory behavior at infinity in space which
induces a non L? tale escaping the soliton core.

Now to prove Theorems 9 or 10, one needs to understand how to use the information
that the solution we consider is in L?, and one thus needs to exhibit L? dispersive esti-
mates on the solution. Now recall that L? is the scaling invariant space for this equation,
and thus any dispersive information in L? is in fact a global information in space. Now
the only given global information in L? is the conservation of the L? norm, and somehow
the task here is to be able to use the conservation of the energy in a dynamical way.

Following the analysis in [15], the strategy used to prove Theorem 9 is by contradiction.
Assuming that the blow up profile is not ), we prove using compactness type of arguments
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based on the estimates on the blow up dynamic proved in [20], [21], [32], that it implies
the existence of a self similar solution v(t) in H! which is non dispersive in the sense that:

()2 — (/ |v(0)|2> Gosg as t—T (40)

in the weak sense of measures. In other words, if the excess mass is not dispersed, one can
extract a fully non L? dispersive blow up solution in the sense that it accumulates whole
its L? mass into blow up. A crucial point in this step is the proof of the continuity of the
blow up time with respect to the initial data in the open set O.

The second step of the analysis is now to classify the non L? dispersive solutions. The
proof of this step involves the expected new type of dispersive estimates in L?. The result
is the following.

Theorem 11 ([22]) Let N = 1,2,3,4. Let an initial data vy € By and assume that the
corresponding solution to (1) blows up in finite time 0 < T' < 400 and does not disperse
in L? in the sense that it satisfies (40), then

up to the set of H' symmetries of (1).

In other words, the only non dispersive blow up solution in B« is the critical mass
blow up solution, which of course cannot loose mass at blow. This result should be seen
as the dispersive super critical version of Theorem 4.

A key in the proof is that non L? dispersive information (40) together with the fact
that v(t) satisfies the self similar law implies estimates on the solution in the virial space
>.. This allows us to use the pseudo-conformal symmetry, and in then turns out that
Theorem 11 is equivalent to classification results of zero energy solutions to (1):

Theorem 12 ([22]) Let N =1,2,3,4. Let ug € By N'E with

u(t) the corresponding solution to (1). Assume that u(t) is not a soliton up to the sym-
metries in H', then u(t) blows up in finite time on both sides in time with upper bound

(33).

Observe that the solitary wave is a global in time zero energy solution in ¥. In
other words, to classify non L? dispersive solutions is equivalent from pseudo-conformal
symmetry to dynamically classify the solitary wave in the set of zero energy solutions in
>.. This kind of Liouville theorems and dynamical classification is a completely new -and
unexpected- feature for (NLS).
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3.4 Exact log-log law and the mass quantization conjecture

L? dispersive estimates needed for the proof of Theorem 9 are exhibited for the proof of
the classification result of Theorem 11. In this sense, these estimates are not proved for a
“true” blow up solution but are exhibited as specific properties of a non dispersive blow
up solution.

Now a further understanding of these properties in fact allows one to obtain direct
dispersive estimates in L? on a blow up solution. More specifically, let a finite time blow
up solution u(t) € @. We exhibit a global in space information on the solution by proving
that in rescaled variables, the space divides in three specific regions:

(i) on compact sets, the solution looks like @ in a strong sense;

(ii) a radiative regime then takes place where the solution looks like the non L? tale of
explicit self similar solutions to (39);

(iii) this regime cannot last forever in space because the tale of self similar solutions is not
L?, while the solution is. We then exhibit a third regime further away in space where a
purely linear dispersive dynamic takes place.

Another way of viewing the picture is the following: the non linear dynamic repre-
sented by ) on compact set is connected to a linear dispersive dynamic at infinity in space
by a universal radiative regime given by the tale of explicit self similar solutions. This
radiation is the mechanism which takes the L? mass out of the soliton core on compact sets
to disperse it to infinity in space: this is an “outgoing radiation” process corresponding
to the so-called dynamical metastability of self similar profiles @ solutions to (39). Now
the rate at which the mass is extracted is submitted to one global constraint in time: the
conservation of the L? norm. Moreover, this mechanism quantifies how the L? constraint
implies the non persistence of the self similar regime, that is how the radiation is connected
to the dispersive dynamic at infinity. And we have seen that this is related to obtaining
lower bounds on the blow up rate.

The outcome of this analysis is the following sharp lower bound on blow up rate.

Theorem 13 ([23]) Let N = 1,2,3,4. There exists a universal constants C5 > 0 such
that the following holds true. Let uy € Ba+ and assume that the corresponding solution
u(t) blows up in finite time 0 < T < +o00, then one has the following lower bound on blow
up rate for t close to T':

log | log(T — t>|>% | (4

Vu(olse = C; (“EEES

In the log-log regime, the blow up speed may in fact be exactly evaluated according
to:

|Vu(t)|L2( Tt )5_>L
VQ|r2 \log|log(T —t)] V2r
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In addition, we may extend the dynamical characterization of solitons in the zero
energy manifold to the full energy space H':

Theorem 14 ([23]) Let N = 1,2,3,4. Let uy € By with EOG =0 and assume ug 18 not
a soliton up to fixed scaling, phase, translation and Galilean invariances.
Then u blows up both fort <0 and t > 0, and (42) holds.

It is a surprising fact somehow that the analysis needed to obtain lower and upper
bounds in the log-log regime requires different type of informations:
(i) The proof of the upper bound on blow up rate (33) requires only local in space infor-
mation on the soliton core, and global in H'. But nothing is needed in L? and indeed
explicit self similar profiles solutions to (39) in H' would fit into this analysis.
(ii) The proof of the lower bound on blow up rate (41) requires global in space dispersive
informations in L2, that is estimates on the solution in the different regimes in space.
One may then estimate the flux of L? norm in between these different regimes which is
submitted to the L? conservation constraint. This yields the exact log-log law.

Moreover, and this certainly is the main motivation to go through the whole log-log
analysis, the precise understanding of the L? structure in space of the solution in rescaled
variables now allows us to investigate the behavior of the solution in the original non
rescaled variables.

Indeed, let us make the following simple observation. From geometrical decomposition
(24), a blow up solution u(t) writes near blow up time:

’U,(t, .Cl?) = Qsing(ta 37) + &(t, .CI?)
with

x — z(t)
A(t)

1 x — xz(t)
YOLAEC

1
t,
)% @

e Gt x) = )e®,

Qsing(ta .Cl?) = )\(

Qsing is the singular part of the solution. We address the following natural question: does
the excess of mass 4(t,z) remain smooth up to blow up time? A first answer to this
question has been obtained in rescaled variables. Indeed, Theorem 9 asserts:

e(t) =0 as t =T in L7,

But as A(t) — 0 as t — T, this is very far from obtaining regularity control on u(¢). In
particular, it does not prevent a priori the excess of mass @ from focusing some small mass
at blow up time. The regularity of @ is thus deeply related both to the shape in space of
e(t) and the rate at which it is dispersed. Both these questions are now precisely the ones
addressed in the proof of Theorem 13. Further use of the obtained estimates then allow
one to prove the following result.
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Theorem 15 ([24]) Let N = 1,2,3,4. Let ug € By~ and assume that the correspond-
ing solution to (1) blows up in finite time 0 < T < +oo. Then there exist parameters
(A@®),z(t),v(t)) € R: x RN x R and an asymptotic profile u* € L* such that

u(t) — L z—2() e o in L2 as t—
) )\(t)%Q< 0 ) [ as t =T (43)

Moreover, blow up point is finite in the sense that
z(t) = z(T) e RN as t - T.

In other words, up to a singular part which has a universal space time structure, blow
up solutions remain smooth in L* up to blow up time.

A fundamental corollary is the so called quantization phenomenon for (1): blow up
solutions in B+ focus the universal amount of mass [ Q2 into blow up, the rest is purely
dispersed, or in other words:

u(t)]? — (/cf) Socairy + [P as ¢ — T with /\UOF _ /Q2+/yu*\2.

This is in contrast with the Zakharov model (31) where explicit blow up solutions build
by Glangetas, Merle, [9], accumulate a continuum of mass into blow up.

A second outcome of Theorem 15 is the fact that the formation of the singularity is
a well localized in space phenomenon. Indeed, blow up occurs at a well defined blow up
point z(T") where a fixed amount of mass is focused, but outside x(7"), the solution has
a strong L? limit. It means in particular that the phase of the solution is not oscilla-
tory outside blow up point, whereas the phase () of the singularity is known to satisfy
v(t) — 400 as t — T. This strong regularity of the solution outside the blow up point
was not expected. From the proof also, one can prove that the blow up point z(7T") and
the asymptotic profile u* are in the log-log regime continuous functions of the initial data.

Observe now that Theorem 15 includes both blow up regimes which would in particular
be characterized by a different law for A(t) in the singular part of the solution. We now
claim that the difference between the two blow up regimes may be seen on the asymptotic
profile ©* which in fact connects in a universal way depending on the blow up regime the
reqular and singular parts of the solution.

Theorem 16 ([24]) Let N = 1,2,3,4. There exists a universal constant C* > 0 such
that the following holds true. Let ug € By+ and assume that the corresponding solution
u(t) to (1) blows up in finite time 0 < T < 4o00. Let x(T) its blow up point and u* € L?
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its profile given by Theorem 15, then for R > 0 small enough, we have:
(i) Log-log case: if ug € O, then

1 (O

< / uw*(z)Pde < ——— s, 44
C*(log [log(R))2 = Jjz—a(T)|<R [ (@)l (log [log(R)[)? ()
and in particular:
u* ¢ H' and u* ¢ LP for p> 2. (45)
(ii) S(t) case: if u(t) satisfies (36), then
/ lu*|?> < C*EyR?, (46)
lz—a(T)|<R

and
u* e H'.

The fact that one can separate within the two blow up dynamics and see the different
blow up speeds on asymptotic profile u* is a completely new feature for (NLS) and was
not even expected at the formal level. Moreover, this results strengthens our belief that
S(t) type of solutions are in some sense on the boundary of the set of finite time blow up
solutions:

e The stable log-log blow up scenario is based on the ejection of a radiative mass
which strongly couples the singular and the regular parts of the solution and induces
singular behavior (44) of the profile at blow up point. The universal singular behavior
(44) is the “trace” of the radiative regime in the rescaled variables which couples the
blow up dynamic on compact sets to the dispersive dynamic at infinity.

e On the contrary, the S(t) regime corresponds to formation of a minimal mass blow
up bubble very decoupled from the regular part which indeed remains smooth in the
Cauchy space. This blow up scenario somehow corresponds to the “minimal” blow
up configuration. Observe that in this last regime, (46) in dimension N = 1 implies
u*(0) = 0. Now in [5], Bourgain and Wang construct for a given radial profile u*

smooth with j;i u*(1)j,—o = 0, 1 <i < A, asolution to (1) with blow up point x = 0

and asymptotic profile u*. In their proof, A is very large, what is used to decouple

the regular and the singular parts of the solution. In this sense, estimate (46) proves
in general a decoupling of this kind for the S(¢) dynamic. It is an open problem to

estimate the exact degeneracy of u*.

4 Log-log upper bound on the blow up rate

This section is devoted to a presentation of the main results needed for the proof of the
log-log upper bound on blow up rate in the non positive energy case, that is Theorem 7.
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We will in particular focus onto the proof of the key dispersive controls in H! which are
at the heart of the control from above on the blow up speed. More detailed proofs are to
be found in [20], [21].

The heart of our analysis will be to exhibit as a consequence of dispersive properties of
(1) close to Q strong rigidity constraints for the dynamics of non positive energy solutions.
These will in turn imply monotonicity properties, that is the existence of a Lyapounov func-
tion. The corresponding estimates will then allow us to prove blow up in a dynamical way
and the sharp upper bound on the blow up speed will follow.

In the whole section, we consider a data
ug € Bar

for some small universal o > 0 and let u(t) the corresponding solution to (1) with maximal
time interval existence [0,7) in H!, 0 < T < +oo. We further assume Eg(ug) < 0.
According to Comment 1 of Theorem 7, we equivalently have up to a fixed Galilean
Transformation:

Ey <0 and Im (/ Vuou_0> = 0. (47)

For a given function f, we will note

N N
h=5f+y-Vf fo=5h+y Vi
Note that from integration by parts:

(f1.9) = =(f,91)-

4.1 Existence of the geometrical decomposition

We recall in this section the orbital stability of the solitary wave which implies the existence
of geometrical decomposition (24). The argument is based only on the conservation of the
energy and the L? norm and the small super critical mass assumption ug € Ba+. The
idea is the following. Recall that the ground state minimizes the energy according to
Proposition 1: let v € H! such that [ |[v]?> = [ Q% and E(v) = 0, then

N .
v(z) = A Q(Nox + x0)e"”,

for some parameters \g € R%, 29 € RY, 79 € R. From standard concentration compact-
ness type of arguments, this implies in particular that functions with negative energy and
small super critical mass have a very specific shape, and indeed, are close to the three
dimensional minimizing manifold. The result is the following:
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Lemma 1 (Orbital stability of the ground state) There exists a universal constant
a* > 0 such that the following is true. For all 0 < o < o, there exists 6(a') with
§(a/) — 0 as o — 0 such that Vv € HY, if

/Q2 < /|v|2 </Q2—|—o/ and E(v) < o//|Vv|2,

then there exist parameters vo € R and xg € RN such that

N
1Q — NG v(Xox + o) |1 < 6() (48)

‘VQ|L2

w@th )\0 - |VU‘L2

Proof of Lemma 1

We prove the claim in the radial case for N > 2. The general case follows from standard
concentration compactness techniques.
Arguing by contradiction, we equivalently need to prove the following: let a sequence

v, € H' such that:
[19u. = [1var (19)

Jloal2 = [ @ as n—+o0, (50)
and
lim sup E(vy,) <0, (51)
n—-+o00

then there exist 7, € R such that
ey, — Q in H' as n — +oc. (52)

Let us consider w,, = |v,|. First observe from [ |Vw,|? < [|Vuv,|? that the sequence w,
is H' bounded, thus
w, =W in H'

up to a subsequence. We first claim that W is non zero. Indeed, from (49):
1 2+ 1 / 2+4 / 2 / 2
s [ el = s [ Voal? - QP - E(w).

and thus from (51):
liminf/]wnP‘F% > 0.

n—-+00

zle

Now from compact embedding of Hrladm

[t [, (53

. 4
, into L*Tw,
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and thus W is non zero. Now from (51),

E(W) <liminf E(w,) < liminf E(v,) <0, (54)

n—-4o0o n—-4o0o

/\W\Q Sliminf/]wnIQ :/Q?.

Thus W is a non zero negative energy function with subcritical mass, what from sharp
Gagliardo-Nirenberg inequality (11) and Proposition 1 characterizes the ground state up
to fixed scaling and phase invariances. Now W is real so the phase is zero. Moreover, this
yields [W? = [Q? and thus [W?2 — [W? from (50). Similarly, E(W) = 0 and thus
from (54), E(w,) — E(W) = 0, and from (53), [|Vw,|*> — [|VW]?. This implies from
(49) that W = @ and so w, — W = @ strongly in H!. It is now an easy task to conclude
to (52). This ends the proof of Lemma 1.

and from (49),

The small critical mass assumption ug € By and the negative energy assumption
now allow us to apply Lemma 1 to v = u(¢t) for all fixed ¢ € [0,T), and thus to exhibit

parameters vo(t) € R, zo(t) € RY and \o(t) = &Yﬁ‘ﬁ; such that u(t) satisfies (48) for
all time. Let us observe that this geometrical decomposition is by no mean unique, and
the parameters (Ao(t),70(t), zo(t)) build from Lemma 1 are a priori no better than con-
tinuous functions of time. Nevertheless, one can freeze and regularize this decomposition
by choosing a set of orthogonality conditions on the excess of mass: this is the so-called
modulation theory which will be examined later on. Let us so far assume that we have a

smooth decomposition of the solution: V¢ € [0,T),

w(tz) = A T2 i
() = L@+ 9 e

w2

To study the blow up dynamic is now equivalent to understanding the coupling between
the finite dimensional dynamic which governs the evolution of the geometrical parameters
(A(t),y(t),z(t)) and the infinite dimensional dispersive dynamic which drives the excess
of mass (t).

To enlighten the main issues, let us rewrite (1) in the so-called rescaled variables. Let
us introduce the rescaled time:
P
0 A*(7)
It is elementary to check that whatever is the blow up behavior of u(t), one always has:

s([0,7)) =R™.
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Let us set: A Y
v(s,y) = "D Tu(A(t)z + (1)),

then from direct computation, u(t,x) solves (1) on [0,7) iff v(s,y) solves: Vs > 0,

As (N Ts -
% (Ev—i—y . Vv) —HX Vo + 50, (55)

s + Av — v—i—v]v]%

where ¥ = —y — s. Now from (48), v(s,y) = Q + (s, y), so we may linearize (55) close to
. The obtained system has the form:

As (N Xs
iss—kLe:iT <EQ+y'VQ> +’Y5Q+Z% -VQ + R(e), (56)

R(e) formally quadratic in €, and L = (L4, L_) is the matrix linearized operator closed
to () which has components:

4
L+_—A+1—(1+N)Q%, L. =-A+1-QF.

A standard approach is to think of equation (56) in the following way: it is essentially
a linear equation forced by terms depending on the law for the geometrical parameters.
The classical study of this kind of system relies on the understanding of the dispersive
properties of the propagator e of the linearized operator close to Q. In particular,
one needs to exhibit its spectral structure. This has been done by Weinstein, [36], using
the variational characterization of ). The result is the following: L is a non self adjoint
operator with a generalized eigenspace at zero. The eigenmodes are explicit and generated
by the symmetries of the problem:

N
Ly <3Q +y- VQ> = —2@Q (scaling invariance),

L, (VQ)=0 (translation invariance),
L_(Q) =0 (phase invariance), L_(yQ) = —2VQ (Galilean invariance).

An additional relation is induced by the pseudo-conformal symmetry:

N
L-(*Q) = ~4(5Q+y- Q).
and this in turns implies the existence of an additional mode p solution to

Lip=—ly[*Q.

These explicit directions induce “growing” solutions to the homogeneous linear equation
i0ge + Le = 0. More precisely, there exists a (2N+3) dimensional space S spanned by the
above directions such that H!' = M @ S with |e®*Ye|; < C for e € M and |e®Fe|p ~ 53
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for e € S. As each symmetry is at the heart of a growing direction, a first idea is to use the
symmetries from modulation theory to a priori ensure that ¢ is orthogonal to S. Roughly
speaking, the strategy to construct blow up solutions is then: chose the parameters A, vy, x
so as to get good a priori dispersive estimates on ¢ in order to build it from a fixed point
scheme. Now the fundamental problem is that one has (2N+2) symmetries, but (2N+3)
bad modes in the set S. Both constructions in [5] and [31] develop non trivial strategies
to overcome this fundamental difficulty of the problem.

Our strategy will be more non linear. On the basis of decomposition (48), we will
prove dispersive estimates on ¢ induced by the virial structure (19). The proof will rely
on non linear degeneracies of the structure of (1) around Q. Using then the Hamiltonian
information Ey < 0, we will inject these estimates into the finite dimensional dynamic
which governs A(t) -which measures the size of the solution- and prove rigidity properties
of Lyapounov type. This will then allow us to prove finite time blow up together with the
control of the blow up speed.

4.2 Choice of the blow up profile

Before exhibiting the modulation theory type of arguments, we present in this subsection
a formal discussion regarding explicit solutions of equation (55) which is inspired from a
discussion in [34].

First, let us observe that the key geometrical parameters is A which measures the size
of the solution. Let us then set
As
25
A

and look for solutions to a simpler version of (55):
N 4
ivs + Av — v +ib <—v+y Vv> + v|v|¥ ~ 0.
Moreover, from orbital stability property, we want solutions which remain close to @ in
H'. Let us look for solutions of the form v(s,y) = Qu(s)(y) where the mappings b — @,

and the law for b(s) are the unknown. We think of b remaining uniformly small and
Qv—0 = Q. Injecting this ersatz into the equation, we get:

0 — N_ _ 4
Zd < abe> + AQb Qb(s) + 'Lb(S) (EQb(S) =+ Y- va(s)) + Qb ’Qb(s ‘W —

_ b(s) | 19—
To handle the linear group, we let Py ) = e’bT‘yFQb(s) and solve:

db [OP, db
4

Iz 2 lyl? 4
"5 \ an ) + APys) = Pogs) + (5 +b (8)> = Pus) + Pos)[Pos)| ¥ = 0. (57)
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A remarkable fact related to the specific algebraic structure of (1) around @ is that (57)
admits three solutions:

e The first one is (b(s), Pys)) = (0,Q), that is the ground state itself. This is just a
consequence of the scaling invariance.

e The second one is (b(s), Pys)) = (1,Q). This non trivial solution is a rewriting of the
explicit critical mass blow up solution S(¢) and is induced by the pseudo-conformal

Symmetry.

e The third one is given by (b(s), Py(s)) = (b, Py) for some fixed non zero constant b
and P, satisfies:
ST
APy — Py + — [y Py + PPyl ¥ = 0. (58)
Solutions to this non linear elliptic equation are those who produce the explicit self
similar profiles solutions to (39). A simple way to see this is to recall that we have

set b = —%, so if b is frozen, we have from % = %:
As :
b= - = =AM\ ie A(t) =4/2b(T — 1),

this is the scaling law for the blow up speed.

Now the fundamental point is, see [33], that solutions to (58) never belong to L? from
a logarithmic divergence at infinity:
C(B)
| Py(y)| ~ T [yl — +oo.
y 2

This behavior is a consequence of the oscillations induced by the linear group after the

2 2
turning point |y| > ‘—,2]‘. Nevertheless, in the ball |y| < ‘—,2]‘, the operator —A + 1 — % is

coercive, and no oscillations will take place in this zone.

Because we track a log-log correction to the self similar law as an upper bound on
the blow up speed, profiles Q, = 67i§|y‘2?b are natural candidates as refinements of the
Q profile in the geometrical decomposition (24). Nevertheless, as they are not in L?, we
need to build a smooth localized version avoiding the non L? tale, what according to the
above discussion is doable in the coercive zone |y| < I%I‘

Proposition 3 (Localized self similar profiles) There exist universal constants C >

0, n* > 0 such that the following holds true. For all 0 < n < n*, there exist constants
v*(n) >0, b*(n) > 0 going to zero as n — 0 such that for all |b] < b*(n), let

2 -
Rb:m\/l— s Rb :\/1—?7Rb,
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Bgr, ={y € RN, |y| < Ry}. Then there exists a unique radial solution @, to

. 4
AQy = Qo +1ib (5 Qo +y- VQs) + QulQu|¥ =0,
i 2
Py=Que" = >0 in Bp,,

@5(0) € (Q(0) —v*(n), Q(0) +v*(n)), Qu(Ry) = 0.

Moreover, let a smooth radially symmetric cut-off function ¢p(x) = 0 for |x| > Ry and
¢p(x) =1 for |[z] < R, 0 < ¢p(x) <1 and set

Qu(r) = Qp(r) P (r),

then .
Qy—Q as b—0

in some very strong sense, and Qp satisfies

Z|e

AQy — Qp +ib(Qp)1 + Qu|Qu|¥ = =T,

with

_<

Supp(Vy) C{R, <yl < Ry} and |[p|er <e P

The meaning of this proposition is that one can build localized profiles Qp on the ball
Bpg, which are a smooth function of b and approximate () in a very strong sense as b — 0,
and these profiles satisfy the self similar equation up to an exponentially small term W
supported around the turning point %. The proof of this Proposition uses standard vari-
ational tools in the setting of non linear elliptic problems. A similar statement is also to
be found in [31].

Now one can think of making a formal expansion of Qp in terms of b, and the first
term is non zero: B
0Qp o

Y — _ 2
b b=0 yre.

2y

A fundamental degeneracy property is now that the energy of Qy is degenerated in b at
all orders:

=la

|E(Qp)| < e T, (59)

for some universal constant C' > 0.
The existence of a one parameter family of profiles satisfying the self similar equation
up to an exponentially small term and having an exponentially small energy is an algebraic

property of the structure of (1) around Q which is at the heart of the existence of the log-log
regime.
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4.3 Modulation theory

We now are in position to exhibit the sharp decomposition needed for the proof of the
log-log upper bound. From Lemma 1 and the proximity of Qp to Q in H', the solution
u(t) to (1) is for all time close to the four dimensional manifold

M= {e"\TQp(\y+ 1), (A 7,2,b) € RL x Rx RV x R}
We now sharpen the decomposition according to the following Lemma.

Lemma 2 (Non linear modulation of the solution close to M) There existC' func-
tions of time (\,7,z,b) : [0,T) — (0,4+00) x R x RN x R such that:

v e [0,7), e(t,y) = "ONT (ult, By + (1)) — Qo (v) (60)
satisfies:
(i)
(510 (Sa)1) + (22(8), @) =0, (61)
(21(8), 5Dy ) + (=2t y@b(t)) =0, (62)
= (518): (Oue)2) + (22(t), (Soiey)2) =0, (63)
= (10, @)1) + (220, (Soe)1) =0, (64)
where € = €1 + iea, Qp = Ty + 1Oy, in terms of real and imaginary parts;
(i) |1 —)\(t)m| + e(®)| g + b(t)] < 8(a*) with §(a*) — 0 as a* — 0.

IVQ|r2

Let us insist onto the fact that the reason for this precise choice of orthogonality con-
ditions is a fundamental issue which will be addressed in the next section.

Proof of Lemma 2

This Lemma follows the standard frame of modulation theory and is obtained from
Lemma 1 using the implicit function theorem.

From Lemma 1, there exist parameters vo(t) € R and z(t) € R such that with \o(t) =
‘VQ|L2

[Vu(®)[ 2 N

2

Ve [0,7), |Q— e ON(t) T uNo(t)r +a0(t))|,, < d(a”)

with d(a*) — 0 as o — 0. Now we sharpen this decomposition using the fact that
Qy— Qin H' as b — 0, i.e. we chose (A(t),7(t),z(t),b(t)) close to (Ao(t),v0(t), zo(t),0)
such that

et,y) = TN (@u(t, A1)y + (1)) = Qo (y)

35



is small in H! and satisfies suitable orthogonality conditions (61), (62), (63) and (64).
The existence of such a decomposition is a consequence of the implicit function Theorem.
For 6 > 0, let Vs = {v € HY(C); |v—Q|g < 4}, and for v € HY(C), \; > 0, 11 € R,
z1 € RY, b € R small, define

. N -
5,\1,71,x1,b(y) =eMA? v(My + 1) — Qp. (65)

We claim that there exists § > 0 and a unique C* map : Vs — (1 — X, 14 X) x (=7,7) x
B(0,%) x (—b,b) such that if v € V5, there is a unique (A1, 71,21, b) such that ex, 4, 0,6 =
(Exiy,z1,b)1 + 1(Ex; y1,21,0)2 defined as in (65) satisfies

pl(v) = ((5)\1,71711717)17 (Zb)l) + ((5)\1,71,901,5)27 (Gb)l) =0,
(

p2(v) = ((E>\17717$17b)17y2b) + (5>\1,W1,$1,b)27y®b) =0,
P2 (0) = = ((Ex 1,21.6)15 (O)2) + ((Eximr,210)25 (Zp)2) = 0,

,04(’1)) = ((5)\1,71711717)17 (65)1) - ((5)\1,71711717)27 (Zb)l) =0.

Moreover, there exists a constant C1 > 0 such that if v € V5, then |ex, 4, 2, [g1 + A1 — 1|+
|y1] + |o1| + |b| < C16. Indeed, we view the above functionals p', p?, p?, p* as functions of
(M, 71, x1,b,v). We first compute at (Ay,y1,x1,b,v) = (1,0,0,0,v):

OEx 1,210 Oex y N Oex b . Oey b 3@1;
JLrLb 1LyL,2Lb AV v 1,71,81,0 LyTLb

Gr YT 0N g VTV T TS ),
Now recall that (Qb)\b:o = @ and (%%)\bfo = |y‘ Q. Therefore, we obtain at the

pOil’lt ()\1,71,.%1,[),’0) - (17070707 Q)a

g—ii—\wg, g_i_o, g_i_o’aa_pbl_o’
B =0 =0 g =310 =0
B0 L L =02 =
L

The Jacobian of the above functional is non zero, thus the implicit function Theorem
applies and conclusion follows. This concludes the proof of Lemma 2.

Let us now write down the equation satisfied by € in rescaled variables. To simplify
notations, we note

Qy=%+6
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in terms of real and imaginary parts. We have: Vs € R, Vy € R,

ox N As _ Ts
bS% + 0581 — M_(E) +b (381 +y- V&'l) (T + b) Y14+ 70 + X -VX
+ (£+b>(ﬁ +y-V )+~ + 2
h\ 5 Gty -ver Vs€2 h\
+ Im(\IJ) - Rg(é)
00 N As N Ts
bs%+8552+M+(5)+b<562+y~V52> = (74‘()) @1—’YSE+TV®
A N . Ts
+ (y—i-b) (552 —I—y-V52> —7551—|—X
— Re(¥) + Ry(e),
with 4(s) = —s — 7(s). The linear operator close to Qj is now a deformation of the linear

operator L close to @ and writes M = (M, M_) with

432 _— 4¥0 ~ 4
My(e) = —Aeq +e1 — ( 1 1) 1Qs|Ver — ( be\z%) £,

N|Qy? N|Qy|?
402 .4 4¥0 - 4
M_(g) = —Aez +e2 — <7~ + 1) Q| N ez — <7~|Qb|ﬁ> €1
N|Qy|? N|Qy|?

Interaction terms are formally quadratic in € and write:

zle

5, 1% 510, |+ %2 - 120 -
Ra(e) = (1 + D)l + Q¥ — Zl@Quy|¥ - (W i 1) Ql¥er - (MQb\a!Qb\ )52,
- 4 o 2 o o
Ra(e) = (e2 + O©)le + Qo| ¥ — B|Qs| ¥ — <7N4lgb|2 + 1) |Qp| Ve — ( -0 |Qb|ﬁ> €1

Two natural estimates may now be performed:

e First, we may rewrite the conservation laws in the rescaled variables and linearize
obtained identities close to (). This will give crucial degeneracy estimates on some
specific order one in € scalar products.

e Next, we may inject orthogonality conditions of Lemma 2 into equations (66), (67).
This will compute the geometrical parameters in their differential form )‘—/\5, Vs, 5, bs
in terms of e: these are the so called modulation equations. This step requires
estimating the non linear interaction terms. A crucial point here is to use the fact
that the ground state @) is exponentially decreasing in space.

The outcome is the following:
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Lemma 3 (First estimates on the decomposition) We have for all s > 0:
(i) Estimates induced by the conservation of the energy and the momentum:

(61, Q)] < 6(a </|v5|2+/|5|2 yl) +e T 4+ CA2|E|, (68)

(0. 9) < Cta) [ 196 + [ e ). (69)

(ii) Estimate on the geometrical parameters in differential form:

<

1
As ~ _ 2 _c
‘T%—b‘ bl + 1l < € ([ 196+ [ e i) 4 e, (70)

@) ([ 19+ [lepe ) oo, ()

Remark 3 The exponentially small term in degeneracy estimate (68) is in fact related to
the value of E(Qp), so we use here in a fundamental way non linear degeneracy estimate

(59).

Here are two fundamental comments on Lemma 3:

where 6(a*) — 0 as o — 0.

e First, the norm which appears in the estimates of Lemma 3 is essentially a local
norm in space. The conservation of the energy indeed relates the [|Ve|? norm with
the local norm. These two norms will turn out to play an equivalent role in the
analysis. A key is that no global L? norm is needed so far.

e Comparing estimates (70) and (71), we see that the term induced by translation
invariance is smaller than the ones induced by scaling and phase invariances. This
non trivial fact is an outcome of our use of the Galilean transform to ensure the zero
momentum condition (47).

4.4 The virial type dispersive estimate

Our aim in this subsection is to exhibit the dispersive virial type inequality at the heart of
the proof of the log-log upper bound. This information will be obtained as a consequence
of the virial structure of (1) in X.

Let us first recall that virial identity (19) corresponds to two identities:
9 d
dt2 |z |ul? = 4d Im( | z- Vuu) = 16Ey. (72)
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We want to understand what information can be extracted from this dispersive informa-
tion in the variables of the geometrical decomposition.

To clarify the claim, let us consider an € solution to the linear homogeneous equation
i0se + Le =0 (73)

where L = (L, L_) is the linearized operator close to Q). A dispersive information on &
may be extracted using a similar virial law as (19):

liIm(/y - Veg) = H(e,e), (74)

2ds
where H(e,e) = (L1£1,e1) + (Leg,e2) is a Schrodinger type quadratic form decoupled in
the real and imaginary parts with explicit Schrodinger operators:
2 /4 4 2 4
Li=-A+=(=+1)QVv 7y VQ , Ly=-A+=Qv 'y VQ.
=8t (5 1) QP Ve L L= —A+ QY VE

Note that both these operators are of the form —A + V' for some smooth well localized
time independent potential V' (y), and thus from standard spectral theory, they both have
a finite number of negative eigenvalues, and then continuous spectrum on [0, +00). A
simple outcome is then that given an ¢ € H' which is orthogonal to all the bound states
of L1, Ly, then H(e,¢) is coercive, that is

H(e,e) > do (/ |Vel? + / \6]26_3")

for some universal constant §y > 0. Now assume that for some reason -it will be in our
case a consequence of modulation theory and the conservation laws-, ¢ is indeed for all
times orthogonal to the bound states, then injecting the coercive control of H(e,¢) into

(74) yields:
%%Im(/y -Vezg) > d (/ |Vel2 + / ]5\2€|y) . (75)

Integrating this in time yields a standard dispersive information: a space time norm is
controlled by a norm in space.

We want to apply this strategy to the full € equation. There are two main obstructions.

First, it is not reasonable to assume that € is orthogonal to the exact bound states of
H. In particular, due to the right hand side in the € equation, other second order terms
will appear which will need be controlled. We thus have to exhibit a set of orthogonality
conditions which ensures both the coercivity of the quadratic form H and the control of
these other second order interactions. Note that the number of orthogonality conditions
we can ensure on ¢ is the number of symmetries plus the one from b. A first key is
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the following Spectral Property which is precisely the property which has been proved
in dimension N = 1 in [20] using the explicit value of @) and checked numerically for
N =2,34.

Proposition 4 (Spectral Property) Let N = 1,2,3,4. There exists a universal con-
stant &g > 0 such that Ve € H!,

Hee) 2 o [1Vel+ [lefe) - {00+ (1,00 + (21,9Q)°
+ (e2,Q1)° + (62, Q)% + (22, VQ)Q} : (76)

To prove this property amounts first counting exactly the number of negative eigen-
values of each Schrodinger operator, and then prove that the specific chosen set of orthog-
onality conditions, which is not exactly the set of the bound states, is enough to ensure
the coercivity of the quadratic form. Both these issues appear to be non trivial when @)
is not explicit.

Then, the second major obstruction is the fact that the right hand side Im( [y - Veg)
is an unbounded function of € in H'. This is a priori a major obstruction to the strategy,
but an additional non linear algebra inherited from wvirial law (19) rules out this difficulty.

The formal computation is as follows. Given a function f € 3, we let ®(f) = Im([y-
Vff). According to (74), we want to compute d%fb(z-:). Now from (72) and the conservation
of the energy:

vVt € [0,T), ®(u(t)) =4Eogt+ co

for some constant cg. The key observation is that the quantity ®(u) is scaling, phase
and also translation invariant from zero momentum assumption (47). From geometrical
decomposition (60), we get:

Vi€ [0,T), ®(c+ Qp) = 4Eot + co.
We now expand this according to:
®(c + Q) = ®(Qp) — 2(c2, 1) + 2(e1,01) + B(e).
From explicit computation,
B(G) = 5 wQuf3 ~ ~Cb
for some universal constant C' > 0. Next, from explicit choice of orthogonality condition

(64),
(€2,%1) — (€1,01) = 0.
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We thus get using % =\%
(®(e)), ~ 4\?Ey + Cbs.
In other words, to compute the a priori unbounded quantity (®(e)), for the full non linear

equation is from the virial law equivalent to computing the time derivative of by, what of
course makes now perfectly sense in H'.

The wvirial dispersive structure on u(t) in ¥ thus induces a dispersive structure in

L2 N H' on e(s) for the full non linear equation.

loc
The key dispersive virial estimate is now the following.

Proposition 5 (Local viriel estimate in ¢) There exist universal constants o9 > 0,
C > 0 such that for all s > 0, there holds:

C

by > 6o (/ Vel +/\5126—yl) S \2Ey — e (77)
Proof of Proposition 5

Using the heuristics, we can compute in a suitable way bg using orthogonality condition
(64). The computation -see Lemma 5 in [21]- yields:

i'ngbs = H(z,e) +2X°| Ep| — % {(e2,(31)y) — (€1,(O1)y)} (78)
_ <% + b> {(g2,22) — (¢1,02)} — s {(e1,%1) + (2,01)}

— (61, Re(\I/)l) — (EQ,Im(\P)l) + (l.O.t),
where the lower order terms may be estimated from the smallogess of ¢ in H':

Lot| < 5(a”) </|v5|2+/|5|26—yl>.

We now explain how the choice of orthogonality conditions and the conservation laws allow
us to deduce (77).

step 1 Modulation theory for phase and scaling.

The choice of orthogonality conditions (63), (61) has been made to cancel the two
second order in € scalar products in (78):

<% + b> {(e2,22) = (e1,02)} + 75 {(e1,¥1) + (€2,01)} = 0.

step 2 Elliptic estimate on the quadratic form H.
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We now need to control the negative directions in the quadratic form as given by
Proposition 4. Directions (e1,Q1), (€1,yQ), (€2,Q2) and (g2,Q1) are treated thanks to
the choice of orthogonality conditions and the closeness of Qp to Q for |b| small. For
example,

(e2,Q1)* = [{(e2,Q1 — £1) + (61,01)} + (£2,51) — (e1,01)
= |(e2,Q1 — 1) + (£1,01)]?

so that

(c2.Qu)? < 3(a)( [ V2 + [ Jee).

Similarly, we have:
(€19Q) + (2.Q0° + (61.Qn)* < (@) [ Vel + [lefPe). (19)

The negative direction (1, Q)? is treated from the conservation of the energy which implied
(68). The direction (g2, V@) is treated from the zero momentum condition which ensured
(69). Putting this together yields:

_c
(€1, + (22, VQP < 80 [ 1VeP + [ lefe vl 22 ) 4 F
step 3 Modulation theory for translation and use of Galilean invariance.

Galilean invariance has been used to ensure zero momentum condition (47) which in
turn led together with the choice of orthogonality condition (62) to degeneracy estimate
(71):

,Q
521 < O8(@) ([ V6P + [ lefPehd 4 e
Therefore, we estimate the term induced by translation invariance in (78) as

xs

2 ({22, (B1)y) — (1, (O1)y)} ‘<05 (/yvg\u/‘gp |y) -&.

step 4 Conclusion.

Injecting these estimates into the elliptic estimate (76) yields so far:
2 2_—lyl 2 - 1
bs > 0y /\Vs] —I—/ls\e Y —2)\E0—e\b—5—()\E0).

We now use in a crucial way the sign of the energy Eg < 0 and the smallogess \?|Ep| <
d(a*) which is a consequence of the conservation of the energy to conclude. This ends the
proof of Proposition 5.
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4.5 Monotonicity and control of the blow up speed

Virial dispersive estimate (77) means a control of the excess of mass € by an exponentially
small correction in b in time averaging sense. More specifically, this means that in rescaled
variables, the solution writes Qp + ¢ where Qy, is the regular deformation of () and the rest
is in a suitable norm exponentially small in . This is thus an expansion of the solution
with respect to an internal parameter in the problem, b.

This virial control is the first dispersive estimate for the infinite dimensional dynamic
driving €. Observe that it means little by itself if nothing is known about b(t). We shall
now inject this information into the finite dimensional dynamic driving the geometrical
parameters. The outcome will be a rigidity property for the parameter b(t) which will in
turn tmply the existence of a Lyapounov functional in the problem. This step will again
heavily rely on the conservation of the energy. This monotonicity type of results will then
allow us to conclude.

We start with exhibiting the rigidity property which proof is a maximum principle
type of argument.

Proposition 6 (Rigidity property for b) b(s) vanishes at most once on R..

Note that the existence of a quantity with prescribed sign in the description of the
dynamic is unexpected. Indeed, b is no more then the projection of some a priori highly
oscillatory function onto a prescribed direction. It is a very specific feature of the blow up
dynamic that this projection has a fixed sign.

Proof of Proposition 6

Assume that there exists some time s; > 0 such that b(s;) = 0 and bs(s;) < 0, then
from (77), e(s1) = 0. Thus from the conservation of the L? norm and Qy(s2) = Q, we
conclude [ |ug|? = [Q? what contradicts the strictly negative energy assumption. This
concludes the proof of Proposition 6.

The nest step is to get the exact sign of b. This is done by injecting virial dispersive
information (77) into the modulation equation for the scaling parameter what will yield

As
—— ~b. 80
- (50)

The fundamental monotonicity result is then the following.

Proposition 7 (Existence of an almost Lyapounov functional) There exists a time
sg > 0 such that
Vs > s, b(s) > 0.
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Moreover, the size of the solution is in this regime an almost Lyapounov functional in the
sense that:
VSQ Z S1 Z S0, )\(82) S 2)\(81). (81)

Proof of Proposition 7
step 1 Equation for the scaling parameter.

The modulation equation for the scaling parameter A inherited from choice of orthog-
onality condition (61) implied control (70):

1
‘% +b} <cC </|v5|2 +/|5|26—1|y) e

which implies (80) in a weak sense. Nevertheless, this estimate is not good enough to
possibly use the virial estimate (77). We claim using extra degeneracies of the equation
that (70) can be improved for:

A . e
‘7 +b‘ < c</|v5|2+/|5|26 1'9) e (82)

step 2 Use of the virial dispersive relation and the rigidity property.

We now inject virial dispersive relation (77) into (82) to get:

_C

s <cuvef

We integrate this inequality in time to get: V0 < s1 < s9,

)\(82)> 52
lo ( + / b(s)ds
The key is now to use rigidity property of Proposition 6 to ensure that b(s) has a fized sign
for s > 39, and thus: Ys > &g,
52
/ b(s)ds
s1

S92 _ C
/ e 1) ds
S1

step 3 b is positive for s large enough.

1 s2 __¢
< _+/ e o) ds. (83)
4 s1

< % . (84)

Assume that ‘fO”LOO b(s)ds‘ < +o00, then b has a fixed sign for s > §p and |bs] < C

is straightforward from the equation, so that we conclude: b(s) — 0 as s — +00. Now
from (83) and (84), this implies that |log(A(s))] < C as s — +o0, and in particular
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A(s) > Ag > 0 for s large enough. Injecting this into virial control (77) for s large enough
yields:

1

Integrating this on large time intervals contradicts the uniform boundedness of b. Here we
have used again assumption Ey < 0.

We thus have proved: ‘fOJroo b(s)ds‘ = +o0o. Now assume that b(s) < 0 for all s > 5y,
then from (83) and (84) again, we conclude that log(A(s)) — 0 as s — +oo. Now from
At) ~ m, this yields |Vu(t)|2 — 0 as t — T. But from Gagliardo-Nirenberg
inequality and the conservation of the energy and the L? mass, this implies Ey = 0, con-
tradicting again the assumption FEg < 0.

step 4 Almost monotonicity of the norm.

We now are in position to prove (81). Indeed, injecting the sign of b into (83) and (84)
yields in particular: Vsg < s1 < s9,

i + % / b(s)ds < —log (;EZ;) < i + 2/ b(s)ds, (85)

and thus:

A 1
Vsg < 51 < s9, —log <)\Ezi§> > 7

what yields (81). This concludes the proof of Proposition 7.

Note that from the above proof, we have obtained [;"* b(s)ds = +oc0, and thus from
(85):
A(s) =0 as s — oo, (86)

that is finite or infinite time blow up. On the contrary to the virial argument, the blow up
proof is no longer obstructive but completely dynamical, and relies mostly on the rigidity
property of Proposition 6.

Let us conclude these notes by finishing the proof of Theorem 7. We need to prove
finite time blow up together with the log-log upper bound (33) on blow up rate. The proof
goes as follows.

step 1 Lower bound on b(s).

We claim: there exist some universal constant C' > 0 and some time s; > 0 such that
Vs > S1,
1

V) 2 g Tog &

(87)
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Indeed, first recall (77). Now that we know the sign of b(s) for s > s, we may view this
inequality as a differential inequality for b for s > sq:
_c 9 _C . bs ¢
bg > —e v > —b%e = ie —b—262b§1.
We integrate this inequality from the non vanishing property of b and get for s > 51 large
enough:

ebs) < s+4et@® <2Cs ie b(s) > og(s)"

(88)
We now recall (85) on the time interval [y, s]:

1 /s A(s)

-/ b<-1o —) +

2 / < ~lesl3rg))
for s > 39 large enough from A(s) — 0 as s — +o0. Inject (88) into the above inequality,
we get for s > §3

s s Cdr 1 /s s

C—log(s) < 5 —log(T) < 1 . b < —log(A(s)) ie |log(A(s))| > Clog(s)

< —2log(A(s))

RS

for some universal constant C' > 0, and thus for s large

1
log | log(A(s))| > log(s) ~ log(los(s)) >  log(s)
and conclusion follows from (88). This concludes the proof of (87).
step 2 Finite time blow up and control of the blow up speed.

We first use the finite or infinite time blow up result (86) to consider a sequence of
times t, — T € [0, +o00] defined for n large such that

Atn) =277,

Let s, = s(t,) the corresponding sequence and ¢ such that s(t) = s¢ given by Proposition
7. Note that we may assume n > 7 such that ¢, > ¢. Remark that 0 < ¢, < t,41 from
(81), and so 0 < s;, < Sp+1. Moreover, there holds from (81)

Vs € [sn, sna1), 2777 < A(s) < 277D, (89)
We now claim that (33) follows from a control from above of the size of the intervals

[tn, tnt1] for n > 7.
Let n > m. (87) implies

/SnJrl ds < C/SnJrl b( )d
T s)as.
Sn 1Og | 1Og()\(8))| N Sn
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(85) with s1 = s, and sg = s,41 yields:

1 Sn+41

)‘(SnJrl)

1
— b(s) < = — 2,1 <C.
92 s (8) =4 ‘yQ’LQ Og( )\(Sn) )—
Therefore,
vnzm, [ ¢
n >, —— < (.
- so log|log(A(s))]

Now we change variables in the integral at the left of the above inequality according to

% = )\%(s) and estimate with (89):

C>/Sn+1 ds /tn+1 dt S 1 lnt1 it
“ Jon logllog(A(s))|  Jr,  A2(t)1og [log(A(t)] T 10X2(t,) log [log(A(tn))| Ji,

so that
lnt1 —tn < C)‘Q(tn) log ‘ IOg()‘(tn))‘~

From A(t,) = 27" and summing the above inequality in n, we first get

T < +o0
and
C(T—t,) < Y 27%log(k)= Y 27%log(k)+ > 2 *log(k)
k>n n<k<2n k>2n
< C27%log(n) 4+ 27" log(2n) kg% 2_21‘7%
< C27%log(n) + C27 " log(n) ; C2 2" log(n) < CA*(t,)log |log(A(t,))].

From the monotonicity of A (81), we extend the above control to the whole sequence ¢t > t.
Let t > 7, thent € [t,,t,41] for some n > M, and from $A(t,) < A(t) < 2A(t,), we conclude

X2(t) log [ Tog(A(#))] = CN2(t) log [ 1og(A(ta))| = C(T — t) = C(T — t).

Now remark that the function f(x) = z2log|log(z)| is non decreasing in a neighborhood
at the right of x = 0, and moreover

< Lt *0—2&0 0 L .
f<5\/m> 4 log\log(T—t)\l di g<c\/1og\1og(T—t)\>’ ey

for t close enough to T, so that we get for some universal constant C*:

. T —t , i T —t
f““”zf(C VW) le WEWW
and (33) is proved.

This concludes the proof of Theorem 7.

47



References

1]

2]

[10]

[11]

[12]

[13]

Berestycki, H.; Lions, P.-L., Nonlinear scalar field equations. I. Existence of a ground
state. Arch. Rational Mech. Anal. 82 (1983), no. 4, 313-345.

Berestycki, H.; Lions, P.-L.; Peletier, L. A., An ODE approach to the existence of
positive solutions for semilinear problems in R". Indiana Univ. Math. J. 30 (1981),
no. 1, 141-157.

Bourgain, J., Refinements of Strichartz’ inequality and applications to 2D-NLS with
critical nonlinearity, Internat. Math. Res. Notices 1998, no. 5, 253283

Bourgain, J., Problems in Hamiltonian PDE’s, Visions in mathematics towards 2000,
Proceedings of the meeting held at Tel Aviv University, Tel Aviv, August 25—
September 3, 1999. Edited by N. Alon, J. Bourgain, A. Connes, M. Gromov and
V. Milman, Geom. Funct. Anal Special Volume (2000), 32-56.

Bourgain, J.; Wang, W., Construction of blowup solutions for the nonlinear
Schrodinger equation with critical nonlinearity. Ann. Scuola Norm. Sup. Pisa Cl.
Sci. (4) 25 (1997), no. 1-2, 197-215 (1998).

Cazenave, Th.; Weissler, F., Some remarks on the nonlinear Schrédinger equation in
the critical case. Nonlinear semigroups, partial differential equations and attractors
(Washington, DC, 1987), 18-29, Lecture Notes in Math., 1394, Springer, Berlin, 1989.

Gidas, B.; Ni, W.M.; Nirenberg, L., Symmetry and related properties via the maxi-
mum principle, Comm. Math. Phys. 68 (1979), 209—243.

Ginibre, J.; Velo, G., On a class of nonlinear Schrédinger equations. I. The Cauchy
problem, general case. J. Funct. Anal. 32 (1979), no. 1, 1-32.

Glangetas, L.; Merle, F., Existence of self-similar blow-up solutions for Zakharov
equation in dimension two. I. Comm. Math. Phys. 160 (1994), no. 1, 173-215.

Kato, T., On nonlinear Schrédinger equations. Ann. Inst. H. Poincar Phys. Theor. 46
(1987), no. 1, 113-129.

Kwong, M. K., Uniqueness of positive solutions of Au — u + uP = 0 in R"™, Arch.
Rational Mech. Anal. 105 (1989), no. 3, 243-266.

Landman, M. J.; Papanicolaou, G. C.; Sulem, C.; Sulem, P.-L., Rate of blowup for
solutions of the nonlinear Schrodinger equation at critical dimension. Phys. Rev. A
(3) 38 (1988), no. 8, 3837-3843.

Lions, P.-L.; The concentration-compactness principle in the calculus of variations.
The locally compact case. I. Ann. Inst. H. Poincar Anal. Non Linaire 1 (1984), no. 2,
109-145.

48



[14]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

Lions, P.-L.; The concentration-compactness principle in the calculus of variations.
The locally compact case. II. Ann. Inst. H. Poincar Anal. Non Linaire 1 (1984), no.
4, 223-283.

Martel, Y.; Merle, F., Stability of blow up profile and lower bounds for blow up rate
for the critical generalized KdV equation, Ann. of Math. (2) 155 (2002), no.1, 235-280.

Merle, F., Construction of solutions with exact k£ blow up points for the Schrédinger
equation with critical power, Comm. Math.Phys. 129 (1990), 223-240.

Merle, F., Determination of blow-up solutions with minimal mass for nonlinear
Schrodinger equations with critical power. Duke Math. J. 69 (1993), no. 2, 427-454.

Merle, F., Lower bounds for the blow up rate of solutions of the Zakharov equations
in dimension two, Comm. Pure. Appl. Math. 49 (1996), n0. 8, 765-794.

Merle, F., Blow up results of virial type for Zakharov equations, Comm.Math. Phys.
(1996), n0. 2, 205-214.

Merle, F.; Raphael, P., Blow up dynamic and upper bound on the blow up rate for
critical nonlinear Schrodinger equation, to appear in Annals of Math.

Merle, F.; Raphael, P., Sharp upper bound on the blow up rate for critical nonlinear
Schrodinger equation, Geom. Funct .Ana 13 (2003), 591-642.

Merle, F.; Raphael, P., On Universality of Blow up Profile for L? critical nonlinear
Schrédinger equation, to appear in Invent. Math.

Merle, F.; Raphael, P., Sharp lower bound on the blow up rate for critical nonlinear
Schrodinger equation, preprint.

Merle, F; Raphael, P., Profiles and Quantization of the Blow Up Mass for critical
nonlinear Schrodinger Equation, to appear in Comm. Math. Phys.

Merle, F.; Tsutsumi, Y., L? concentration of blow up solutions for the nonlinear
Schrodinger equation with critical power nonlinearity, J.Diff. Eq. 84 (1990), 205-214.

Merle, F.: Vega, L., Compactness at blow up time for L? solutions ofnthe critical non
linear Schrodinger equation in 2D, IMRN 1998, N8, 399-425.

Nawa, H., ”Mass concentration” phenomenon for the nonlinear Schrdinger equation
with the critical power nonlinearity, Funkcial. Ekvac. 35 (1992), no. 1, 1-18.

Nawa, H., Asymptotic and limiting profiles of blowup solutions of the nonlinear
Schrodinger equation with critical power. Comm. Pure Appl. Math. 52 (1999), no. 2,
193-270.

49



[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

Ogawa, T.; Tsutsumi, Y., Blow-up of H! solution for the nonlinear Schrédinger
equation. J. Differential Equations 92 (1991), no. 2, 317-330.

Papanicolaou, G. C.; Sulem, C.; Sulem, P.-L.; Wang, X. P., Singular solutions of the
Zakharov equations for Langmuir turbulence. Phys. Fluids B 3 (1991), no. 4, 969-980.

Perelman, G., On the blow up phenomenon for the critical nonlinear Schrédinger
equation in 1D, Ann. Henri. Poincar, 2 (2001), 605-673.

Raphael, P., Stability of the log-log bound for blow up solutions to the critical non-
linear Schrodinger equation, to appear in Math. Annalen.

Russell, J.; Xingbin, P., On an elliptic equation related to the blow up phenomenon
in the nonlinear Schrédinger equation. Proc. Roy. Soc. Ed., 123 A, 763-782, 1993.

Sulem, C.; Sulem, P.L., The nonlinear Schrodinger equation. Self-focusing and wave
collapse. Applied Mathematical Sciences, 139. Springer-Verlag, New York, 1999.

Weinstein, M.I., Lyapunov stability of ground states of nonlinear dispersive evolution
equations, Comm. Pure. Appl. Math. 39 (1986), 51—68.

Weinstein, M.I., Modulational stability of ground states of nonlinear Schrédinger
equations, STAM J. Math. Anal. 16 (1985), 472—491.

Weinstein, M.I., Nonlinear Schrédinger equations and sharp interpolation estimates,
Comm. Math. Phys. 87 (1983), 567—576.

Zakharov, V.E.; Shabat, A.B., Exact theory of two-dimensional self-focusing and
one-dimensional self-modulation of waves in non-linear media, Sov. Phys. JETP 34
(1972), 62—69.

50





