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To investigate acoustic effects of nonlinear internal waves, the two southwest tracks of the SWARM
95 experiment are considered. An airgun source produced broadband acoustic signals while a packet
of large nonlinear internal waves passed between the source and two vertical linear arrays. The
broadband data and its frequency range~10–180 Hz! distinguish this study from previous work.
Models are developed for the internal wave environment, the geoacoustic parameters, and the airgun
source signature. Parabolic equation simulations demonstrate that observed variations in intensity
and wavelet time–frequency plots can be attributed to nonlinear internal waves. Empirical tests are
provided of the internal wave-acoustic resonance condition that is the apparent theoretical
mechanism responsible for the variations. Peaks of the effective internal wave spectrum are shown
to coincide with differences in dominant acoustic wavenumbers comprising the airgun signal. The
robustness of these relationships is investigated by simulations for a variety of geoacoustic and
nonlinear internal wave model parameters. ©2004 Acoustical Society of America.
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I. INTRODUCTION

Nonlinear internal waves often occur in coastal are
including the Yellow Sea1 and Mediterranean Sea,2 and off
both coasts of the United States.3,4 They are now known to
strongly influence acoustic propagation through them. Va
tions in acoustic field and travel time caused by nonlin
internal wave fields have been studied in the Barents S5

and in the Gulf of Mexico.6 Reference 1 proposed that u
expectedly large, frequency-dependent transmission lo
observed in the Yellow Sea resulted from strong inter
waves. It was suggested that the effect depended on a
fective wavenumber of the internal waves and a class
wave–wave interaction phenomena. This leads to a re
nance condition relating the internal wave wavelength a
differences between the dominant acoustic mode waven
bers.

Resonant interactions between linear internal waves
acoustic mode amplitudes were previously examin
theoretically7 in a random media setting. Throughout th
paper, we focus mainly on acoustic influences from quas
terministic nonlinear internal waves, as opposed to a rand
internal wave field.8 Fundamental questions arise concern
the ocean applicability of the resonance mechanism. For

a!Currently at the Department of Mathematics, Marist College, 3399 No
Rd., Poughkeepsie, New York 12601.
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ample, at moderate acoustic frequencies of 200–600
shallow-water channels have many propagating modes
many possibilities for wavenumber differences that reson
with the internal wave scales. What happens at lower
quencies? The classical resonance mechanism also req
an acoustic diffraction grating with well-defined enviro
mental wavelengths. How are these wavelengths specifie
realistic ocean environments, with trains consisting
variable-amplitude, irregularly spaced nonlinear waves? S
nificant acoustic mode coupling is now known to occur wit
out the resonance mechanism; numerical studies show m
amplitude changes of 400 Hz signals due to the interac
with a single nonlinear internal wave9 and an irregular inter-
nal wave packet.10 Is the acoustic-nonlinear internal wav
resonance condition viable in actual ocean environments

Simulations support the resonance condition hypothe
as a possible coupling mechanism. For example, in the
low Sea study1 nonlinear internal wave packets were repr
sented by deterministic sinusoidal waves, so the effec
wavenumber was easily specified, and simulations indica
that a resonant interaction could cause the large transmis
losses observed. More recently, the role of effective inter
wave wavenumbers has been shown for continuous w
~CW! transmissions at 240 Hz,6 above 450 Hz,11 and for
broadband pulses centered at 224 Hz and above.12,13 None-
theless, we are not aware of combinations of a well-samp
ocean environment, research-quality acoustic data, an
comprehensive modeling study that demonstrates the oc

h
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rence and effective operation of the resonance mechan
Deterministic and random internal wave fields were found
simulations to have distinct effects on acoustic propagatio14

in an environment like SWARM. A more thorough review
relevant experimental and theoretical investigations has b
prepared.15 One important development is a formulation16 in
terms of the horizontal wavenumber spectrum of the non
ear internal wave packet, as opposed to a single waven
ber. Resonance occurs when internal-wave wavenum
spectrum peaks correspond to differences between aco
mode wavenumbers.

In the summer of 1995, the Shallow Water Acoustics
Random Media~SWARM! experiment was conducted off th
coast of New Jersey17 to obtain high quality environmenta
and acoustic data and study the influences of nonlinear in
nal waves on acoustic propagation. The main acoustic tr
in SWARM explored an across shelf geometry, which w
perpendicular to the internal wave wavefronts. Broadba
signals were also propagated in an along shelf geometr
two southwest tracks during the passage of at least
strong nonlinear internal wave packet. The along and ac
shelf geometry of these tracks allows the investigation of
azimuthal dependence of acoustic variations caused by
linear internal waves.18

In this paper we focus on additional observations a
detailed modeling for the southwest tracks of the SWAR
experiment. The airgun source used along this track p
duced signals with energy primarily in a low-frequency~10–
180 Hz! band. This band contrasts with previous studies t
focus on CW signals above 200 Hz and with other broadb
simulations12,13,18 at higher frequencies. Observed tim
variations in acoustic measurements, the presence of
quality environmental data, and the passage of a strong
coherent train of nonlinear internal waves provide an exc
tional opportunity for testing the applicability of the res
nance mechanism. However, low-frequency signals con
relatively few propagating modes and thus provide few
portunities for satisfying the resonance condition. Our stu
also uses time–frequency analysis to reveal frequen
dependent mode amplitude variations resulting from the n
linear internal waves.

In this paper we also address modeling issues in
context of SWARM that should be relevant to other expe
ments. It is important for future simulations to develop
environmental model of that site and of the nonlinear inter
waves that reproduce observed variations in data. Altho
questions arise about using weakly nonlinear Kortew
deVries equation solutions to model nonlinear inter
waves,19 thermal records from SWARM show that these s
lutions are adequate for modeling spectral and temporal c
acteristics of the nonlinear wave packet observed. Moreo
the primary acoustic effects seen are reproduced withou
lying on contributions from a background field of linear i
ternal waves. The level of uncertainty in seabed geoacou
parameters, especially the upper sediment layers, is det
for analyzing internal wave effects. An unexpected aspec
the modeling effort was the need to formulate an effect
source representation, emphasizing the experimental in
J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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mation necessary to perform comparisons between data
simulations.

The paper is organized as follows. In Sec. II we provi
details of the experimental tracks, including the airg
source and environmental data. In Sec. III we explain en
ronmental observations, notably the occurrence of the n
linear internal waves and their observed effects on acou
signals. In Sec. IV we describe the full model of the sou
west SWARM tracks obtained from available environment
source, and acoustic data. In Sec. V we describe parab
equation results that reproduce observed variations in pu
averaged intensity and time–frequency behavior. The in
nal wave-acoustic resonance condition is discussed, and
track provides an effective empirical test of this condition.
Sec. VI, we investigate the sensitivity of pulse-averaged
tensity variations to internal wave and geoacoustic mo
parameters. In Sec. VII we summarize our major findings

II. EXPERIMENT DESCRIPTION

The SWARM experiment was performed off the Ne
Jersey coast in the Mid-Atlantic Bight continental shelf r
gion ~Fig. 1, inset!. The primary goal of this multi-
institutional experiment was to study effects of nonlinear
ternal waves on acoustic signals, and a considerable am
of acoustic and environmental data was collected. A f
technical overview of SWARM is in Ref. 17. The correlatio
of acoustic and internal wave data for the southwest tra
can be found in Ref. 18.

In the present work we focus on the southwest exp
mental tracks shown in Fig. 1. The two vertical linear arra
~VLAs!, the primary acoustic receivers for SWARM, are i
dicated by black circles. The northerly one was a Woo
Hole Oceanographic Institution~WHOI! telemetered array
deployed in 70.5 m of water, consisting of 16 hydrophon
spaced approximately 3.5 m apart, with top and bott
phones at depths of 14.9 and 67.5 m. The southerly on
Naval Research Laboratory~NRL! telemetered array, wa
located approximately 9 km to the southeast of the WH
VLA in 88 m of water and consisted of 32 elements space
m apart with top and bottom phones at 21 and 85 m.

Two thermistor strings~with five thermistors each! at the
receiver sites provided ‘‘end point’’ observations of the no
linear internal waves. The string positions are indicated
white squares in Fig. 1. The first, attached to the WH
VLA, measured the temperature every 30 s at depths of 1
22.5, 30.5, 50.5, and 60.5 m. The second, very close to
NRL VLA, took measurements every 60 s at depths of 19
39.6, 51.5, 63.5, and 75.5 m. In addition, the R/V Ocean
was near the WHOI array and provided radar images of p
ing nonlinear internal wave packets.17

The R/V Cape Hatteras occupied the SWARM site
six days, 31 July to 5 August, 1995, and was position
southwest of the two VLAs at the position denoted by t
black square in Fig. 1. CTD data collected there also show
the passage of nonlinear internal waves and provided so
speed profile data. The Cape Hatteras deployed two sou
during this period; a J-15 for transmitting LFM sweeps an
20 in.3 Bolt airgun; data from the latter source will be exam
ined here. The airgun had a pulse signature that was foun
3405Frank et al.: Analysis and modeling of airgun data
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FIG. 1. Geometry of the southwest portion of SWARM
experiment. Signals from an airgun at R/V Cape Ha
teras~black square! received by WHOI and NRL VLAs
~black circles!. Thermistor strings~white squares! asso-
ciated with each array. The AMCOR 6010 site~black
diamond! located several km southwest of the sourc
Bathymetry of the NRL waveguide declines slightly to
ward VLA. Two acoustic tracks~dark lines! intersected
by an internal soliton packet~dashed lines! observed on
4 August 1995.
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be quite repeatable, based on measurements at a single m
tor hydrophone17,18 hung below the source. The airgun pr
duced broadband pulses that had consistently repea
spectra in the 10–180 Hz band~see Fig. 2 of Ref. 18!. These
spectra show significant peak frequency components
tered near 32 Hz and several harmonics. The depend
source signature is essential for our subsequent analys
waveguide-dependent broadband variations.

As shown in Fig. 1 the airgun signals propagated alo
two different tracks~heavy lines!. The track to the WHOI
array was about 15 km long, 70 m deep, and displayed v
flat bathymetry. The NRL track was about 18 km long; t
depth increased from approximately 70 m at the source
about 88 m at the VLA. GPS location data estimated
orientation of the WHOI and NRL tracks to be 34° and 7
from true north, respectively. The dashed lines in Fig. 1 r
resent a packet of strong nonlinear internal waves that w
observed passing through the experimental region on Au
4. The actual packet does not have the exactly linear wa
fronts shown schematically here.

The southwest portion of the SWARM experiment
also near the AMCOR 6010 borehole site. Although this s
was several km southwest of the Cape Hatteras, it still p
vides an initial approximation to the geoacoustic proper
of the SWARM site. The core location is indicated by t
black diamond in Fig. 1.

III. DATA ANALYSIS

A. Internal waves

Several episodes of nonlinear internal wave activity
curred while the R/V Cape Hatteras was on site.17,18 Figure
2~a! shows records from the top three WHOI thermistors
August 4. Low-frequency tidal components were remov
using a 5 min sliding highpass filter. The passages of sev
different packets of nonlinear internal waves are visi
throughout the day. Figure 2~b! shows a specific group o
internal waves that first crossed the WHOI thermistor str
at approximately 1800 h GMT on August 4. By subtracti
3406 J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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the DC component from these signals and using the th
mistor sampling rate of 1/30 Hz, the spectrum of this te
perature variability can be calculated. The normalized sp
trum in Fig. 2~c! has the strongest peaks at 0.0013 a
0.0024 Hz, which correspond to periods of 12.8 and 6.9 m
This is consistent with the intervals between nonlinear int
nal waves in the time series of Fig. 2~b!.

At 19:01 GMT, while this packet of internal waves wa
traversing both acoustic tracks, the airgun on the Cape H

FIG. 2. ~a! Records from top three thermistors at WHOI VLA on 4 Augu
1995. Internal soliton packets visible at all depths.~b! Smoothed record
from the top~12 m! WHOI thermistor between 1800 and 2200 GMT. Th
packet overlapped acoustic tracks while the airgun fired.~c! The normalized
frequency spectrum of the smoothed record in~b! with the DC component
removed. Dominant frequency components correspond to periods of 1
and 6.94 min.
Frank et al.: Analysis and modeling of airgun data
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teras began firing once per minute. One valuable featur
this data is that the internal wave propagation direction
tersects the two acoustic propagation directions at very
ferent angles, as shown in Fig. 1. The bearing of this pac
was estimated as 59° west of north from radar on the R
Oceanus, which was near the WHOI VLA. Assuming t
internal wave crests are linear, the angle between inte
wave and acoustic propagation directions is about 49° al
the NRL track and close to 90° along the other track. At
angle of 90° the nonlinear internal wave fronts would
parallel to the acoustic track.

B. Acoustics

1. Wavelet transform

The broadband character of the airgun signals allo
analyzing changes in their time–frequency behavior after
interaction with nonlinear internal waves. To do this we ha
used a wavelet transform.20 Wavelet transforms have bee
used, for example, in shallow water for sediment param
inversion21,22 but not for investigating effects of nonlinea
internal waves. These transforms help show the frequen
dependent variations in arrival times, the strengths of sig
components, and the interactions between acoustic mode
summary of the time–frequency transforms we employe
in Ref. 20.

The time–frequency transformTf of a signal f (t) is
given by the integral

Tf~u,j!5E
2`

`

f ~ t !fu,j~ t !dt, ~1!

wherefu,j(t) is a basis function depending on two para
eters,u andj. One familiar example is the Short Time Fo
rier Transform~STFT!, for which the basis functions are s
nusoids. For narrow band signals the STFT is effective, bu
the signal has many different scales, the STFT can su
from aliasing or a lack of resolution. For example, a fin
time series record has only a few degrees of freedom
lower frequencies, but many at higher frequencies, wh
prompts the need for scaling. A wavelet basis introducesj as
a variable scale. We use a Gabor~or Morlet! wavelet that is
a Gaussian pulse translated byu, scaled byj, and modulated
by chosen frequencyh:

fu,j~ t;h!5
1

Aj
e2@~ t2u!/j#2

eih@~ t2u!/j#. ~2!

When a wavelet basis is used in Eq.~1!, the graph ofTf is
known as a scalogram. Wavelet analysis is not immune
aliasing and interference effects, which depend on the sh
of the basis function. However, focusing on scale instead
frequency allows better resolution across a large freque
band, which is desirable since the airgun signal has a reli
frequency content between 10 and 180 Hz.

Figure 3 shows two scalograms of signals from phon
~29 m depth! of the NRL VLA. Phone 5 was chosen becau
its position in the water column is close to a peak in the th
acoustic normal mode atf 564 Hz, and allows a clear obse
vation of first, second, and third mode energy. Each signa
shown in three panels. The top panel is the time dom
J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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representationf (t), the right panel is the Fourier spectrum
f (t) over the full interval, and the large panel is the sca
gram. The graphs have all been normalized by their ma
mum values, and the spectrum and scalogram are limite
the repeatable spectrum below 180 Hz. Figure 3~a! shows the
signal corresponding to the 1904 GMT airgun shot. Its Fo
rier transform shows energy peaks near 32 Hz and its
monics, with most energy concentrated at 32, 64, and 95
The scalogram shows the expected modal group velo
structure,23 with two modes present at 32 Hz, three at 64 H
and at least four at 95 Hz. Mode arrivals at 32, 64, and 95
are all well separated. Mode interaction causes some en
to travel at different group velocities, which causes energy
appear in the scalogram between otherwise well-defi
modes. Some evidence of mode interaction can be seen
tween the second and third modes of the 120 Hz band.
ure 3~b!, showing the 1910 GMT shot 6 min later, has
Fourier spectrum similar to that from the 1904 shot but w
considerably more energy in higher frequencies around
and 150 Hz. However, the scalogram reveals even m
striking differences between these signals. The modal gr
velocity curves are still visible at 1910, but a larger conce
tration of energy arrives early in higher frequencies. T
modal interaction occurring between the first and seco
modes in the 95 Hz band is indicated by a strong blend
between the corresponding peaks. The mode interactio
also visible above 95 Hz. Shot 1904 has stronger lower
quencies, while shot 1910 has significant high-frequency
ergy arriving at the start of the pulse. These differences
also be seen in the time series, but not so easily as on
scalograms.

The differences between Fourier transforms and sc
grams of these signals are typical in the data from ot
hydrophones for the entire hour. The variations occur over
to 14 minute periods, and indicate the correlation betwe
the nonlinear internal waves and variations in the acou
signals.

2. Pulse-averaged intensity

Variations in pulse-averaged intensity were observed
deconvolved and filtered airgun data.18 Since the source wa
extremely repeatable over 10–180 Hz, we expand the an
sis of those variations to the entire reliable band. The dec
time-averaged intensity in W/m2 of an acoustic pulsep(t) is

I T510 log10S 1

T E
0

T up~ t !u2

rc
dtD dB re: 1 mPa, ~3!

whereT is the interval of integration,r is water density, and
c is an average sound speed. The intervalT was chosen to
contain a complete pulse and is typically 1.6 s for NRL VL
data and 1.2 s for WHOI data.

The quantityI T is calculated for 60 pulses received du
ing the hour beginning on 1901 GMT on August 4. Figu
4~a! shows the results from the WHOI VLA and Fig. 4~b!
shows results from the NRL VLA. Multiple variations occu
at several dB amplitudes in both datasets, and the quasi
ods of the variations are from 12 to 14 min. The presence
oscillations with similar periods in both datasets sugge
3407Frank et al.: Analysis and modeling of airgun data
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FIG. 3. A time–frequency analysis of NRL data at 29
depth.~a! 1904 GMT shot, received time domain sign
~top panel!. The Fourier transform~side panel! shows
dominant energy peaks at 32, 64, and 95 Hz. The sca
gram~color panel! represents a Gabor wavelet analys
of the signal in the top panel. Group velocity curves a
visible; two, three, and five modes revealed near 32,
and 95 Hz.~b! 1910 GMT shot~six minutes later!. The
spectrum shows more high-frequency energy than
~a!. The scalogram shows substantial energy arrivi
early in frequency bands higher than 95 Hz. Eviden
of the mode interaction visible, especially at 95 Hz.
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these effects arise from the internal waves that traverse
tracks. The occurrence of these variations is largely indep
dent of receiver depth, although the amplitudes and patt
do show some weak depth dependence. Consequently,
liable measure of the overall variations can be obtained
examining the depth-averagedI T , shown by thick lines in
Fig. 4. The quasiperiod of the variations is preserved by
depth average, with amplitudes at the WHOI and NRL VL
of 5.9 and 3.1 dB, respectively. The difference between th
two values suggests that the internal waves have a la
effect on acoustic signals propagating nearly parallel to
internal wave fronts.

IV. MODELING

Several features of the southwest SWARM tracks
important in order to compare simulations with observatio
3408 J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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The inherent range dependence of the water column du
the internal waves motivates the use of parabolic equa
~PE! for calculating the waveguide transfer function. Th
codeRAMGEO24 was modified to output the received comple
acoustic pressure at selected hydrophone depths, and
values are used to construct the transfer function betwee
and 180 Hz. Broadband pulses are then obtained by stan
synthesis methods.25 For the remainder of this study, we wi
focus on modeling the variations observed at the NRL VL

A. Internal waves

Several CTD casts are available from the R/V Cape H
teras. Sound-speed profiles that were obtained from these
shown in Fig. 2 of Ref. 18. These records show that la
internal waves passed under the ship and thus traveled
the source while it was firing. Enough samples were taken
Frank et al.: Analysis and modeling of airgun data
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FIG. 4. IntensityI T for each hydrophone at~a! WHOI
and ~b! NRL VLA versus geotime starting at 1901
GMT. The quasiperiod of variations at each phone
consistent with Fig. 2. Depth-averagedI T ~dark curves!
shown at the bottom. Note different scales in the ran
of intensity variations for~a! and ~b!.
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obtain a good representation of the average sound-speed
file at the source. This profile is used in the PE simulatio
This average profile surely undergoes a modification al
the propagation track, but in the absence of data this effe
not incorporated into the environmental model. Only ran
dependent variations due to the nonlinear internal waves
included as changes to the average profile.

An early effort to model nonlinear internal waves
shallow water for acoustics work used sinusoidal wa
packets.1 Since an analysis of weak nonlinear oscillations
a two-layer fluid leads to the Korteweg-deVries~KdV! equa-
tion, many authors have used periodic KdV solutions
their models, including the cnoidal6 and dnoidal18,26Jacobian
elliptical integral solutions. These latter models are m
physically correct but not so useful for this study, for tw
reasons. First, the temporal evolution of an internal wa
packet is very slow compared to the passage of an aco
signal, and second, the full nonlinear internal wave solut
is unable to easily incorporate the randomly uneven spac
between wave peaks.15 Consequently, a simple sum of non
periodic KdV equation solutions is used to represent
horizontal variations due to nonlinear internal waves. B
cause the sampling rate of the WHOI thermistors is the o
experimentally specified parameter, we first regard
packet as a time series:

h~ t,z!5F1~z! (
n50

5

An sech2F2p~ t2tn!

tn
G . ~4!

Equation~4! represents a train of six KdV solitons wheret
represents time, andtn , An , andtn represent the peak pos
tion ~measured fromt50), amplitude, and width~in sec-
onds! of each soliton. The first internal wave mode is rep
sented byF1(z) and is approximated by a continuou
piecewise-linear function.16 This model is similar to that
used in Ref. 10. Note thattn is not a proper wavelength sinc
the sech2 solutions are not periodic.

We found in our modeling that it is necessary to obtai
reasonable spectral match between data and the modele
ternal waves. This has important consequences for the in
J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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nal wave-acoustic resonance condition in Sec. V, which
pends on peaks of the wavenumber spectrum.7,16 Due to the
remarkably uniform peak spacing and height of the therm
variations in Fig. 2, our model employs evenly spaced int
nal waves. Figure 5 compares the internal wave packet
quency spectrum to that of the model from Eq.~4! using
evenly spaced waves withtn5t511.9 samples, andtn

52.3nt. Standard methods provide the frequency axis fr
the thermistor sampling rate. The principal features of
two spectra are quite similar. The largest component app
at f iw'0.0024 Hz, and two smaller components appear
0.0013 and 0.0040 Hz. The feature match between these
spectra is evidence that our choices of internal wave mo
and parameters are appropriate for modeling, although th
parameters by no means provide a unique representatio
the packet. Differences in higher-frequency peaks are cau
by slightly uneven spacing between the waves, fluctuati
in the water column thermal properties such as the diff
linear internal wave field, or other effects.

Because of the consistency between the two spectr
Fig. 5, we expect the time series of the nonlinear inter
wave packet to be modeled reasonably well. The thermi

FIG. 5. The dashed curve is a normalized spectrum of an internal w
packet at the top~12 m! WHOI thermistor reproduced from Fig. 2. The soli
curve is the normalized spectrum of the internal wave model in~4!. Note the
location and amplitude agreement of the dominant frequency compone
3409Frank et al.: Analysis and modeling of airgun data
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FIG. 6. ~a! WHOI thermistor records between 1800 an
2000 GMT on 4 August 1995. The first internal wav
mode suppresses the temperature change for increa
depth. Note the regular spacing between oscillations
these records.~b! Simulated thermistor records usin
the internal wave model in~4! with parameters that
generated the spectrum in Fig. 5.
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sampling rate permits a comparison of the model time se
to data. Figure 6~a! shows three thermistor records of th
type in Fig. 2~b! that focus on the nonlinear internal wav
packet passing the WHOI thermistor string between 18
and 2000 GMT. As the internal waves pass any location, t
force warm water into the lower colder layer. The amount
temperature change decreases with depth, as seen by
paring the solid curve~12 m depth! in Fig. 6~a! to the dashed
~22 m! and dashed-dotted~30 m! curves. From the mode
spectrum of the internal wave packet, the associated
quency domain representation is inverse Fourier transfor
to obtain the time series, shown in Fig. 6~b!. The first internal
gravity wave mode used in the model expresses ther
variations as depth increases as in the data. Uniform p
spacing and height is reproduced in the model, as expec
although different parameters could be selected for a m
detailed pattern match. Because of the relatively high sy
metry in the data, we chose parameters for a symme
model and thus a classical diffraction grating. Since diffra
3410 J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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tion gratings cause incident waves to break into bands
maxima and minima behind the grating,27 this phenomenon
provides an interpretation of the variations observed in
particular data. We emphasize that our conclusions do
show that either uniform spacing between waves or ident
amplitudes is essential to model the observed spectrum
deed it has been shown that even a single wave can c
acoustic mode coupling,9 although more than one wave
evidently necessary for a reasonable spectral match to
data.

The acoustic effects of linear internal wave field comp
nents of the internal wave field28 are often distinct from the
effects caused by nonlinear internal waves.14,29 Calculations
were performed to confirm that the environment under c
sideration is consistent with that conclusion, but these res
are not shown here. Satellite images of coastal nonlinea
ternal waves4,17 indicate that assuming essentially line
wavefronts in this region is reasonable. However, this
Frank et al.: Analysis and modeling of airgun data
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sumption introduces uncertainty into any environmen
model of the SWARM region.

B. Geoacoustics

The NRL track bathymetry is slightly sloping from 71 t
86 m ~inset, Fig. 1! according to depth values that were o
tained from the National Geophysical Data Center.30 We as-
sume that sediment layer interfaces in the bottom follow
bathymetry, so that new layers are not revealed as the w
depth increases. A PE implementation that handles bot
layers in this way,RAMGEO,24 was modified to output com
plex pressure at given hydrophone depths and then use
calculate the waveguide transfer function.

Data from the AMCOR 6010 site~see Fig. 1! has sig-
nificant features that we preserved in our bottom mod
Core profiles of compressional sound speed, attenuation,
density are shown by dashed lines in Fig. 7, where sm
circles represent the actual data points.17 One feature is a
shallow reflector within 10 m of the water–sediment inte
face. A deep layer of dense fast material appears about 2
from the water–sediment interface, with a channel of so
sediment between these two reflectors. The presence o
deep strong reflector has been well documented for
region.31 We considered a variety of candidate bottom p
files that preserved these features and were numeric
‘‘close’’ to the data profiles. To evaluate a candidate bott
model, PE simulations were performed and the recei
pulses filtered using an order 10 noncausal Butterwo
filter.32 This filter was applied with 10 Hz bandwidth an
center frequencies chosen at the dominant airgun signal
quencies~source details are shown in Sec. IV C!. The goal
was reasonable visual agreement between relative moda
plitudes and arrival times in data and simulations. This p
cedure for selecting geoacoustic profiles is similar to t
used elsewhere,33,34 and no strong claim can be made abo
the faithfulness of the result to the actual bottom profile~for
example, the geoacoustic range dependence is not mod!
or about its uniqueness. Bottom profile inversions at
SWARM site are being performed by others.35

FIG. 7. AMCOR 6010 data~dashed curves with circles! and model geoa-
coustic profiles~solid curves! for ~a! sound speed~m/s!, ~b! attenuation
~dB/l!, and ~c! density ~kg/m3!. Principal characteristics including uppe
sediment layer, shallow reflector, low sound speed waveguide, and s
reflector correspond. The large attenuation values in the model accoun
elastic effects.
J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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The selected bottom profiles are shown by solid lines
Fig. 7. The upper reflective layer, slow channel, and stro
reflector are preserved in Fig. 7~a!. Since the strong reflecto
is probably hard material that supports shear waves, the
creased attenuation in Fig. 7~b! is expected since elastic e
fects are not explicitly included.36 Figure 8~a! compares a
typical NRL data shot~light curve! with a 10–180 Hz full-
band simulation~dark curve! at 29 m depth using this bot
tom. Figures 8~b!, 8~c!, and 8~d! compare Butterworth fil-
tered data~light curves! and simulations~dark curves! in 32,
64, and 95 Hz bands of the curves in Fig. 8~a!. Relative
amplitude and arrival times of two modes at 32 Hz sh
good agreement. In the 64 Hz band, the first two modes
well reproduced, while the third is present but smaller than
data. In the 95 Hz band, the large initial pulse in the sim
lation represents a combination of the first and seco
modes, and the presence and arrival of higher modes s
good agreement with data. Results at other depths s
similar agreement, and 29 m is displayed to show as m
modes as possible. The overall agreement is good cons
ing the geoacoustic parameter uncertainty and neglected
fects such as bottom elasticity and profile range depende

C. Source model

Broadband simulation is usually performed by calcul
ing continuous wave solutions at many discrete frequen

ng
for

FIG. 8. Comparisons showing the similarity between modal characteris
~occurrence, dispersion, and strength! in pulse data~light upper curves! and
simulations~heavy lower curves!. ~a! Full frequency band.~b! Light ~and
heavy! curve results from applying a 10 Hz bandwidth Butterworth filt
centered at 32 Hz to a light~and heavy! broadband signal in~a!. ~c! The
same, but with the filter centered at 64 Hz.~d! The same, but with the filter
centered at 95 Hz.
3411Frank et al.: Analysis and modeling of airgun data
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in bands of interest to obtain waveguide transfer function25

The transfer function and the Fourier transform of the sou
signature are used to obtain the final broadband pulse. T
the accuracy of broadband simulations depends on a reli
frequency–domain representation of the source signal.
available source monitor is critical for assuring that the a
gun produced repeatable signals, which means that an a
age of recorded source signatures deviates very little from
individual source signature over the frequency band. Ho
ever, this monitor hydrophone suffered from apparent c
tamination in its output, which we explain next.

Figure 9 illustrates inconsistencies between the
quency spectrum of the monitor signal and received V
data. Figure 9~a! shows a sample pulse recording from h
drophone 5~29 m! of the NRL array at 1910 GMT. Figure
9~b! shows the amplitude-normalized spectrum of this da
Note the gradual decrease in the energy in the second
higher harmonics and that the energy in the first harmoni
slightly higher than in the fundamental. This spectral dis
bution is typical of all data from both the NRL and WHO
arrays. Consequently, we believe it represents the rou
‘‘correct’’ distribution of source energy propagated dow
each waveguide. For comparison, the average of the sig
received at the monitor hydrophone is shown in Fig. 9~c!,
and its normalized spectrum in Fig. 9~d!. This spectrum
shows significantly more energy in the fundamental ba
around 32 Hz than in any other. Peaks occur at 64, 95,
150 Hz, but the largest of these is less than one-sixth
amplitude of the 32 Hz peak. The substantially different e
ergy distribution in Fig. 9~d! from that in Fig. 9~b! is suspi-
cious. If the true source spectrum looks like Fig. 9~d! then
significantly more low-frequency energy than hig
frequency energy would appear in Fig. 9~b!. There is actually
proportionally more high-frequency energy, Fig. 9~b!—the
opposite of what is expected from standard medium atte
ation or scattering effects.

Confirmation of the difficulty is provided by Fig. 9~e!,
which shows the broadband time series at the NRL V
simulated using this source and previously describ
bathymetry, water sound speed, and geoacoustic profiles.
strong presence of the 32 Hz band is suggested by the c
acter of the time series. The normalized spectrum show
Fig. 9~f! verifies that the frequency composition of the mo
tor signal in Fig. 9~c! is preserved by the waveguide, a
expected in the absence of significant frequency-depen
effects.

The cause of the mismatch between data in Figs. 9~a!,
9~b! and the simulations in Figs. 9~e!, 9~f! is apparently from
signal corruption at the monitoring phone by echoes off
surface and seafloor interfaces. These echoes are not p
gated down the waveguide, so a source representation
includes them will cause inaccurate broadband modeling.
next show that, with this particular configuration of the a
gun in the waveguide, the echoes lead to abnormal amp
cation of key frequency components. Suppose two sou
are in a homogeneous environment. The first source is
above a receiver~which represents the monitor!, and the sec-
ond is at a distance above the receiver~25 m for the airgun at
12 m! that corresponds to the surface echo. At a given tim
3412 J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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both sources emit the same signalf (t), for which F̃(z) is the
z-transform from samplingf (t) at an intervalT. If g(t) is the
system output, itsz-transform is

G̃~z!5F̃~z!~11z2k!H̃~z!, ~5!

where H̃(z) is the transfer function for the homogeneo
environment andz2kH̃(z) is the ~k sampling unit! delayed
version ofH̃(z) corresponding to the second source. Ran
dependence everywhere has been ignored because o

FIG. 9. An illustration of source modeling issues.~a! Sample NRL data
pressure~Pa! data signal at 29 m; and~b! its normalized spectrum illustrate
a gradual decrease in the energy level of higher-frequency harmonics~c!
The pressure obtained by averaging signals received at a source monit
hydrophone.~d! Normalized spectrum of~c! contains a relatively large 32
Hz component.~e! The simulated signal using the source in~c!, and~f! its
normalized spectrum. Since the source frequency composition is essen
preserved by a waveguide, contamination has occurred in~c!. ~g! The simu-
lated signal for the same waveguide environment as~e!, but the source
representation is Gaussian pulses in the frequency domain, and~h! its nor-
malized spectrum. The spectral character matches~b! well.
Frank et al.: Analysis and modeling of airgun data
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small distances involved. Equation~5! shows that the re-
ceived signal is affected by additional poles at thekth roots
of unity, which will amplify certain frequencies. We subs
tute eivT for z and solve forv, so that amplification is ex-
pected at

v l5
p

kT
~112l !⇒ f l5

1

2kT
~112l !, l 50,1,2,..., ~6!

wherekT is the total delay between the arrival of the fir
and second signals. With our configuration,kT'0.0167 s,
and hencef 0'30.8 Hz, so the fundamental in the sour
signature suffers substantial amplification from the surf
echo return. Moreover, forl 51 ~and l 52) the echo fre-
quency is about 90 Hz~and 150 Hz!, and thus anomalou
amplification occurs in both frequency bands in Fig. 9~d!,
although they are weaker than the echo near 32 Hz.
conclusion is that signals recorded by the source hyd
phone, while valuable for establishing the repeatability of
airgun cannot be used in modeling broadband propagati

Such echoes or any unwanted frequency compon
can often be removed from a signal by standard filter
techniques.32 However, when the corruption occurs in th
same frequency bands as the signal of interest, it is no
ways possible to discriminate between the two receptio
One method is deconvolution techniques to estimate the
pulse response of the waveguide.18 These techniques requir
signal processing and assumptions that are not easily j
fied in this case. However, the repeatability of the sou
signature suggests that variations in the data are due to
environment and not the airgun source. Thus, we constru
model source signature that preserves the impulsive natu
the airgun, with frequency components, amplitudes, a
bandwidths selected so reasonable agreement is obtaine
tween VLA data and broadband simulations.

Since the frequency components in the received d
signals are robust, we model the source by summing mo
lated Gaussian pulses in the frequency domain. The wid
and locations of these pulses are chosen to match the d
nant features in the spectra of the data from the NRL VL
With a bandwidth of 2A24p517.34 Hz, a model in the fre
quency domain is

S~v!5A(
n51

N

r n21@e2~v22pqn!2/24p1e2~v12pqn!2/24p#,

~7!

whereA is the amplitude,r is a number less than one th
governs successive amplitudes of the harmonics, andqn are
frequency peak locations. To correspond with the exp
ment, peaks are chosen at 32 Hz and its harmonics.
harmonic frequencies need to be reduced by the obse
factor of 15/16, because airgun signals are damped by
rounding water pressure~analogous to attenuation in oscilla
tory systems reducing a frequency to a quasifrequency!, so
the frequency peaksqn532(15/16)n Hz for n51,2,3,... .
While other parameters were obtained from the monitor s
nal, the selectionr 50.65 is based on energy distributions
the VLA. The impulsive nature of the airgun signal is pr
served, although with a quite different character than
monitor signal.37
J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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Figure 9~g! shows a simulated time series using t
model source. The spectrum of this time series is shown
Fig. 9~h! and clearly better matches the data. All subsequ
simulations in this study are calculated using the sou
model of Eq.~7!.

V. COMPUTATIONAL RESULTS

Using the environmental and source models from S
IV, broadband PE simulations are compared with one hou
airgun data. To obtain the internal wave model in a stand
coordinate system of ranger and depthz, we rewrite Eq.~4!
for symmetric waves as

h~r ,z!5F1~z! (
n50

5

An sech2F2p~r 2r n1vnt !

Ln
G , ~8!

where vn5v iw is a ~uniform! internal wave speed,An5A
513 m, Ln5L is a uniform internal wave width,r n

5snL, ands is called the spacing multiple. Varyingvn for
each wave would introduce packet dispersion and w
judged unnecessary for the current study. For models inv
ing solutions of the KdV equation,v iw can be estimated from
environmental parameters as in Ref. 18. Here we cho
v iw50.42 m/s because when projected onto the NRL aco
tic track ~discussed below! we obtainvNRL50.6 m/s, which
provides a consistent match with the period of acousticI T

variations in Fig. 4 and is also close to the 0.579 m/s value
Ref. 18 for a similar packet of waves.

Column 1 of Table I contains the frequency locations
peaks in the spectrum of thermal data shown in Fig. 2~c!.
Values for wavelengthsl iw5v iw / f iw associated with these
frequencies are shown in column 2, and column 3 sho
wavenumbersk iw52p/l iw . To obtain internal wave param
eters to model the NRL track, values in columns 2 and 3
projected using an incidence angle estimate of 45°. Colu
4 contains projected column 2 valueslNRL5l iw /cos(45°),
and column 5 showskNRL52p/lNRL . The location of the
lowest frequency spectral peak in Fig. 5 corresponds to
periodic distance between evenly spaced nonlinear inte
waves. Thus, the nonlinear internal wave widthL in Eq. ~8!
can be found usingr n5sLNRL5lNRL . Sinces52.3 from
Sec. IV A, LNRL5450/2.35195 m.

The projected packet model is propagated toward
source for 60 ‘‘minutes’’ of geotime and a PE simulation
performed for each minute. Results at 29 m using the exp
mental bathymetry, water sound speed profiles at the sou
and the bottom profiles shown in Fig. 7 are compared to d

TABLE I. Three strong peaks appear in the WHOI thermistor data f
quency spectrum~Fig. 5!. An internal wave speed of 0.42 m/s give
wavenumbersk iw and wavelengthsl iw along the direction of internal wave
propagation. The right two columns show values projected onto the N
track.

WHOI thermistor data NRL track parameters

f iw (Hz) l iw (m) k iw (rad/m) lNRL ~m) kNRL ~rad/m)

0.00132 319 0.0197 450 0.0140
0.00243 173 0.0364 244 0.0257
0.00395 106 0.0591 150 0.0418
3413Frank et al.: Analysis and modeling of airgun data
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shot 1910 GMT in Fig. 8. Note that modes in bands arou
32, 64, and 95 Hz are clearly present~and will thus be able to
couple! and that their arrivals are consistent with data. Sm
discrepancies should not significantly affect scalograms
pulse-averaged intensity.

We next examine scalograms of the simulated sign
Similarity of group velocity curves and modal excitation b
tween the data and simulations is also a good check of
broadband synthesis method. Figure 10 shows two sig
that are 6 min apart at 29 m depth. Behavior comparabl
that in the data scalograms in Fig. 3 is observable. Fig
10~a! shows simulation minute 12. The time domain pu
suggests, and its Fourier transform shows, significant en
peaks in expected frequency bands. Similar to Fig. 3~a!, most
signal energy arrives in the second mode of the 64 Hz ba
while well-separated arrivals appear in the 95 and 120
bands. Two modes appear at 32 Hz, three modes at 64 an
Hz, and up to four modes in bands above 95 Hz, consis
with Fig. 3~a!. Figure 10~b! shows simulation minute 18 an
notable differences from the minute 12 signal. Acoustic

FIG. 10. A Gabor wavelet analysis of broadband signals from PE sim
tions. The same panels as in Fig. 3.~a! Simulation minute 12 concentrate
acoustic energy near 32 Hz and its harmonics.~b! Simulation minute 18~6
geotime minutes later! shows an increased higher-frequency content a
variations in mode strengths.
3414 J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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ergy has been distributed to the third mode of the 64 Hz b
and into higher-frequency bands. This is the same redistr
tion as is evident between the data scalograms in Fig
Modes at 95 Hz and above are not as well separated a
minute 12, which again is similar to the data. The featu
are quasiperiodic in the computations with time scales cl
to those in the data.

Figure 11 shows pulse-averaged intensityI T at each hy-
drophone of the NRL VLA for the simulation paramete
above in a plot analogous to Fig. 4~b!. A very close match
between simulations and data is evident for the first 30 m
Approximately 3.5 periods occur in the calculations, simi
to variations in the data. In the second 30 min, compara
strong variations occur in the data, but their period is lon
and does not match the computations. This discrepanc
likely caused by evolution of the nonlinear internal wa
packet and its deviations from the model. The overall de
dependence of the calculatedI T is very similar to that of the
NRL data, with slightly larger oscillations at the top an
bottom of the array. The depth-averaged amplitude is v
close to that of the data.

Figure 12 displays depth-averagedI T calculations for
full-band and bandpass filtered data~solid curves! and com-
putations~dashed–dotted curves!. Figure 12~a! shows a very
good match between data and computed depth-averagedI T .
Note a strong amplitude and phase correlation between
and computations for the first 30 min of geotime. Data var
tions have maximum amplitude slightly more than 2 dB f
this time period, while the computations have 1.65 dB. T
location of intensity maxima and minima is consistent w
data, suggesting that the speed estimate is appropriate.
ures 12~b!, 12~c!, and 12~d! show depth-averagedI T for
order-10 Butterworth filtered signals with a 10 Hz bandwid
and center frequencies of 32, 64, and 95 Hz. At 32 Hz
data are somewhat noisy, although one large intensity m

-

d

FIG. 11. IntensityI T at each hydrophone for 60 min traversal of an intern
soliton packet past the source. Variations occur clearly at all 32 NRL hyd
phones, and the dynamic range of depth-averaged intensity varia
closely matches observations~Fig. 4!.
Frank et al.: Analysis and modeling of airgun data
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mum is modeled well in location and amplitude by comp
tations. For higher frequency bands, the intensity data
cleaner. The 64 Hz band shows two intensity minima w
locations and amplitudes that are produced by computati
and the 95 Hz band comparison emphasizes the accura
the peak locations. The amplitude variation of computatio
in the 95 Hz band is smaller than in the data, which is
likely reason for the somewhat reduced amplitude of
computed full band variations. Also, the average intens
levels of the computations are very similar to data.

The physical mechanism that is evidently responsible
producing the observed acoustic variations is well descri
in the literature. Resonant coupling between acoustic mo
is caused by range-dependent anomalies in the bottom38 or
water column7,11 when the following condition is satisfied:

k'kn2km , ~9!

where k is the effective spectral peak wavenumber of t
internal wave anomalies~in our situationkNRL) andkn and
km are horizontal wavenumbers of acoustic modesn andm.
Equation~9! also arises because mode coupling occurs w
acoustic wavenumber differences nearly coincide with pe
in the spectrum of inhomogeneities.16

Table II shows horizontal wavenumberskn for the three
lowest peak frequencies in the source spectrum. Th
wavenumbers were calculated using the programCOUPLE39

for the bottom parameters shown in Fig. 7 and sound-sp
profile calculated from an average of CTD measureme
taken by the R/V Cape Hatteras. Table III shows differen

FIG. 12. Depth-averaged intensity variations for data~dashed curves! and
PE simulations~solid curves!: ~a! full band, and Butterworth filtered band
centered at~b! 32 Hz, ~c! 64 Hz, and~d! 95 Hz. The relative intensity
representsI T converted to dB re: 1mPa. Mean sound levels, quasiperiod
and amplitudes of variations are reproduced well by simulations for the
frequency band and two lower bands.
J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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between selected wavenumbers from Table II. Spec
wavenumber differences within 10% of effective intern
wave wavenumber spectrum peaks~the fourth column of
Table I! have been underlined. Numerous opportunities
available to satisfy resonance conditions at 32, 64, and
Hz. The number of possible resonance interactions is
probable reason this particular packet configuration provi
comparable variations in data and computations. Also,
resonant coupling opportunities for all three dominant aco
tic frequencies is a likely reason for the similarity ofI T varia-
tions seen in all panels of Fig. 12.

Two aspects of this analysis bear mentioning. First,
speed of the nonlinear internal wave packet is lower th
estimates obtained from other SWARM data,40 but these es-
timates come from different days of the experiment. Seco
is the use of 45° as the incidence angle, which is sligh
smaller than the 49° obtained from bearing estimates
experimental geometry. This variation can be acounted
by uncertainty in these estimates or by a slight curvature
the nonlinear internal wavefronts. Several combinations
internal wave parameters were tested withL ranging from
180 to 350 m andr n from 2nL to 2.5nL, but the formula-
tion used above, withLNRL5195 m, r n52.3nLNRL , and
vNRL50.6 m/s, provided the best internal wave spectr
match. In addition, this configuration provided the large
acoustic variations and appropriate periods. This supports
hypothesis that the internal wave-acoustic resonance co
tion governs observed variations and a further analysis
presented in Sec. VI.

VI. PARAMETER SENSITIVITY

According to the resonance condition in Eq.~9!, mode
coupling will be affected by changes to internal wave sp
tral peak locations, governed by internal wave parameters
acoustic wavenumbers, which depend on water column
geoacoustic parameters.41 Ray theoretic intensity cal-
culations42 and scintillation index correlations6 also indicate

ll

TABLE II. Acoustic wavenumbers calculated using COUPLE for the mo
environment at the source with no internal waves. Three, five, and se
propagating modes occur near 32, 64, and 95 Hz.

32 Hz 64 Hz 95 Hz

1 0.131 0.268 0.399
2 0.117 0.258 0.391
3 0.102 0.243 0.381
4 0.232 0.366
5 0.216 0.355
6 0.343
7 0.316
with
nal
TABLE III. Differences between selected acoustic wavenumbers from Table II. Comparisons
wavenumberskNRL in Table I show multiple opportunities for acoustic mode coupling within the inter
wave packet. Underlined values are within 10% of akNRL peak.

k12k2 k12k3 k22k3 k22k4 k32k4 k12k5 k32k5 k42k6

32 Hz 0.0140 0.0283 0.0143
64 Hz 0.00928 0.0237 0.0144 0.0257 0.0113 0.0520 0.0271
95 Hz 0.00752 0.0183 0.0107 0.0258 0.0151 0.0443 0.0260 0.0230
3415Frank et al.: Analysis and modeling of airgun data
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acoustic sensitivity to nonlinear internal wave paramete
Despite the quantity of environmental data and the consis
modeling results, uncertainty in conclusions about inter
wave speed,vn , width Ln , and spacingDr n in Eq. ~8! are
unavoidable. Limited knowledge of the water column a
geoacoustic parameters also introduce ambiguity into c
putational results. Finally, the resonance condition itself c
not specify unique sets of nonlinear internal wa
parameters.7

In this section, the dependence of acoustic variations
model parameters is described. In order to isolate reson
effects from range dependence, broadband~10–180 Hz! two-
dimensional~2-D! PE simulations are performed in a 71
deep range-independent waveguide using the source m
in Sec. IV and geoacoustic parameters in Fig. 7. The sig
are received at 16 depths, from 15 m and every 3.5 to 69
In all cases internal wave packets start 100 m from
source, have amplitudesAn5A515 m, and propagate a
speedvn5v50.65 m/s toward the source for 30 min. Exce
where otherwise noted, the packets consist of evenly spa
waves with Dr n5Dr . The computational evidence show
that the resonance condition can predict increases in aco
variability with geotime, indicating that the actual variatio
result from mode coupling. The soliton amplitude will n
affect peak locations in a packet’s normalized spectrum
soliton amplitude effects are not discussed.

A. Internal wave parameters

For a packet of nonlinear internal waves with equal a
plitudes, widths, and spacings, the number of wavesN.1
does not affect the locations of the spectral peaks. Co
quently, the occurrence of resonant mode coupling is
significantly affected. Geotime simulations performed th
verify this assertion, forN between 3 and 9 waves, show th
the amplitudes ofI T variations were always very similar.37

Unless noted otherwise, PE simulations here useN
55 sech2 waves.

1. Width

In contrast toN, the width parameterL does affect the
Fourier spectrum of Eq.~8!. In Sec. V, acoustic variability
consistent with data was produced withL5195 m. Here
nonlinear internal wave packets with larger widths are exa
ined to determine if packet spectral peak locations can
dict maxima in acoustic variability. Figure 13 shows norm
ized spectral peak behavior withL between 300 and 800 m
for a Dr 52.3L nonlinear internal wave packet. The fre
quency axis is calculated using a sampling rate of 1/30
As the widthL of each waveform increases, the domina
frequency of the internal wave packet decreases. For sm
L, the first ~lowest-frequency! peak is the maximum of the
internal wave packet spectrum. The frequency location of
first peak and its spectral height decreases asL increases.
The location of the second peak also decreases withL, but
its height increases until it becomes the spectral maxim
Further increases inL emphasize lower-frequency comp
nents of the packet and cause more spectral peaks to occ
frequencies below the maximum peak location.

Acoustic wavenumber differences for 32, 64, and 95
3416 J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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are seen to correspond with internal wave packet frequen
near 0.0013 and 0.0024 Hz in Table I. By examining Fig.
we see that spectral peaks occur at these frequencies for
eral internal wave packets with largerL than that used to
model the NRL track. To confirm resonant behavior cons
tent with Eq.~9!, we examine acoustic variations for intern
wave packets withL near 370 m, which has spectral pea
near both 0.0013 and 0.0024 Hz. Figure 14 shows result
broadband simulations for internal wave packets with fi
equally spaced values ofL from 325 to 425 m, and Table IV
shows dB amplitude values forI T fluctuations of full band
geotime simulations and bandpass filtered simulations w
center frequencies at 32, 64, and 95 Hz. As predicted, m
mum variations occur forL5375 m, althoughL5350 m
also shows large-amplitude fluctuations, which can be s
in Figs. 14~b!, 14~c!, and in column 2 of Table IV. Amplitude
degradation on either side ofL5375 m is evidence of a
resonance peak for modal interaction. For the 32 and 64
bands, L5375 m causes maximum amplitude variatio
compared withL5350 m in the 95 Hz band. This is consis
tent with Table III, which shows acoustic wavenumber d
ferences occur for a slightly higher wavenumber~and thus a
slightly higher frequency, near 0.0015 Hz! in the 95 Hz band.

By following the internal wave spectral frequencies a
sociated with resonance across Fig. 13~black dashed lines! it
appears that resonance points should also occur whenL is
close to 570 and 720 m. Table V shows an amplitude m
mum atL5675 m and larger variations forL5575 m and
L5725 m that confirm the occurrence of resonant pea
Table V indicates that 32 and 64 Hz mode coupling is pre
lent for L5575 m, while 95 Hz coupling dominates varia
tions caused by a packet withL5725. This is consistent with
Table III, which shows two occurrences of 95 Hz ba
wavenumber differences with 0.026 rad/m. Once again,
will occur at a slightly higher frequency than 0.0024 Hz; al
the k12k3 value at 95 Hz is near 0.018 rad/m, which corr

FIG. 13. Normalized internal wave spectrum for a packet with variableL
and r n52.3L. As L increases, dominant frequency components in
packet decrease. Resonance interactions occur forL5370, with peaks at
0.0014 and 0.0024. Another set of peaks occur near these frequencies
L'570 andL'720.
Frank et al.: Analysis and modeling of airgun data
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FIG. 14. Full bandI T variations for differentL and
r n52.3L as the nonlinear internal wave packet mov
toward the source.~a! L5325 m, ~b! L5350 m, ~c!
L5375 m,~d! L5400 m, and~e! L5425 m. All varia-
tions show a similar phase and weak depth depende
The largest amplitudes occur in~b! and~c! with ampli-
tude decay visible on either side.
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sponds to the peak forL5725 m just above the lower whit
dashed line in Fig. 13.

Together these two demonstrations show that nonlin
internal wave packet parameters can predict acoustic
quencies where large acoustic variability will occur. Th
also indicate that for a region without large packet spec
peaks at resonance frequencies, the acoustic variability
be significantly reduced.

2. Spacing

Spacing variations between individual sech-squa
waves also affect the nonlinear internal wave packet sp
trum. For evenly spaced packets,Dr 5sL wheres is called
the spacing multiple. Due to the large acoustic variatio
observed~above!, we focus here on internal wave packe
with L5375 m. Figure 15 shows a normalized spectral pe
dependence ons. As s increases, the separation between
ternal wave peaks increases, decreasing the peak freque
for the packet. Multiple spectral peaks arise for givens, and
the dependence of the spectral maxima is similar to tha
Fig. 13.

To illustrate resonant behavior, PE simulations are p
formed for broadband signals transmitted through nonlin
internal wave packets propagating toward the source w
spacing multiples near 2.3. Table VI confirms the reson
behavior ofI T fluctuation amplitudes. For full band signal
the largest amplitude occurs ats52.3, with progressive am
plitude decay for longer and shorters. The s52.3 case has
spectral peak frequencies locations near 0.0014 and 0.0

TABLE IV. I T variation amplitudes for differentL with r n52.3L. Reso-
nance effects expected nearL5375 m. Amplitude maxima in 32 and 64 H
bands forL5375 m, in a 95 Hz band forL5350 m.

L Full 32 Hz 64 Hz 95 Hz

325 1.27 0.89 2.73 1.71
350 2.46 1.55 3.72 4.07
375 2.78 3.07 5.10 3.30
400 1.71 3.06 2.93 1.60
425 1.31 1.60 1.86 1.82
J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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Results centered at 95 Hz have maximum fluctuation am
tude fors52.15, due to slightly higher wavenumber diffe
ences in this frequency band~Table III!.

An examination of Fig. 15 reveals packet spectra pe
near 0.0014 Hz whens'4.3 and near 0.0025 whens'3.6.
Table VII shows the amplitude ofI T variations ~in dB!
caused by packets with spacing multiples from 3.5 to 4
For 10–180 Hz full band simulations, the amplitude peak
s53.6 is followed by decay and then an increase to anot
peak ats54.4. In addition, the 95 Hz band amplitude fors
54.2 is relatively small given the resonance peak fors
54.3. The small amplitude of depth-averaged oscillations
64 and 95 Hz does not seem to support resonant cond
behavior. However, the size of these depth-averaged va
is affected by depth dependence of the pulse-averaged in
sity curves. Figure 16 investigates bandpass filtered va
tions by a receiver for~a! 32 Hz, ~b! 64 Hz, and~c! 95 Hz.
Very little depth dependence is present in Fig. 16~a!, while
Fig. 16~b! shows that near 20 min,I T curves in the middle of
the array are completely out of phase with curves near
top of the array. The variations thus tend to cancel each o
out when depth averaging. Figure 16~c! shows large-
amplitude fluctuations at each receiver, which is expected
s54.2. Again strong depth dependence is present and o
lations change phase in alternating quarters of the water
umn. This depth dependence leads to a cancellation in de

TABLE V. I T variation amplitudes for differentL with r n52.3L. Peak
locations in Fig. 13 predict resonance interaction nearL5570 m and
L5720. Column 2 shows 10–180 Hz full band simulations confirming re
nant behavior. Interactions occur in all three frequency bands forL5570 m,
and are restricted to 64 and 95 Hz bands forL5720 m.

L Full 32 Hz 64 Hz 95 Hz

550 2.08 1.78 4.66 3.36
575 2.21 2.43 4.86 2.58
600 1.70 2.40 3.46 1.56
625 1.11 1.47 2.23 1.05
650 1.23 1.08 1.94 1.48
675 0.95 0.96 1.95 1.30
700 1.64 0.98 1.84 2.71
725 2.02 1.26 2.73 4.91
3417Frank et al.: Analysis and modeling of airgun data
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averagedI T and explains the small amplitude of the 95 H
band in Table VII.

B. Geoacoustic parameters

A deep strong reflector can significantly impa
wavenumbers and group speeds of low-frequency acou
modes.41 Figure 17 shows sound speed, attenuation, and d
sity profiles for nine bottom models. In modelR1 throughR9

the reflector increases in steps of 5 m from 6 to 46 m below
the water–sediment interface, respectively. ModelR5 is
similar to that used in Sec. IV. Changes in wavenumb
from varying reflector depths cause differences in relat
mode arrival times in each frequency band. These chan
can force the wavenumber difference to depart from inter
wave spectral peak locations, resulting in less modal inte
tion and smallerI T variations.

Broadband simulations were performed using a non
ear internal wave packet configuration withL5370 ands
52.3. Figure 18 showsI T variations caused as the nonline
internal wave packet moves toward the source for modelsR3

throughR7 . Large fluctuations occur at all hydrophones
Fig. 18~c!, while significantly smaller-amplitude oscillation
appear in the other panels. The variations in all cases
weakly depth dependent. Table VIII confirms that theI T fluc-
tuation amplitude peak occurs with modelR5 for the full
band and all filtered signals. The amplitude decrease ass

FIG. 15. Normalized internal wave spectrum dependence on spacing
tiple s with L5370. Ass increases, dominant frequency components in
packet decrease. Resonance interactions occur fors52.3. Another set of
peaks occur nears53.6 ands54.2.

TABLE VI. I T variation amplitudes for differents with L5370 m. Reso-
nance interactions most significant nears52.3 for full-band, 32, and 64 Hz
band simulations. The resonant peak occurs fors52.15 in a 95 Hz band.

s Full 32 Hz 64 Hz 95 Hz

2.0 1.36 0.93 2.76 2.03
2.15 2.57 1.64 3.83 4.27
2.3 2.78 3.07 5.11 3.30
2.45 1.68 3.00 2.85 1.57
2.6 1.27 1.54 1.72 1.84
3418 J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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ated with raising and lowering the strong reflector from 26
occurs because acoustic wavenumber differences for th
configurations do not cause resonant interaction.

The effect of the shallow reflector was also consider
Acoustically hard material is characterized by higher sou
speed,25 so decreasing the maximum sound speed of the s
low reflector could affect acoustic variability for several re
sons. First, the amount of energy reflected back into the
ter column is reduced and energy is less effectively trap
between the shallow and deep reflectors. Second, red
sound-speed gradients above and below the shallow refle
will also modify acoustic intensity. PE computations for se
eral shallow sediment configurations were considered.
conclusion is that variations in the shallow reflector do n
impact acoustic horizontal wavenumbers~and changes inI T

amplitude! as significantly as the location of the deep refle
tor ~for the lowest frequencies, the shallow reflector m
even be acoustically transparent!.

C. Sensitivity estimation

If an internal soliton with a particular widthL0( f 0) de-
fined by Eq.~9! causes resonant modal interaction acros

ul-

FIG. 16. Depth-dependentI T variations forL5370 m ands54.2: ~a! the 32
Hz band shows little depth dependence;~b! the 64 Hz band shows depth
dependence in the middle phones beginning near 20 min.~c! The 95 Hz
band shows significant variations at each receiver. Depth-averaged v
tions in ~c! show significant cancellation.

TABLE VII. I T variation amplitudes for differents with L5370 m. Reso-
nance interactions are expected nears53.6 ands54.1. Full-band and 32 Hz
band simulations show decay from resonant peak ats53.6 but do not indi-
cate a second peak. An amplitude increase occurs for 64 and 95 Hz b

s Full 32 Hz 64 Hz 95 Hz

3.5 1.86 1.92 5.28 1.64
3.6 1.87 2.50 4.37 1.70
3.7 1.59 2.26 3.13 1.66
3.8 1.33 1.74 2.26 1.36
3.9 1.14 1.32 1.57 1.49
4.0 1.05 1.03 1.52 1.16
4.1 1.08 0.90 1.90 1.21
4.2 1.13 0.95 1.87 1.23
4.3 1.45 0.93 2.01 2.36
4.4 1.74 0.85 1.58 4.36
Frank et al.: Analysis and modeling of airgun data
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FIG. 17. ~a! Sound speed~m/s!, ~b! attenuation~dB/l!,
and ~c! density~kg/m3! for geoacoustic models. Mode
R1 ~light dotted curve!, R2 ~light dashed-dotted curve!,
R3 ~light dashed curve!, R4 ~light solid curve!, R5

~heavy black curve!, R6 ~black solid curve!, R7 ~black
dashed curve!, R8 ~black dashed-dotted curve!, andR9

~black dotted curve! have a 2000 m/s reflector at 6, 11
16, 21, 26, 31, 36, 41, and 46 m from the wate
sediment interface, respectively.
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frequency band in oceanic waveguides, the associated i
nal wave spectral peak must have sufficient amplitude.
peak must also be broad enough to permit coupling foL
reasonably close toL0 , even though the amount of couplin
may be reduced. A related matter is to estimate the ba
width aroundf 0 that can be expected to exhibit variabili
due to mode coupling.

To address these issues, assume Eq.~9! holds for a reso-
nant soliton widthL0 associated with acoustic modesn and
m at radian frequencyv052p f 0 , whereki(v0) is the ith
acoustic horizontal wavenumber, so

L0~v0!5
2p

kn~v0!2km~v0!
. ~10!

Is L0 still resonant for an acoustic signal with frequen
v01Dv? Expanding the wavenumber in a Taylor series
a band nearv0 and dropping higher-order terms gives

kn~v01Dv!'kn~v0!1kn8~v0!Dv. ~11!

Since
J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
er-
e
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r

kn~v0!2km~v0!5v0@Sp
n~v0!2Sp

m~v0!#

[v0 DSp
nm~v0!, ~12!

whereSp
i (v) is the modei phase slowness, and

kn8~v0!2km8 ~v0!5v0@Sg
n~v0!2Sg

m~v0!#[DSg
nm~v0!,

~13!

whereSg
i (v) is the modei group slowness, Eq.~10! can be

rewritten in terms of the Taylor series in Eq.~11! as

L0~v01Dv!'
2p

v0DSp
nm~v0!1DvDSg

nm~v0!
. ~14!

Thus, in order forL0 to remain a resonant wavelength, an
change in DSp

nm(v0) must be offset by a change i
DSg

nm(v0) that is opposite in sign. This requirement is re
sonable in shallow waveguides where increased freque
usually leads to reduced phase velocity and increased g
velocity ~past the Airy phase!.

A useful example of Eq.~14! is a rigid-bottom isoveloc-
ity waveguide of sound speedc and depth D, with
wavenumbers for moden at frequencyf 0 ,
-

e
er
FIG. 18. I T variations for different reflector depths us
ing L5370 ands52.3 for model~a! R3 , ~b! R4 , ~c!
R5 , ~d! R6 , and ~e! R7 . All variations exhibit similar
phase and weak depth dependence. Large-amplitudI T

fluctuations in~c! and decreasing amplitudes on eith
side is evidence of a resonant interaction.
3419Frank et al.: Analysis and modeling of airgun data
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kn~ f !5
AS 2p f

c D 2

2F S n2
1

2Dp

D
G 2

. ~15!

Equation~11! in terms off is

kn~ f 01D f !5kn~ f 0!1S f 0 D f

kn~ f 0! D S 2p

c D 2

, ~16!

and Eq.~14! becomes

L0'
2p

kn~ f 0!2km~ f 0!1S 2pk0f 0 D f

c D S 1

kn~ f 0!
2

1

km~ f 0! D
.

~17!

This relation only occurs ifD f 50, m5n, or km( f 0)
5kn( f 0). These are all trivial cases in the rigid botto
waveguide, which indicates that the resonant peaks are
deed sharp. However, other waveguides allowkn8( f 0)
'km8 ( f 0), which can occur asymptotically at high freque
cies, at the Airy phase, or in multilayered waveguides.23

Using this example we also examine the change in
timal soliton width for a given variationD f from f 0 :

~18!

Large values of Eq.~18! indicate that the resonant solito
wavelength must undergo significant changes for sm
changes in frequency. If this happens, then a model sol
width would be unable to cause a modal interaction acro

TABLE VIII. I T variation amplitudes for different geoacoustic models. T
resonance peak occurs as the reflector passes through 26 m depth
frequency bands.

Model Full 32 Hz 64 Hz 95 Hz

R1 0.84 1.20 1.26 1.35
R2 1.08 1.68 1.67 1.34
R3 1.23 1.65 1.93 1.15
R4 1.66 2.31 2.28 1.68
R5 2.95 2.82 5.00 3.91
R6 1.47 1.48 2.40 2.40
R7 1.00 1.32 1.71 1.46
R8 1.02 1.37 1.57 1.43
R9 1.12 1.02 1.56 1.39
3420 J. Acoust. Soc. Am., Vol. 116, No. 6, December 2004
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frequency band, because Eq.~10! would not be satisfied.
However, a relatively small value from Eq.~18! allows a
soliton width selected for a particular center frequency
cause a modal interaction~though perhaps not at optima
resonance levels! over a frequency bandD f .

Table IX shows values ofDL/D f calculated using Eq.
~18! for mode combinations shown in Table III. Row on
shows changes near 10 m/Hz for all mode combinations.
a 10 Hz bandwidth signalD f 55 Hz soDL'50 m—about
20% of a soliton width. At 64 Hz, the largest value occurs
DL12. This value is about 50% of a typical wavelength, so
may be difficult to have interactions between these t
modes. The other 64 Hz values are much smaller, espec
for resonant mode combinations displayed in Table III,
interaction among these is feasible. Values ofDL/D f for 95
Hz follow the same pattern. These results are reason
since Table IV and Table V demonstrate that for the 32
band, significantly larger acoustic variability arises whenL
is within 50 m of the soliton width that causes the large
amplitude variability. In the 64 and 95 Hz bands, the re
nance peaks are sharper in Tables IV and V, which is c
firmed by the reduced values for these frequency band
Table IX. These estimates indicate the resonant soliton w
is fairly sensitive to the acoustic frequency, especially in
lowest mode pairs, but the use of rigid bottom wavenumb
represents a worst-case scenario for the sensitivity. The
ues in Table IX are also consistent with results for nonlin
internal wave packet randomness since variability of ab
20–30 m inL iw do not significantly affect the internal wav
spectrum.

Table X shows values ofDL/DD that result from a
perturbation analysis similar to that forDL/D f . These val-
ues were calculated for 32 Hz usingD596, and for the
higher frequencies usingD571. This difference is necessar
to make isospeed wavenumbers correspond more close
wavenumbers in Table I, and is expected since the 32
band penetrates to the deep reflector while the high
frequency modes are more effectively contained in the wa
column. Values in Table X are significantly larger than tho
obtained forDL/D f , which is consistent with the conclusio
from Sec. VI B that resonant modal interaction is relative
sensitive to waveguide and deep reflector depths.

all
TABLE IX. Variability in DL i j /D f for modesi and j.

DL12 DL13 DL23 DL24 DL34 DL15 DL35 DL46

32 Hz 14.5 9.8 6.2
64 Hz 13.6 4.7 7.2 3.0 5.2 1.7 2.5
95 Hz 13.5 4.6 6.9 2.8 4.8 1.4 2.1 1.7

TABLE X. Variability in DL i j /DD for modesi and j.

DL12 DL13 DL23 DL24 DL34 DL15 DL35 DL46

32 Hz 16.4 5.5 8.3
64 Hz 24.2 8.1 12.1 4.9 8.2 2.5 4.7
95 Hz 35.9 12.0 18.0 7.2 12.0 3.6 5.1 4.1
Frank et al.: Analysis and modeling of airgun data
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VII. SUMMARY AND DISCUSSION

An environmental model for the NRL acoustic track
formulated using thermistor data at the receiver, CTD dat
the source, and perturbations of AMCOR 6010 boreh
data. Due to the apparent contamination in the source m
tor signal, a model source signature is developed for bro
band acoustic modeling. Nonlinear internal wave pack
that were observed between the acoustic source and rec
during transmission are modeled using a train of sech2 soli-
tons. This model allows the soliton width and spacing b
tween solitons to be varied for each wave in the packet.

It has been found by comparing broadband SWAR
acoustic data to broadband PE computations that the pas
of nonlinear internal waves evidently cause the pul
averaged intensity fluctuations in airgun signals recorde
the NRL/VLA. Wavelet transforms are used to analy
time–frequency variations of acoustic data caused by non
ear internal waves. The transforms reveal that acoustic m
strength and arrival time variability of peak frequency co
ponents are correlated with the passage of the nonlinea
ternal waves.

The acoustic frequency bands near 32, 64, and 95
studied here are significantly lower frequencies than h
been previously examined in connection with nonlinear
ternal waves. While the internal wave-acoustic resona
condition is well known, the opportunity to relate observ
nonlinear internal wave spectral peaks to acoustic waven
bers is apparently novel. Significant acoustic effects a
despite the relatively low number of propagating modes
the frequencies of interest. The influence of nonlinear in
nal wave width and spacing parameters on acoustic varia
ity is described, and the internal wave spectrum can pre
packet configurations that cause resonant behavior for
ticular acoustic frequency bands.

Several aspects of the acoustic results from the N
track remain open for future investigation. Time–frequen
behavior observed in data and simulation scalograms was
fully analyzed and would be a rich area of investigatio
New applications of time–frequency analysis, including
versions, may be possible with an understanding of the n
linear internal wave effects. Range-dependent inversi
along the NRL acoustic track could be performed for bott
or water-column properties. The influence of uncertai
modeled by random internal wave parameters deserves m
extensive treatment.
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