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1 Algebra

1.1 Functions

1.1.1 Exponential and Log Function

ex · ey = e(x+y) log x + log y = log(xy)
1/ex = e−x log(1/x) = − log(x)

ex/ey = e(x−y) log x − log y = log(x/y)
e0 = 1 log 1 = 0

(ex)p = epx log(xp) = p log x

1.1.2 Indicator Function

I(x ∈ A) is the indicator function defined by

I(x ∈ A) =

{
1 if x ∈ A
0 o/wise

For example, I(x > a) is the ‘step function’, equal to 1 for x > a and zero if
x ≤ a.

1.2 Sums and Series

1.2.1 Finite GP

SN (x) =

N−1∑

n=0

xn =
1 − xN

1 − x
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Abstract

We study the effect of domain perturbation on the behaviour of parabolic equations.

The first aspect considered in this thesis is the behaviour of solutions under changes

of the domain. We show how solutions of linear and semilinear parabolic equations

behave as a sequence of domains Ωn converges to an open set Ω in a certain sense.

In particular, we are interested in singular domain perturbations so that a change of

variables is not possible on these domains. For autonomous linear equations, it is

known that convergence of solutions under domain perturbation is closely related to the

corresponding elliptic equations via a standard semigroup theory. We show that there

is also a relation between domain perturbation for non-autonomous linear parabolic

equations and domain perturbation for elliptic equations. The key result for this is

the equivalence of Mosco convergences between various closed and convex subsets of

Banach spaces. An important consequence is that the same conditions for a sequence of

domains imply convergence of solutions under domain perturbation for both parabolic

and elliptic equations. By applying variational methods, we obtain the convergence of

solutions of initial value problems under Dirichlet or Neumann boundary conditions.

A similar technique can be applied to obtain the convergence of weak solutions of

parabolic variational inequalities when the underlying convex set is perturbed. Using the

linear theory, we then study domain perturbation for initial boundary value problems

of semilinear type. We are also interested in the behaviour of bounded entire solutions

of parabolic equations defined on the whole real line. We establish a convergence result

for bounded entire solutions of linear parabolic equations under L2 and Lp-norms. For

the Lp-theory, we also prove Hölder regularity of bounded entire solutions with respect

to time. In addition, the persistence of some classes of bounded entire solutions is given

for semilinear equations using the Leray-Schauder degree theory.

The second aspect is to study the dynamics of parabolic equations under domain

perturbation. In this part, we consider parabolic equation as a dynamical system in an

i
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L2 space and study the stability of invariant manifolds near a stationary solution. In

particular, we prove the continuity (upper and lower semicontinuity) of both, the local

stable invariant manifolds and the local unstable invariant manifolds under domain

perturbation.
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Introduction

The study of domain perturbation or sometimes referred to as “perturbation of the

boundary” for boundary value problems is a special topic in perturbation problems.

The main characteristic is that the differential operators and the solutions of the per-

turbed problems live in different spaces (depending on the domain of a boundary value

problem). Domain perturbation appears to be a simple problem if we are only inter-

ested in smooth perturbation of the domain. This is because we could perform a change

of variables to consider the perturbed problems in a fixed domain and only perturb

the coefficients. Hence, it turns back to a standard perturbation problem and we may

apply standard techniques such as the implicit function theorem, the Liapunov-Schmidt

method and the transversality theorem. Nevertheless, difficulties arrive when we per-

form a change of variables and standard tools are not enough (see [53]). When a change

of variables is not possible, domain perturbation is even more challenging.

The fundamental question in domain perturbation is to look at how solutions be-

have upon varying domains. In particular, we would like to know when the solutions

converge and what the limit problem is. This topic has been extensively studied for

elliptic equations (see for example [37, 5, 39, 34, 30, 21, 22, 79] and references therein).

Typically, the work of [37] provides a characterisation of domains Ωn,Ω ⊂ RN for which

solutions of the perturbed problem subject to Dirichlet boundary condition

−∆u = fn in Ωn

u = 0 on ∂Ωn

(0.1)

converge (in some sense) to a solution of the limit problem

−∆u = f in Ω

u = 0 on ∂Ω.
(0.2)

Older techniques for the convergence of solutions of the Dirichlet problem for harmonic

functions can be found in [58]. In the above work, the convergence result was referred to

1



INTRODUCTION 2

as “stability of solutions” under variation of the boundary of the domain. In [21, 22], a

sufficient condition on domains for which the solutions converge is obtained for Neumann

problems (u = 0 is replaced ∂u
∂ν = 0 on ∂Ω). A more complicated behaviour occurs

in the case of Robin problems (∂u∂ν + αu = 0, α > 0 on ∂Ω). Dancer and Daners

[34] show that both convergence of solutions and boundary homogenisation (the limit

problem prescribed by a different boundary condition) are possible depending largely

on how domains Ωn converge to Ω. A variation to elliptic equations with nonlinear

boundary condition is studied in [7, 8, 9]. There are also results on nonlinear equations

investigated in [31, 32]. On the other hand, an explicit estimate for solutions under

domain perturbation in terms of a certain “distance” between Ωn and Ω is the subject

of [72].

Another aspect of domain perturbation for elliptic equations is the dependence of the

spectrum of an elliptic operator on domains. This involves the study of the eigenvalue

problem

−∆u+ λu = 0 in Ω

Bu = 0 on ∂Ω
(0.3)

under domain perturbation where B is a boundary condition operator. For Dirichlet

problem, it is known that the spectrum behaves continuously under a large class of

domain perturbation as characterised in [37]. In contrast, the spectrum for Neumann

problems is not well-behaved as seen in [29, page 420] or [6, 56]. A sufficient condition

on domains for which the spectrum behaves continuously is given in [10]. Besides, an

explicit estimate for the variation of eigenvalues on domains is considered in [24, 25, 26,

12].

The motivation to study domain perturbation comes from various sources. The main

ones include shape optimization, solutions structure of nonlinear problems and numer-

ical analysis. A classical shape optimisation is to find minimisers of shape functionals

(functions where the unknown variable runs over a class of domains). For functionals

arising from differential equations, the problem involves solving and extracting conver-

gent subsequences of solutions of differential equations defined on a sequence of domains

(see [27, 20, 23, 79]). This problem leads to the concept of Γ-convergence for a sequence

of open sets and Mosco convergence for a sequence of function spaces related to differ-

ential equations. In particular, the question to establish a sufficient condition for the

Γ-convergence in terms of geometrical properties of the domains has attracted interest

in [23, 79, 19]. The solutions structure of nonlinear elliptic equations is the main concern
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in [31, 32]. It is shown that the number of positive solutions and solutions structure of

nonlinear elliptic equations depends on geometric properties of the domain. Examples

of domains are constructed to show that there can be arbitrarily many positive solu-

tions. Lastly, in numerical analysis, the concept of discrete approximation of normed

spaces leads to the study of perturbation of linear operators defined on a sequence of

normed spaces to another sequence of normed spaces (see [48, 78, 75, 76, 77]). The

generalised perturbation results (discrete convergence, discrete compactness of linear

operators) give a general framework for approximation of solutions of linear equations

and eigenvalue problems. A more recent work on numerical approximation of eigenval-

ues of domains with multiple cracks is studied in [16].

Much less result on domain perturbation seems to be known for parabolic equa-

tions. Rauch and Taylor [70] studied domain perturbation for autonomous equations.

In addition, Hale and Vegas [51] investigated the persistence of stationary (equilibrium)

solutions of nonlinear autonomous parabolic equations subject to Neumann boundary

condition. Dancer [32, Section 5] briefly discussed non-autonomous equations but ex-

plicit time dependent is not allowed in higher order terms (equations can be reduced to

autonomous problems by a change of time variable). The methods in these works are

based on domain perturbation results for linear elliptic equations. In [70] and [32], con-

vergence of solutions under domain perturbation is proved by means of convergence of

resolvents or semigroups of the corresponding elliptic operators. The persistence of equi-

librium solutions in [51] is obtained by applying the Liapunov-Schmidt method and the

implicit function theorem to a bifurcation equation derived from the corresponding ellip-

tic equations. A crucial result to study domain perturbation for autonomous parabolic

equations from the corresponding elliptic equations is the convergence of pseudo resol-

vents established by Arendt [4, Theorem 5.2] (see its application in domian perturbation

in [4, Section 6] and [38, Section 6]). For quasilinear parabolic equations, there are con-

vergence results in [45] and [73] using the concept of Mosco convergence. The main work

on domain perturbation for non-autonomous parabolic equations is provided by Daners

[35]. The results of [35] include convergence of solutions for both linear and semilinear

parabolic initial value problems subject to Dirichlet boundary condition as well as persis-

tence of periodic solutions under domain perturbation. There is a different perspective

and theory for non-autonomous parabolic equations in the monograph by Mierczyński

and Shen [64]. In particular, fundamental properties of the principal spectrum and prin-

cipal Liapunov exponents for non-autonomous (as well as random) parabolic equations
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are developed. They also study the effect of the shape of the domain on the principal

spectrum and principal Liapunov exponents and extend the Faber-Krahn inequalities

for elliptic and periodic parabolic problems to general non-autonomous and random

parabolic equations in [64, Section 5.4].

The aim of this thesis is to develop a general theory for domain perturbation for

both autonomous and non-autonomous parabolic equations subject to either Dirichlet

or Neumann boundary conditions. We are particularly interested in singular domain

perturbation so that change of variables is not possible on these domains. Moreover,

we mostly do not assume any smoothness of the domains.

Let Ωn and Ω be bounded domains in RN , N ≥ 2 such that Ωn,Ω ⊂ D for some ball

D ∈ RN . We consider the following parabolic equation





∂u

∂t
+A(t)u = f(x, t, u) in Ω× (0, T ]

B(t)u = 0 on ∂Ω× (0, T ]

u(·, 0) = u0 in Ω,

(0.4)

where A is an elliptic operator of the form

A(t)u := −∂i[aij(x, t)∂ju+ ai(x, t)u] + bi(x, t)∂iu+ c0(x, t)u (0.5)

and B(t) is one of the following boundary operators

B(t)u := u Dirichlet boundary condition

B(t)u := [aij(x, t)∂ju+ ai(x, t)u] νi Neumann boundary condition.
(0.6)

In the above, we use summation convention with i, j running from 1 to N . The boundary

condition is considered in a weak sense as the (outer) unit normal vector ν = (ν1, . . . , νN )

may not exist. Also, we assume that aij , ai, bi and c0 are functions in L∞(D × (0, T ))

and that there exists a constant α > 0 independent of (x, t) ∈ D × (0, T ) such that

aij(x, t)ξiξj ≥ α|ξ|2,

for all ξ ∈ RN . We study the perturbed equation





∂u

∂t
+An(t)u = fn(x, t, u) in Ωn × (0, T ]

Bn(t)u = 0 on ∂Ωn × (0, T ]

u(·, 0) = u0,n in Ωn,

(0.7)
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where An and Bn are defined similarly as in (0.5) and (0.6), respectively.

In this thesis, we investigate two aspects of the above parabolic equations under

domain perturbation. The first aspect is the convergence of solutions of linear and

semilinear parabolic equations under domain perturbation. Most of the time, we follow a

standard bilinear form setting so that existence and uniqueness of solutions for (0.4) and

(0.7) (for linear problems) are available. Our main concern is to investigate conditions

on domains Ωn and Ω for which solutions of the perturbed problems converge to a

solution of the limit problem. We also study the persistence of bounded entire solutions

(solutions that are defined for all time t ∈ (−∞,∞) and are bounded in a suitable

function space) of parabolic equations. The second aspect is to study the dynamics

of parabolic equations under domain perturbation. In this part we consider parabolic

equation as a dynamical system in an L2 space and study the persistence of invariant

manifolds near a stationary solution of (0.4) when the domain Ω is perturbed.

An overview of this thesis is given below.

We start our domain perturbation analysis for non-autonomous linear parabolic

equations in Chapter 1. This is inspired by the work of Daners [35] for Dirichlet prob-

lems. Our main focus is hence the Neumann problem. In the case of autonomous linear

parabolic equations, convergence of solutions under domain perturbation is closely re-

lated to the corresponding elliptic equations via the semigroups generated by the corre-

sponding elliptic operators. Our results show that this also applies to non-autonomous

problems using variational approach. The link between elliptic and parabolic equations

is obtained by the equivalence of Mosco convergence established in Section 1.3. This

result is an abstract generalisation of a similar equivalence of Mosco convergence of

certain function spaces in [73]. The abstract approach here can be applied to both

Dirichlet problem and Neumann problem. Section 1.4 presents convergence results for

both boundary value problems. We note that Mosco convergence assumption for Dirich-

let problem is weaker than the notion of convergence of domains used in [35]. Hence,

our result allows a larger class of domain perturbation. We also include a direct applica-

tion of convergence results to study final value problems in Section 1.5. In Section 1.6,

we use a similar technique to obtain convergence of solutions of parabolic variational

inequalities under perturbation of the underlying convex sets.

Chapter 2 provides some background and results on domain perturbation for semi-

linear parabolic equations. While most of the material is based on [38], our version

contains an improvement. We prove in Theorem 2.3.5 that the convergence of solu-
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tions under perturbation is also possible when the nonlinear terms converge pointwise

only. This convergence result was originally proved in [38, Theorem 4.6] when the uni-

form convergence of nonlinear terms is assumed. Using this improved result and the

work in Chapter 1, we give domain perturbation theory for non-autonomous semilinear

parabolic equations in Section 2.4. This is complementary to [38] where the application

is done for autonomous semilinear parabolic equations. Nevertheless, we also include

the results for autonomous problems in Section 2.4.2. In particular, we collect known

results on convergence of the spectrum and resolvent operators for the corresponding

elliptic equations under domain perturbation.

In Chapter 3 we study the dynamical behaviour of parabolic equations under do-

main perturbation. Similar studies on dynamical behaviour under domain perturbation

include, for example, the works of [42] for Dirichlet problems and [10, 68] for Neumann

problems. Our main focus in this thesis is the persistence of invariant manifolds near

a stationary point for semilinear parabolic equations under Dirichlet boundary condi-

tion. Section 3.2 introduces the dynamical system in terms of semiflows induced by

solutions of parabolic equations, and outlines the construction of the local stable and

the local unstable invariant manifolds by the method of [14]. The main results on the

persistence of unstable and stable invariant manifolds are stated in Theorem 3.3.3 and

Theorem 3.3.4, respectively. The proofs are given in Section 3.5 for unstable invari-

ant manifolds and in Section 3.6 for stable invariant manifolds. Our continuity (upper

and lower semicontinuity) results for the local stable and the local unstable invariant

manifolds are given in the L2 setting using the semiflows induced by mild solutions. In

[10, 68] and [42], they are only interested in continuity of local unstable invariant man-

ifolds (and consequently continuity of attractors), but the convergence is obtained in

H1(RN ). Moreover, we keep track of the dependence of invariant manifolds constructed

by the method of [14], whereas the existence of invariant manifolds in [10] follows from

a standard construction in [52].

Finally, in Chapter 4, we turn back to study the behaviour of solutions under do-

main perturbation. However, we give attention to a class of bounded entire solutions of

autonomous parabolic equations on the whole real line rather than solutions of initial

value problems on a bounded interval considered in Chapter 1 and Chapter 2. This in-

vestigation is rather new in the literature. Under an exponential dichotomy assumption,

we collect some results on the existence and uniqueness of bounded entire solutions of

linear parabolic equations in Section 4.1. Roughly, the bounded entire solution can be
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represented in terms of semigroups (evolution systems) and projections onto stable and

unstable subspaces. In Section 4.2, we give domain perturbation results for bounded

entire solutions of linear parabolic equations in an L2 setting. The results are then

used in Section 4.3 to establish the convergence of solutions in Lp for a certain range

of p > 2. The highlight of this section is the Hölder regularity (with respect to time)

of bounded entire solutions in Lp proved in Proposition 4.3.7. Although a similar regu-

larity result can be found in [40, Corollary 5.6] for evolution equations in interpolation

spaces or [52, Section 3.3] for evolution equations in fractional power spaces, the same

argument cannot be applied when we work in the Lp scales. In Section 4.4, we look at

semilinear parabolic equations. We discuss the cases where the Leray-Schauder degree

can or cannot be applied to establish the persistence of a known bounded entire solution

of semilinear problems under domain perturbation. The technique of using the Leray-

Schauder degree is not new. It appeared in [35] in the context of periodic solutions and

in [31] in the context of nonlinear elliptic equations. We give a remark on the difficulty

of using this technique for almost periodic solutions.
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Chapter 1

Domain perturbation for linear

non-autonomous parabolic

equations

In this chapter, we study the behaviour of solutions of linear non-autonomous parabolic

equations. We first collect preliminary results on the existence and uniqueness of solu-

tions of non-autonomous linear parabolic equations by variational methods. In Section

1.2, we discuss a useful notion of Mosco convergence of closed and convex sets. It will

be the main tool to deal with a sequence of functions belonging to different function

spaces. Section 1.3 presents a key result that enables us to study domain perturbation

for non-autonomous parabolic equations via the corresponding elliptic equations. We

show the equivalence between Mosco convergences of various closed and convex subsets

of a Banach space. This result is an abstract generalisation of the equivalence of Mosco

convergences in W 1,r
0 (RN ) and in Lp((0, T ),W 1,r

0 (RN )) proved in [73]. Section 1.4 gives

some applications of the key result. In particular, we prove the convergence of solutions

under domain perturbation for non-autonomous parabolic equations under Dirichlet or

Neumann boundary conditions. Moreover, we include convergence results for final value

problems in Section 1.5. Finally, in Section 1.6, we obtain a similar convergence of solu-

tions for parabolic variational inequalities under perturbation of the underlying convex

set.

9
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1.1 Abstract parabolic equations

In this section, we introduce basic notations and collect standard results on linear

parabolic equations.

Suppose V is a real separable and reflexive Banach space and H is a separable

Hilbert space such that V is dense in H. By identifying H with its dual space H ′, we

consider the following evolution triple

V
d
↪→ H

d
↪→ V ′.

For an interval (a, b) ⊂ R, we denote by L2((a, b), V ), the Bochner-Lebesgue space. We

define the Bochner-Sobolev space

W ((a, b), V, V ′) := {u ∈ L2((a, b), V ) : u′ ∈ L2((a, b), V ′)},

where u′ is the derivative in the sense of distributions taking values in V ′. The space

W ((a, b), V, V ′) is a Banach space when equipped with the following norm

‖u‖W :=
(∫ b

a
‖u(t)‖2V dt+

∫ b

a
‖u′(t)‖2V ′ dt

)1/2
.

It is well known that W ((a, b), V, V ′) ↪→ C([a, b], H), where the space of H-valued

continuous functions C([a, b], H) is equipped with the uniform norm ([41, Theorem

I1.3.1]). More precisely, if u ∈W ((a, b), V, V ′), then there exists a uniquely determined

H-valued continuous functions on [a, b] which coincides almost everywhere on (a, b) with

the function u. Hereafter, we use this uniquely determined function in C([a, b], H) as a

representative of a function u ∈ W ((a, b), V, V ′). In this sense, there exists a constant

C > 0 such that

sup
t∈[a,b]

‖u(t)‖H ≤ C‖u‖W ,

for all u ∈ W ((a, b), V, V ′). Moreover, for u, v ∈ W ((a, b), V, V ′) and a0, b0 ∈ [a, b] with

a0 < b0, we have the integration by parts formula

(u(b0)|v(b0))− (u(a0)|v(a0)) =

∫ b0

a0

〈u′(t), v(t)〉+ 〈v′(t), u(t)〉 dt. (1.1)

Here and throughout the thesis, we denote by (·|·), the scalar product in H and by 〈·, ·〉,
the duality paring between V ′ and V . Let I and J be two sets, we write J ⊂⊂ I if

J̄ ⊂ Int(I), where Int(I) denotes the interior of I. For a subset X of a Banach space

V , we define the closed convex hull by

conv(X) :=

{
k∑

i=1

αixi | xi ∈ X,αi ∈ R, αi ≥ 0,

k∑

i=1

αi = 1, k = 1, 2, . . .

}
.
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The framework of parabolic equations studied throughout this thesis follows a stan-

dard bilinear form setting. For each t ∈ [0, T ], suppose a(t; ·, ·) is a continuous bilinear

form on V satisfying the following hypothesis:

• For every u, v ∈ V , the map t 7→ a(t;u, v) is measurable.

• There exists a constant M > 0 independent of t ∈ [0, T ] such that

|a(t;u, v)| ≤M‖u‖V ‖v‖V , (1.2)

for all u, v ∈ V and t ∈ [0, T ].

• There exist α > 0 and λ ∈ R such that

a(t;u, u) + λ‖u‖2H ≥ α‖u‖2V , (1.3)

for all u ∈ V and t ∈ [0, T ].

For each t ∈ [0, T ] and u ∈ V , the bilinear form a(t; ·, ·) induces a continuous linear

operator A(t) ∈ L (V, V ′) with

〈A(t)u, v〉 = a(t;u, v), (1.4)

for all u, v ∈ V . We easily see from (1.2) that supt∈[0,T ] ‖A(t)‖L (V,V ′) ≤M .

Let us consider the abstract linear parabolic equation



u′(t) +A(t)u = f(t) for t ∈ (0, T ]

u(0) = u0,
(1.5)

where u0 ∈ H and f ∈ L2((0, T ), V ′).

Definition 1.1.1. A function u ∈W (0, T, V, V ′) satisfying (1.5) is called a weak solution

of (1.5).

It is well known that u is a weak solution of (1.5) if and only if u ∈ L2((0, T ), V )

and

−
∫ T

0
(u(t)|v)φ′(t) dt+

∫ T

0
a(t;u(t), v)φ(t) dt

= (u0|v)φ(0) +

∫ T

0
〈f(t), v〉φ(t) dt,

(1.6)

for all v ∈ V and for all φ ∈ D([0, T )). The existence and uniqueness of solution is

given in the following theorem (see, for example, [41, XVIII §3] and [81, §23.7]).
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Theorem 1.1.2. Given f ∈ L2((0, T ), V ′) and u0 ∈ H, there exists a unique weak

solution of (1.5) satisfying

‖u‖W (0,T,V,V ′) ≤ C
(
‖u0‖H + ‖f‖L2((0,T ),V ′)

)
(1.7)

with C > 0 independent of f and u0. Moreover, if λ = 0 in (1.3), then the weak solution

satisfies

‖u(t)‖2H + α

∫ t

0
‖u(s)‖2V ds ≤ ‖u0‖2H + α−1

∫ t

0
‖f(s)‖2V ′ ds, (1.8)

for all t ∈ [0, T ].

Note that v(t) := e−λtu(t) is a weak solution of (1.5) with A(t) replaced by A(t)+λ.

Hence, we can assume without loss of generality that λ = 0 in (1.3).

The remaining part of this section is devoted to an abstract formulation of linear

non-autonomous parabolic equations. In other words, we consider the equation (0.4)

in Introduction when the inhomogeneous term f(t, x, u) is independent of u as written

below 



∂u

∂t
+A(t)u = f(x, t) in Ω× (0, T ]

B(t)u = 0 on ∂Ω× (0, T ]

u(·, 0) = u0 in Ω.

(1.9)

For t ∈ [0, T ], we consider a bilinear form a(t; ·, ·) given by

a(t;u, v) :=

∫

Ω
[aij(x, t)∂ju+ ai(x, t)u]∂iv + bi(x, t)∂iuv + c0(x, t)uv dx, (1.10)

for u, v ∈ V . By assumptions on aij , ai, bi and c0, it is clear that the map t 7→ a(t;u, v)

is measurable for all u, v ∈ V . Moreover, it can be verified that the form a(t; ·, ·) defined

above satisfies (1.2) and (1.3) (see [41]).

It is well known that (1.9) can be written as an abstract equation (1.5) by taking

the evolution triple V
d
↪→ H

d
↪→ V ′ with

V = H1
0 (Ω) and H = L2(Ω) for Dirichlet boundary value problem or,

V = H1(Ω) and H = L2(Ω) for Neumann boundary value problem
(1.11)

(see [81, Corollary 23.24]).

1.2 Mosco Convergence

Mosco convergence was originally introduced in [65] for a sequence of convex sets and

was the main tool to establish convergence properties of solutions of elliptic variational
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inequalities when the underlying convex set is perturbed. We assume that V is a reflexive

and separable Banach space, and Kn,K are closed and convex subsets of V . We start

by giving a definition of Mosco convergence in various spaces including V , L2((0, T ), V )

and W ((0, T ), V, V ′).

Definition 1.2.1. We say that Kn converges to K in the sense of Mosco if the following

conditions hold:

(M1) For every u ∈ K, there exists a sequence un ∈ Kn such that un → u in V strongly.

(M2) If (nk) is a sequence of indices converging to ∞, (uk) is a sequence such that

uk ∈ Knk for every k and uk ⇀ u in V weakly, then u ∈ K.

There is an alternative definition of Mosco convergence defined in terms of Kura-

towski limits. A general result on Mosco convergence and equivalence of these definitions

can be found in [11, Chapter 3]. We give a trivial example of Mosco convergence from

our domain perturbation point of view below.

Example 1.2.2. Let Ωn and Ω be bounded open sets in RN such that Ωn,Ω ⊂ D for

some ball D for all n ∈ N. By identifying a function u ∈ H1
0 (Ω) with its trivial

extension (extension by zero on D\Ω), we regard u as a function in H1(D). By a

similar identification for functions in H1
0 (Ωn), we regard H1

0 (Ω) and H1
0 (Ωn) as subsets

of H1(D). It is easy to see that they are closed subspaces (hence, closed and convex

subsets) of H1(D). If Ωn ⊂ Ωn+1 ⊂ Ω for all n ∈ N and Ω =
⋃
n∈N Ωn, then H1

0 (Ωn)

converges to H1
0 (Ω) in the sense of Mosco.

As seen in Section 1.1, solutions of parabolic equation (1.5) is in L2((0, T ), V ). Thus,

it is worthwhile to study Mosco convergence in L2((0, T ), V ). We let

L2((0, T ),K) := {u ∈ L2((0, T ), V ) | u(t) ∈ K a.e.},

and

C([0, T ],K) := {u ∈ C([0, T ], V ) | u(t) ∈ K ∀t ∈ [0, T ]}.

It can be verified that L2((0, T ),K) is a closed and convex subset of L2((0, T ), V ). We

next state Mosco convergence of function spaces for parabolic problems.

Definition 1.2.3. We say that L2((0, T ),Kn) converges to L2((0, T ),K) in the sense

of Mosco if the following conditions hold:

(M1′) For every u ∈ L2((0, T ),K), there exists a sequence un ∈ L2((0, T ),Kn) such that

un → u in L2((0, T ), V ) strongly.
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(M2′) If (nk) is a sequence of indices converging to ∞, (uk) is a sequence such that

uk ∈ L2((0, T ),Knk) for every k and uk ⇀ u in L2((0, T ), V ) weakly, then u ∈
L2((0, T ),K).

Similarly, we can state Mosco convergence in W ((0, T ), V, V ′).

Definition 1.2.4. We say that W ((0, T ), V, V ′) ∩ L2((0, T ),Kn) converges to

W ((0, T ), V, V ′) ∩ L2((0, T ),K) in the sense of Mosco if the following conditions hold:

(M1′′) For every u ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),K), there exists a sequence un in

W ((0, T ), V, V ′) ∩ L2((0, T ),Kn) such that un → u in W ((0, T ), V, V ′) strongly.

(M2′′) If (nk) is a sequence of indices converging to ∞, (uk) is a sequence such that

uk ∈W ((0, T ), V, V ′)∩L2((0, T ),Knk) for every k, uk ⇀ u in L2((0, T ), V ) weakly

and u′k ⇀ w in L2((0, T ), V ′) weakly, then u′ = w and u ∈ W ((0, T ), V, V ′) ∩
L2((0, T ),K).

1.3 Equivalence of Mosco convergences for parabolic and

elliptic equations

In this section, we prove a key result that relates domain perturbation for non-

autonomous parabolic equations and domain perturbation for elliptic equations. We re-

mark that for autonomous parabolic equations, the convergence of solutions of parabolic

equations can be deduced from the convergence of solutions of the corresponding elliptic

equations under domain perturbation. This is simply because we can apply semigroup

methods together with the convergence result of degenerate semigroups due to Arendt

[4, Theorem 5.2]. In Section 6 of the same paper, the convergence of solutions of Dirich-

let heat equations is given as an application. Further examples on other boundary

conditions including Neumann and Robin boundary conditions can be found in [38,

Section 6].

We state our key result below.

Theorem 1.3.1. The following assertions are equivalent:

(i) Kn converges to K in the sense of Mosco.

(ii) L2((0, T ),Kn) converges to L2((0, T ),K) in the sense of Mosco.
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(iii) W ((0, T ), V, V ′) ∩ L2((0, T ),Kn) converges to W ((0, T ), V, V ′) ∩ L2((0, T ),K) in

the sense of Mosco.

Before proving the equivalence of Mosco convergences in Theorem 1.3.1, we require

some technical lemmas.

Lemma 1.3.2. For a bounded open interval (a, b) ⊂ R, let u ∈ L2((a, b),K). If φ ∈
D((a, b)) such that φ ≥ 0 and

∫ b
a φ(t) dt = 1, then

∫ b
a u(t)φ(t) dt ∈ K.

Proof. Since K is closed and convex, we have
∫ b
a u(t)φ(t) dt ∈ conv{u(t) | t ∈ (a, b)} ⊂

K for all u ∈ L2((a, b),K).

Lemma 1.3.3. Let I = (a, b) be a bounded open interval in R. If u ∈ L2(I, V ) and
∫
I u(t)φ(t) dt ∈ K for all φ ∈ D(I) with φ ≥ 0 and

∫
I φ(t) dt = 1, then u ∈ L2(J,K)

for all J = (c, d) ⊂⊂ I.

Proof. Let η ∈ D(R) be the standard mollifier. For ε > 0, we define ηε(t) = 1
εη( tε) so

that ηε ∈ D(R) with
∫
R ηε(t) dt = 1 and supp(ηε) ⊂ (−ε, ε). Consider the mollified

function uε := ηε ∗ u. For a.e. t ∈ I, we have

‖uε(t)− u(t)‖V =

∥∥∥∥
∫ t+ε

t−ε
ηε(t− s)[u(s)− u(t)] ds

∥∥∥∥
V

≤ 1

ε

∫ t+ε

t−ε
η
( t− s

ε

)
‖u(s)− u(t)‖V ds

≤ C 1

ε

∫ t+ε

t−ε
‖u(s)− u(t)‖V ds.

By Lebesgue’s differentiation theorem for vector valued functions (Theorem III.12.8 of

[44]), uε(t)→ u(t) in V a.e. t ∈ I. By the definition of uε,

uε(t) =

∫

I
ηε(t− s)u(s) ds =:

∫

I
u(s)φε(s) ds,

where we set φε(s) := ηε(t − s). Let J ⊂⊂ I. For t ∈ J , we can choose ε sufficiently

small so that supp(φε) ⊂ (t−ε, t+ε) ⊂ I. It follows from the assumption that uε(t) ∈ K
for all t ∈ J . Since K is a closed subset of V , the limit point u(t) ∈ K a.e. t ∈ J .

Hence, u belongs to L2(J,K) as required.

Lemma 1.3.4. The set C([0, T ],K) is dense in L2((0, T ),K).

Proof. Note first that the lemma is trivial if K is a subspace of V (i.e. K is a Ba-

nach space) [81, Theorem 23.2 (c)]. Let u ∈ L2((0, T ),K) be arbitrary. We choose
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a function φ ∈ D((0, T )) with
∫ T

0 φ(t) dt = 1. It follows from Lemma 1.3.2 that

ξ :=
∫ T

0 u(t)φ(t) dt ∈ K. Define the extended function ũ ∈ L2((−1, T + 1),K) by

ũ(t) :=




ξ on (−1, 0) ∪ (T, T + 1)

u(t) on (0, T ).

By a mollification argument, the function uε := ηε ∗ ũ belongs to C(R, V ). Moreover,

uε converges to ũ in L2((−1, T + 1), V ). By choosing 0 < ε < 1, we have uε(t) ∈ K
for all t ∈ [0, T ]. Therefore, the restriction of uε to [0, T ] belongs to C([0, T ],K) and

converges to u in L2((0, T ), V ) as ε→ 0.

Lemma 1.3.5. The set C∞([0, T ], V ) ∩ C([0, T ],K) is dense in W ((0, T ), V, V ′) ∩
L2((0, T ),K).

Proof. Let u ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),K) be arbitrary. For δ > 0, we define the

stretching map Sδ : [0, T ]→ [−δ, T + δ] by

Sδ(t) :=
(T + 2δ

T

)
t− δ. (1.12)

We define uδ ∈W ((−δ, T+δ), V, V ′)∩L2((−δ, T+δ),K) by uδ := u◦S−1
δ . It can be easily

seen from the dominated convergence theorem and a chain rule that the restriction of uδ

to (0, T ) converges to u in W ((0, T ), V, V ′) as δ → 0. Let ηε be a mollifier. For t ∈ [0, T ]

and ε < δ, the translation of ηε by t (denoted by ηε,t) belongs to D((−δ, T +δ)). Hence,

if ε < δ, then ηε ∗ uδ belongs to C∞([0, T ], V ) ∩ C([0, T ],K). Moreover, a mollification

argument shows that ηε ∗ uδ converges to uδ in W ((0, T ), V, V ′) as ε → 0. The result

then follows.

Proposition 1.3.6. Suppose that the Mosco condition (M1) is satisfied. For δ ≥ 0, let

Aδ,n :=
{∑m

i=1 φi(t)vi,m ∈ N
}

, where





vi ∈ Kn, φi ∈ C∞([−δ, T + δ]) for all i = 1, . . . ,m,

0 ≤ φi(t) ≤ 1 for all t ∈ [−δ, T + δ] and for all i = 1, . . . ,m,

m∑

i=1

φi(t) = 1 for all t ∈ [−δ, T + δ].

(1.13)

If uδ ∈ C([−δ, T + δ],K), then there exists a sequence of functions uδ,n ∈ Aδ,n such that

uδ,n(t)→ uδ(t) in V uniformly on [−δ, T + δ] as n→∞.
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Proof. Let uδ be a function in C([−δ, T + δ],K). We extend uδ to ũδ ∈ C(R,K) by

ũδ(t) :=





uδ(−δ) on (−∞,−δ)
uδ(t) on [−δ, T + δ]

uδ(T + δ) on (T + δ,∞).

Let ε > 0 be fixed. We denote by B(t) := BV (ũδ(t), ε/2) the open ball in V about ũδ(t)

of radius ε/2. Let us construct an open covering O of (−δ − 1, T + δ + 1) by

O = {ũ−1
δ (B(t)) ∩ (−δ − 1, T + δ + 1)}t∈[−δ,T+δ].

Since O is also an open covering of the compact set [−δ, T + δ], there exists a finite

subcovering

Õ = {ũ−1
δ (B(ti)) ∩ (−δ − 1, T + δ + 1)}i=1,...,m,

where ti ∈ [−δ, T + δ] for all i = 1, . . . ,m. We can assume that t1 < t2 < . . . < tm

and t1 = −δ, tm = T + δ (add them if required) so that Õ is an open covering of

[−δ−1/2, T+δ+1/2]. For each i ∈ {1, . . . ,m}, we have uδ(ti) ∈ K. Thus, by the Mosco

condition (M1), there exist vi,n ∈ Kn and Ni ∈ N such that ‖vi,n−uδ(ti)‖V < ε/2 if n >

Ni for each i = 1, . . . ,m. Let N := maxi=1,...,mNi. It follows that ‖vi,n−uδ(ti)‖V < ε/2

if n > N for all i ∈ {1, . . . ,m}.
Choose a smooth partition of unity {φi}i=1,...m for [−δ−1/2, T+δ+1/2] subordinate

to Õ. More precisely, we choose φi such that φi ∈ C∞0 (ũ−1
δ (B(ti))∩ (−δ− 1, T + δ+ 1))

and
∑m

i=1 φi(t) = 1 for all t ∈ [−δ − 1/2, T + δ + 1/2]. Define a function uδ,n on

(−δ − 1, T + δ + 1) by

uδ,n(t) :=

m∑

i=1

φi(t)vi,n.

It is clear that the restriction of uδ,n to [−δ, T + δ] belongs to Aδ,n if n > N . Moreover,

for t ∈ [−δ, T + δ],

‖uδ,n(t)− uδ(t)‖V ≤
m∑

i=1

φi(t)‖vi,n − uδ(t)‖V

≤
m∑

i=1

φi(t)‖vi,n − uδ(ti)‖V +

m∑

i=1

φi(t)‖uδ(ti)− uδ(t)‖V

< ε/2 + ε/2 = ε,

if n > N . Note that m and N chosen above depend on ε. As the above argument holds

for each fixed ε, we conclude that for every ε > 0, there exist a sequence uεδ,n ∈ Aδ,n
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and N(ε) ∈ N such that

‖uεδ,n(t)− uδ(t)‖V ≤ ε,

for all t ∈ [−δ, T + δ] if n > N(ε).

In particular, for every k ∈ N we can find a sequence ukδ,n ∈ Aδ,n and Nk ∈ N such

that

‖ukδ,n(t)− uδ(t)‖V ≤
1

k
, (1.14)

for all t ∈ [−δ, T +δ] if n > Nk. By choosing inductively we can assume that Nk < Nk+1

for all k ∈ N. We extract a sequence of the form

u1
δ,1, u

1
δ,2, . . . , u

1
δ,(N1+1), . . . , u

1
δ,N2

, u2
δ,(N2+1), . . . , u

2
δ,N3

, u3
δ,(N3+1), . . . , u

3
δ,N4

, . . .

so that the n-th element of this sequence belongs to Aδ,n for all n ∈ N. Moreover, by

(1.14), we see that this sequence converges to uδ uniformly with respect to t ∈ [−δ, T+δ]

as n→∞. This proves the statement of the proposition.

We are now in a position to prove our main result.

Proof of Theorem 1.3.1. The proof is divided into four parts including (i)⇒ (ii), (ii)⇒
(i), (i) ⇒ (iii) and (iii) ⇒ (i). For (i) ⇒ (ii), we actually show that (M1) ⇒ (M1′)

and (M2)⇒ (M2′). The other three directions are proved in a similar way.

(i) ⇒ (ii): Let u ∈ L2((0, T ),K) be arbitrary. By the density of C([0, T ],K) in

L2((0, T ),K) (Lemma 1.3.4), we may assume that u ∈ C([0, T ],K). We apply Propo-

sition 1.3.6 with δ = 0 to obtain a sequence of functions un ∈ L2((0, T ),Kn) such that

un(t) → u(t) in V uniformly on [0, T ]. The uniform convergence on [0, T ] implies that

un → u in L2((0, T ), V ), showing (M1′). To verify condition (M2′), suppose (nk) is a

sequence of indices converging to ∞, (uk) is a sequence such that uk ∈ L2((0, T ),Knk)

for every k and uk ⇀ u in L2((0, T ), V ). By the definition of weak convergence,

∫ T

0
〈w(t), uk(t)〉 dt→

∫ T

0
〈w(t), u(t)〉 dt, (1.15)

for all w ∈ L2((0, T ), V ′). By taking w of the form w = ξφ(t) where ξ ∈ V ′ and

φ ∈ D((0, T )) in (1.15) and applying a basic property of Bochner-Lebesgue space [81,

Proposition 23.9(a)], it follows that

∫ T

0
uk(t)φ(t) dt ⇀

∫ T

0
u(t)φ(t) dt (1.16)
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in V weakly for all φ ∈ D((0, T )). Let φ0 ∈ D((0, T )) with
∫ T

0 φ0(t) dt = 1 and define

ζk :=
∫ T

0 uk(t)φ0(t) dt. Lemma 1.3.2 implies that ζk ∈ Knk for all k ∈ N. Since

ζk ⇀ ζ :=
∫ T

0 u(t)φ0(t) dt by (1.16), the Mosco condition (M2) implies that ζ ∈ K. We

now extend uk to ũk ∈ L2((−1, T + 1),Knk) by

ũk(t) :=




ζk on (−1, 0) ∪ (T, T + 1)

uk(t) on (0, T ).
(1.17)

It can be easily seen that ũk ⇀ ũ in L2((−1, T + 1), V ) weakly, where ũ is defined as

(1.17) with k deleted. Using the definition of weak convergence in L2((−1, T + 1), V )

and a similar argument as above, we obtain

∫ T+1

−1
ũk(t)φ(t) dt ⇀

∫ T+1

−1
ũ(t)φ(t) dt

in V weakly for all φ ∈ D((−1, T + 1)). In particular, taking φ ∈ D((−1, T + 1)) with
∫ T+1
−1 φ(t) dt = 1, we have that

∫ T+1
−1 ũk(t)φ(t) dt ∈ Knk converges to

∫ T+1
−1 ũ(t)φ(t) dt

in V weakly. Thus, the Mosco condition (M2) implies
∫ T+1
−1 ũ(t)φ(t) dt ∈ K for all

φ ∈ D((−1, T + 1)) with
∫ T+1
−1 φ(t) dt = 1. By Lemma 1.3.3, we conclude that u ∈

L2((0, T ),K) and the Mosco condition (M2′) follows.

(ii) ⇒ (i): Let u ∈ K be arbitrary. Define v ∈ L2((0, T ),K) by the constant

function v(t) := u for t ∈ (0, T ). By condition (M1′), there exists (vn)n∈N with vn ∈
L2((0, T ),Kn) such that vn → v in L2((0, T ), V ). Let φ0 ∈ D((0, T )) with

∫ T
0 φ0(t) dt =

1. We show that the sequence (un)n∈N defined by un :=
∫ T

0 vn(t)φ0(t) dt gives the Mosco

condition (M1). First note that un ∈ Kn for all n ∈ N by Lemma 1.3.2. Moreover,

‖un − u‖V =
∥∥∥
∫ T

0
vn(t)φ0(t) dt− u

∥∥∥
V

=
∥∥∥
∫ T

0
[vn(t)φ0(t)− v(t)φ0(t)] dt

∥∥∥
V

≤
∫ T

0
|φ0(t)|‖vn(t)− v(t)‖V dt

≤
√
T
(∫ T

0
‖vn(t)− v(t)‖2V dt

) 1
2 ‖φ0‖∞

→ 0,

as n→∞. To verify condition (M2), suppose (nk) is a sequence of indices converging

to ∞, (uk) is a sequence such that uk ∈ Knk for every k and uk ⇀ u in V . Define

vk ∈ L2((0, T ),Knk) by the constant function vk(t) := uk for t ∈ (0, T ). It can be easily
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verified that vk ⇀ v in L2((0, T ), V ), where v is the constant function v(t) := u for

t ∈ (0, T ). It follows from the Mosco condition (M2′) that v ∈ L2((0, T ),K). Hence, u

belongs to K as required.

(i)⇒ (iii): Let u ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),K) be arbitrary. By Lemma 1.3.5,

we may assume that u ∈ C∞([0, T ], V )∩C([0, T ],K). For δ > 0, we define the stretched

function uδ ∈ C∞([−δ, T + δ], V ) ∩ C([−δ, T + δ],K) by uδ = u ◦ S−1
δ , where Sδ is the

stretching map given by (1.12). As before, it can be easily seen from the dominated

convergence theorem that the restriction of uδ to [0, T ] converges to u in W ((0, T ), V, V ′)

as δ → 0. By Proposition 1.3.6, there exists a sequence of functions uδ,n ∈ Aδ,n such that

uδ,n(t)→ uδ(t) uniformly on [−δ, T +δ] as n→∞. Let η1/j be a mollifier. For t ∈ [0, T ]

and j > 1/δ, the translation of η1/j by t (denoted by η1/j,t) belongs to D((−δ, T + δ)).

Hence, if j > 1/δ, we have η1/j ∗ uδ,n ∈ C∞([0, T ], V )∩C([0, T ],Kn). By the continuity

of convolution and the well known fact on the r-th order derivative that

dr

dtr
(η1/j ∗ uδ,n) =

dr

dtr
η1/j ∗ uδ,n = η1/j ∗

dr

dt
uδ,n,

we deduce that η1/j ∗ uδ,n → η1/j ∗ uδ in C∞([0, T ], V ) as n → ∞. Similarly, we

have η1/j ∗ uδ → uδ in C∞([0, T ], V ) as j → ∞. The above argument shows that

we can construct a function of the form η1/j ∗ uδ,n ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),Kn)

converging to u in W ((0, T ), V, V ′). Hence, the Mosco condition (M1′′) follows. To

verify condition (M2′′), suppose (nk) is a sequence of indices converging to ∞, (uk)

is a sequence such that uk ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),Knk) for every k, uk ⇀ u

in L2((0, T ), V ) and u′k ⇀ w in L2((0, T ), V ′). Since V is continuously embedded in

V ′, it follows immediately that u′ = w and hence we have u ∈ W ((0, T ), V, V ′) (see

[81, Proposition 23.19]). Using (i) ⇒ (ii), specifically the Mosco condition (M2′), we

conclude that u ∈W ((0, T ), V, V ′) ∩ L2((0, T ),K).

(iii) ⇒ (i): Let u ∈ K be arbitrary. Define v ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),K) by

the constant function v(t) := u for t ∈ (0, T ). By condition (M1′′), there exists (vn)n∈N

with vn ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),Kn) such that vn → v in W ((0, T ), V, V ′). In

particular, vn converges to v in L2((0, T ), V ) strongly. By the same argument as in the

proof of (ii) ⇒ (i), we can show that un :=
∫ T

0 vn(t)φ0(t) dt, for some φ0 ∈ D((0, T ))

with
∫ T

0 φ0(t) dt = 1 establishes the Mosco condition (M1). To verify condition (M2),

suppose (nk) is a sequence of indices converging to ∞, (uk) is a sequence such that

uk ∈ Knk for every k and uk ⇀ u in V . Define vk ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),Knk)

by the constant function vk(t) := uk for t ∈ (0, T ). By the same argument as in the

proof of (ii) ⇒ (i), we have vk ⇀ v in L2((0, T ), V ), where v(t) := u for t ∈ (0, T ).
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Moreover, it is clear that v′k = 0 for all k ∈ N and hence v′k ⇀ v′ = 0 in L2((0, T ), V ′).

We apply (M2′′) to deduce that v ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),K). Hence, we have

u ∈ K.

1.4 Convergence of solutions of initial value problems

In this section, we give an application of the main theorem in Section 1.3. We consider

a non-autonomous linear parabolic equation subject to Dirichlet or Neumann boundary

conditions under domain perturbation.

Assumption 1.4.1. We assume that Ωn and Ω are bounded open sets in RN and that

D ⊂ RN is a ball such that Ωn,Ω ⊂ D for all n ∈ N.

Suppose aij , ai, bi and c0 are functions in L∞(D×(0, T )) and aij satisfies an ellipticity

condition. More precisely, there exists α > 0 such that aij(x, t)ξiξj ≥ α|ξ|2 for all

ξ ∈ RN . We consider the evolution triple Vn
d
↪→ Hn

d
↪→ V ′n, where we choose

• Vn = H1
0 (Ωn) and Hn = L2(Ωn) for the Dirichlet problem

• Vn = H1(Ωn) and Hn = L2(Ωn) for the Neumann problem.

For t ∈ (0, T ), suppose an(t; ·, ·) is a bilinear form on Vn defined by

an(t;u, v) :=

∫

Ωn

[aij(x, t)∂ju+ ai(x, t)u]∂iv + bi(x, t)∂iuv + c0(x, t)uv dx. (1.18)

It follows that for all n ∈ N, there exist three constants M > 0, α > 0 and λ ∈ R
independent of t ∈ [0, T ] such that

|an(t;u, v)| ≤M‖u‖Vn‖v‖Vn , (1.19)

for all u, v ∈ Vn and

an(t;u, u) + λ‖u‖2Hn ≥ α‖u‖2Vn , (1.20)

for all u ∈ Vn. Given u0,n ∈ L2(D) and fn ∈ L2(D×(0, T )), let us consider the following

boundary value problem in Ωn × (0, T ).





∂u

∂t
+An(t)u = fn(x, t) in Ωn × (0, T ]

Bn(t)u = 0 on ∂Ωn × (0, T ]

u(·, 0) = u0,n in Ωn,

(1.21)
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where An and Bn are operators on Vn given by

An(t)u := −∂i[aij(x, t)∂ju+ ai(x, t)u] + bi(x, t)∂iu+ c0(x, t)u (1.22)

and Bn is one of the following

Bn(t)u := u Dirichlet boundary condition

Bn(t)u := [aij(x, t)∂ju+ ai(x, t)u] νi Neumann boundary condition.
(1.23)

We wish to show that a sequence of solutions of the above parabolic equations on

Ωn × (0, T ) converges to the solution of the following limit problem




∂u

∂t
+A(t)u = f(x, t) in Ω× (0, T ]

B(t)u = 0 on ∂Ω× (0, T ]

u(·, 0) = u0 in Ω.

(1.24)

However, we will consider the boundary value problems (1.21) and (1.24) in the abstract

form. As discussed in Section 1.1, we can write (1.21) as



u′(t) +An(t)u = fn(t) for t ∈ (0, T ]

u(0) = u0,n,
(1.25)

where An(t) ∈ L (Vn, V
′
n) is the operator induced by the bilinear form an(t; , ·, ·). Simi-

larly, we write (1.24) as



u′(t) +A(t)u = f(t) for t ∈ (0, T ]

u(0) = u0.
(1.26)

Throughout this section, we denote the weak solution of (1.25) by un and the weak

solution of (1.26) by u.

1.4.1 Dirichlet problems

The convergence of solutions of Dirichlet problems under domain perturbation has been

extensively studied in the literature. In particular, Daners [35] provides convergence

results for solutions of non-autonomous parabolic equations under domain perturbation.

In [35], it is assumed that a sequence of domains Ωn converges to Ω in the following

sense:

There exists a compact set K ⊂ Ω̄ of capacity zero and a compact set K ′ ⊂ RN of

measure zero such that
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• if Ω′ ⊂⊂ Ω\K, then Ω′ ⊂⊂ Ωn for large n ∈ N,

• if U is an open set with Ω̄ ∪K ′ ⊂ U , then Ωn ⊂ U for large n ∈ N.

A weak regularity assumption on the limit domain Ω is also imposed as follows:

u ∈ H1(RN ) and suppu ⊂ Ω̄ imply u ∈ H1
0 (Ω).

In this section, we prove the convergence of solutions under domain perturbation

using a technique adapted from [35]. However, we replace the notion of convergence

of the domains mentioned above by Mosco convergence. In fact, it is not difficult to

see that the assumptions on domains in [35] implies Mosco convergence of H1
0 (Ωn) to

H1
0 (Ω). We explain a precise concept of Mosco convergence for these Sobolev spaces

below.

When the domain is perturbed, the weak solutions belong to different function

spaces. We often extend functions by zero outside the domain. We embed the spaces

H1
0 (Ωn) into H1(D) by the inclusion map

in(v) :=




v on Ωn

0 on D\Ωn,
(1.27)

for all v ∈ H1
0 (Ωn). The map in also maps Lp(Ωn) into Lp(D). We may consider the

embedding L2((0, T ), H1
0 (Ωn)) ↪→ L2((0, T ), H1(D)) by a similar inclusion in for a.e.

t ∈ (0, T ). In the same way, we consider H1
0 (Ω) and L2((0, T ), H1

0 (Ω)) as subspaces of

H1(D) and L2((0, T ), H1(D)), respectively by the trivial extension

i(v) :=




v on Ω

0 on D\Ω,
(1.28)

for all v ∈ H1
0 (Ω). On the other hand, we have the restriction map rn : Lp(D)→ Lp(Ωn)

defined by

rn(v) := v|Ωn . (1.29)

We denote again by rn the restriction map L2((0, T ), Lp(D)) → L2((0, T ), Lp(Ωn)).

Similarly, we define the restriction map

r(v) := v|Ω (1.30)

when considered as a map Lp(D)→ Lp(Ω) or L2((0, T ), Lp(D))→ L2((0, T ), Lp(Ω)).
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Remark 1.4.2. It is clear that rnin(v) = v for all v ∈ Lp(Ωn). However, inrn(v) 6= v

for most v ∈ Lp(D) (v such that v|(D\Ωn) 6= 0). A similar conclusion is valid for the

inclusion i and the restriction r.

Let us take V := H1(D), Kn := H1
0 (Ωn) and K := H1

0 (Ω), and consider Mosco

convergence of Kn to K. In this case, Kn and K are closed and convex subsets of V in

the sense of the above embedding. In fact, Kn and K are actually closed subspaces of

V .

The main application of Theorem 1.3.1 is to show that the weak solution un of (1.25)

converges to the weak solution u of (1.26) by applying various Mosco conditions.

Theorem 1.4.3. Suppose that infn is uniformly bounded in L2((0, T ), L2(D)) and

inu0,n is uniformly bounded in L2(D). Assume that rinfn ⇀ f in L2((0, T ), L2(Ω))

weakly and rinu0,n ⇀ u0 in L2(Ω) weakly. If H1
0 (Ωn) converges to H1

0 (Ω) in the sense

of Mosco, then inun converges to iu in L2((0, T ), H1(D)) weakly.

Proof. Since infn is uniformly bounded in L2((0, T ), L2(D)) and inu0,n is uniformly

bounded in L2(D), it follows from (1.7) that ‖un‖W (0,T,Vn,V ′n) is uniformly bounded.

Hence inun is uniformly bounded in L2((0, T ), H1(D)). We can extract a subsequence

(denoted again by un) such that inun ⇀ w in L2((0, T ), H1(D)) weakly. The Mosco

condition (M2′) (from Theorem 1.3.1) implies that w ∈ L2((0, T ), H1
0 (Ω)). It remains

to show that w = u in L2((0, T ), H1
0 (Ω)).

Let ξ ∈ H1
0 (Ω) and φ ∈ D([0, T )) be arbitrary. The Mosco condition (M1) implies

that there exists ξn ∈ H1
0 (Ωn) such that inξn → iξ in H1(D). As un is the weak solution

of (1.25), we get from (1.6) that

−
∫ T

0
(un(t)|ξn)φ′(t) dt+

∫ T

0
an(t;un(t), ξn)φ(t) dt

= (u0,n|ξn)φ(0) +

∫ T

0
〈fn(t), ξn〉φ(t) dt.

(1.31)

Now

(inu0,n)|inξn)L2(D) = (rinu0,n|rinξn)L2(Ω) + (inu0,n|inξn)L2(D\Ω).

Since inξn → iξ in L2(D), we have rinξn → riξ = ξ in L2(Ω) and inξn|(D\Ω) → 0 in

L2(D\Ω). Applying the dominated convergence theorem in the second term above and

using the weak convergence of initial condition rinu0,n in the first term above, we see

that

(u0,n|ξn)L2(Ωn) → (u0|ξ)L2(Ω). (1.32)
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By letting n→∞ in (1.31), we get

−
∫ T

0
(w(t)|ξ)φ′(t) dt+

∫ T

0
a(t;w(t), ξ)φ(t) dt

= (u0|ξ)φ(0) +

∫ T

0
〈f(t), ξ〉φ(t) dt.

(1.33)

Hence, w is a weak solution of (1.26). By the uniqueness of solution, we conclude that

w = u in L2((0, T ), H1
0 (Ω)) and the whole sequence converges weakly.

In fact, we can expect a better convergence result by using the following compactness

from [35].

Lemma 1.4.4 ([35, Lemma 2.1]). Let D be a ball in RN . Suppose that Ωn ⊂ D

for all n ∈ N and J is a bounded interval. If {vn}n∈N is a sequence with vn ∈
W (J,H1

0 (Ωn), H−1(Ωn)) for each n ∈ N and

‖vn‖W (J,H1
0 (Ωn),H−1(Ωn)) ≤M

for some constant M > 0, then {invn}n∈N is relatively compact in L2(J, Lq(D)) for all

q ∈ [1, 2N(N − 2)−1).

Theorem 1.4.5. Suppose that the hypothesis of Theorem 1.4.3 holds. Then inun → iu

in L2((0, T ), L2(D)) strongly.

Proof. By Lemma 1.4.4, we can extract a subsequence unk such that inkunk → v in

L2((0, T ), L2(D)) strongly. Since we know from Theorem 1.4.3 that the whole sequence

inun converges to iu in L2((0, T ), H1(D)) weakly, we conclude that v = iu and the

whole sequence converges in L2((0, T ), L2(D)) strongly.

Lemma 1.4.6. Suppose that the hypothesis of Theorem 1.4.3 holds. Then for each

t ∈ [0, T ], we have rinun(t) ⇀ u(t) in L2(Ω).

Proof. Since infn is uniformly bounded in L2((0, T ), L2(D)) and inu0,n is uniformly

bounded in L2(D), we have from (1.8) that

sup
n∈N

max
t∈[0,T ]

‖inun(t)‖L2(D) ≤M,

for some M > 0. Hence, for a subsequence denoted again by un(t), there exists w ∈
L2(Ω) such that rinun(t) ⇀ w in L2(Ω). Let ξ ∈ H1

0 (Ω) and φ ∈ D((0, t]) be arbitrary.
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The Mosco condition (M1) implies that there exists ξn ∈ H1
0 (Ωn) such that inξn → iξ

in H1(D). As un is the weak solution of (1.25), we have

−
∫ t

0
(un(s)|ξn)φ′(s) ds+

∫ t

0
an(s;un(s), ξn)φ(s) ds

= −(un(t)|ξn)φ(t) +

∫ t

0
〈fn(s), ξn〉φ(s) ds.

We get in the same way as in (1.32) that

(inun(t)|inξn)L2(D) = (rinun(t)|rinξn)L2(Ω) + (inun(t)|inξn)L2(D\Ω) → (w|ξ)L2(Ω),

as n→∞. Hence,

−
∫ t

0
(u(s)|ξ)φ′(s) ds+

∫ t

0
a(s;u(s), ξ)φ(s) ds

= −(w|ξ)φ(t) +

∫ t

0
〈f(s), ξ〉φ(s) ds,

(1.34)

as n→∞. As u is the weak solution of (1.26), a similar equation holds with (w|ξ)L2(Ω)

replaced by (u(t)|ξ)L2(Ω). Therefore, (w|ξ)L2(Ω) = (u(t)|ξ)L2(Ω) for all ξ ∈ H1
0 (Ω). By

the density of H1
0 (Ω) in L2(Ω), we deduce that w = u(t). Hence, for subsequences,

rinun(t) ⇀ u(t) in L2(Ω). By the uniqueness of solutions, the whole sequence rinun(t)

converges to u(t) in L2(Ω) weakly.

Next we show the strong convergence of solutions in L2((0, T ), H1(D)).

Theorem 1.4.7. Suppose that the hypothesis of Theorem 1.4.3 holds. Then for any

δ ∈ (0, T ], the solution inun converges to iu in L2((δ, T ), H1(D)) strongly. In addition,

if inu0,n → iu0 in L2(D) strongly, then the above assertion holds for δ = 0.

Proof. Recall that we have the weak convergence inun ⇀ iu in L2((0, T ), H1(D)) from

Theorem 1.4.3 and the strong convergence inun → iu in L2((0, T ), L2(D)) from Theorem

1.4.5. Hence, we can extract a subsequence (denoted again by un) so that inun(t, ·)
converges in L2(D) for almost every t ∈ (0, T ). Choosing δ ∈ (0, T ] arbitrarily close

to zero such that inun(δ) → iu(δ) in L2(D) strongly. By the Mosco condition (M1′)

(from Theorem 1.3.1), we can find wn ∈ L2((0, T ), H1
0 (Ωn)) such that inwn → iu in

L2((0, T ), H1(D)). For t ∈ (δ, T ], we consider

dn(t) =
1

2
‖inun(t)− iu(t)‖2L2(D) + α

∫ t

δ
‖inun(s)− inwn(s)‖2H1(D)ds. (1.35)
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By (1.20) (with λ = 0), we have

dn(t) ≤ 1

2
‖inun(t)‖2L2(D) +

∫ t

δ
an(s;un(s), un(s)) ds

+
1

2
‖iu(t)‖2L2(D) +

∫ t

δ
an(s;wn(s), wn(s)) ds

− (inun(t)|iu(t))L2(D) −
∫ t

δ
an(s;un(s), wn(s)) ds

−
∫ t

δ
an(s;wn(s), un(s)) ds,

(1.36)

for all n ∈ N. It can be easily seen from the weak convergence of inun and the strong

convergence of inwn to iu in L2((0, T ), H1(D)) that

lim
n→∞

[ ∫ t

δ
an(s;un(s), wn(s)) ds+

∫ t

δ
an(s;wn(s), un(s)) ds

]

= 2

∫ t

δ
a(s;u(s), u(s)) ds,

(1.37)

and

lim
n→∞

∫ t

δ
an(s;wn(s), wn(s)) ds =

∫ t

δ
a(s;u(s), u(s)) ds. (1.38)

Also, by Lemma 1.4.6, we have

lim
n→∞

(inun(t)|iu(t))L2(D) = lim
n→∞

(rinun(t)|u(t))L2(Ω) = ‖u(t)‖2L2(Ω). (1.39)

Finally, as un is the weak solution of (1.25) it satisfies

1

2
‖un(t)‖2L2(Ωn) +

∫ t

δ
an(s;un(s), un(s)) ds

=
1

2
‖un(δ)‖2L2(Ωn) +

∫ t

δ
〈fn(s), un(s)〉 ds.

Using that inun(δ) → iu(δ) in L2(D) strongly, rinfn ⇀ f in L2((0, T ), L2(Ω)) weakly

and the strong convergence of solution inun → iu in L2((0, T ), L2(D)), we get

lim
n→∞

[1

2
‖un(t)‖2L2(Ωn) +

∫ t

δ
an(s;un(s), un(s)) ds

]

=
1

2
‖u(δ)‖2L2(Ω) +

∫ t

δ
〈f(s), u(s)〉 ds

=
1

2
‖u(t)‖2L2(Ω) +

∫ t

δ
a(s;u(s), u(s)) ds.

(1.40)

Hence, it follows from (1.36) – (1.40) that dn(t) → 0 for all t ∈ [δ, T ]. As δ > 0 was

arbitrarily chosen, this implies pointwise convergence inun(t) → iu(t) in L2(D) for all
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t ∈ (0, T ]. Moreover, by taking t = T we get

∫ T

δ
‖inun(s)− iu(s)‖2H1(D) ds

≤
∫ T

δ
‖inun(s)− inwn(s)‖2H1(D) ds+

∫ T

δ
‖inwn(s)− iu(s)‖2H1(D) ds

→ 0,

as n → ∞. This proves the strong convergence inun → iu in L2((δ, T ), H1(D)) for all

δ ∈ (0, T ].

If inu0,n → iu0 in L2(D) strongly, we repeat the above arguments with δ = 0. It is

trivial that all arguments remain valid. Hence, the statement of the theorem follows.

In the next theorem, we prove convergence of solutions in a stronger norm. We show

that Mosco convergence is sufficient for uniform convergence of solutions in L2(D) with

respect to t ∈ [0, T ]. We require the following result on Mosco convergence of H1
0 (Ωn)

to H1
0 (Ω) [37, Proposition 6.3].

Lemma 1.4.8. The following statements are equivalent.

1. Mosco condition (M1): for every w ∈ H1
0 (Ω), there exists a sequence wn ∈ H1

0 (Ωn)

such that inwn → iw in H1(D).

2. cap(K ∩ Ωc
n)→ 0 as n→∞ for all compact set K ⊂ Ω.

Theorem 1.4.9. Suppose that the hypothesis of Theorem 1.4.3 holds. Then for any

δ ∈ (0, T ], the solution inun converges to iu in C([δ, T ], L2(D)) strongly. In addition, if

inu0,n → iu0 in L2(D) strongly, then the above assertion holds for δ = 0.

Proof. Let wn be a sequence chosen as in the proof of Theorem 1.4.7. We notice from

the proof of Theorem 1.4.7 that

∫ t

δ
‖inun(s)− inwn(s)‖2H1(D) ds→ 0

uniformly with respect to t ∈ [δ, T ]. Indeed, by (1.35), we have

∫ t

δ
‖inun(s)− inwn(s)‖2H1(D) ds ≤ α−1dn(T ),

for all n ∈ N and for all t ∈ [δ, T ]. Moreover, it is clear that (1.37), (1.38) and (1.40)

hold uniformly on [δ, T ]. It remains to show uniform convergence of (1.39).
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Fix s ∈ [δ, T ]. For ε > 0 arbitrary, we choose a compact set K ⊂ Ω such that

‖u(s)‖L2(Ω\K) ≤ ε/2. Since u ∈ C([0, T ], L2(Ω)), there exists η > 0 only depending on

ε such that ‖u(t)− u(s)‖L2(Ω) ≤ ε/2 for all t ∈ (s− η, s+ η) ∩ [δ, T ]. It follows that

‖u(t)‖L2(Ω\K) ≤ ‖u(t)− u(s)‖L2(Ω) + ‖u(s)‖L2(Ω\K) ≤ ε/2 + ε/2 = ε, (1.41)

for all t ∈ (s− η, s+ η)∩ [δ, T ]. We next choose a cut-off function φ ∈ C∞0 (Ω) such that

0 ≤ φ ≤ 1 and φ = 1 on K. Since H1
0 (Ωn) converges to H1

0 (Ω) in the sense of Mosco,

we have from Lemma 1.4.8 that cap(supp(φ) ∩ Ωc
n)→ 0. By the definition of capacity,

there exists a sequence ξn ∈ C∞0 (Ω) such that 0 ≤ ξn ≤ 1, ξn = 1 on a neighborhood of

supp(φ) ∩ Ωc
n and ‖ξn‖H1(RN ) ≤ cap(supp(φ) ∩ Ωc

n) + 1/n. Define φn := (1− ξn)φ. We

have that φn ∈ C∞0 (Ωn) and φn → φ in L2(D). Consider

∣∣(inun(t)− iu(t)|iu(t))L2(D)

∣∣

≤
∣∣(inun(t)|φniu(t))L2(D) − (iu(t)|φiu(t))L2(D)

∣∣

+
∣∣(inun(t)|(1− φn)iu(t))L2(D) − (iu(t)|(1− φ)iu(t))L2(D)

∣∣

≤
∣∣(inun(t)|φniu(t))L2(D) − (iu(t)|φiu(t))L2(D)

∣∣

+
∣∣(inun(t)− iu(t)|(1− φn)iu(t))L2(D)

∣∣+
∣∣(iu(t)|(φ− φn)iu(t))L2(D)

∣∣ .

(1.42)

We prove that each term on the right of (1.42) is uniformly small for t ∈ (s − η, s +

η) ∩ [δ, T ] if n is sufficiently large. For the first term, applying the integration by parts

formula (1.1) and the definition of weak solutions, we obtain

(inun(t)|φniu(t))L2(D)

= (un(δ)|φnu(δ))L2(Ωn) +

∫ t

δ
〈u′n(s), φniu(s)〉 ds+

∫ t

δ
〈u′(s), φninun(s)〉 ds

= (un(δ)|φnu(δ))L2(Ωn) +

∫ t

δ
〈fn(s), φniu(s)〉 ds−

∫ t

δ
an(s;un(s), φniu(s)) ds

+

∫ t

δ
〈f(s), φninun(s)〉 ds−

∫ t

δ
a(s;u(s), φninun(s)) ds.

(1.43)

It can be easily verified using the dominated convergence theorem that φniu → φiu in

L2((0, T ), L2(D)). Moreover,

∫ T

δ
‖φninun(t)− φiu(t)‖2L2(D) dt

≤
∫ T

δ
‖φniu(t)− φiu(t)‖2L2(D) dt+

∫ T

δ
‖φninun(t)− φniu(t)‖2L2(D) dt

≤
∫ T

δ
‖φniu(t)− φiu(t)‖2L2(D) dt+ ‖φn‖2∞

∫ T

δ
‖inun(t)− iu(t)‖2L2(D) dt.
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Hence, φninun → φiu in L2((0, T ), L2(D)). Taking into consideration that inun(δ) →
iu(δ) in L2(D) and rinfn ⇀ f in L2((0, T ), L2(Ω)), we conclude form (1.43) that

(inun(t)|φniu(t))L2(D) → (iu(t)|φiu(t))L2(D) (1.44)

uniformly with respect to t ∈ [δ, T ]. For the last term on the right of (1.42), applying

a similar argument as above, we write

(iu(t)|φniu(t))L2(D) = (u(δ)|φnu(δ))L2(Ω) + 2

∫ t

δ
〈u′(s), φnũ(s)〉 ds.

We conclude that

(iu(t)|φniu(t))L2(D) → (iu(t)|φiu(t))L2(D) (1.45)

uniformly with respect to t ∈ [δ, T ]. Finally, for the second term on the right of (1.42),

we notice that 0 ≤ 1− φn ≤ 1 on Ω and 1− φn = 1− (1− ξn)φ = ξn on K. Moreover,

by the uniform boundedness of inu0,n in L2(D) and the uniform boundedness of infn

in L2((0, T ), L2(D)), we see from (1.8) that there exists a constant M0 > 0 such that

‖inun(t)‖L2(D), ‖iu(t)‖L2(D) ≤M0, (1.46)

for all t ∈ [0, T ]. Hence, by the Cauchy-Schwarz inequality and (1.41),

∣∣(inun(t)− iu(t)|(1− φn)iu(t))L2(D)

∣∣ ≤ ‖inun(t)− iu(t)‖L2(D)‖(1− φn)iu(t)‖L2(D)

≤ 2M0

(
‖u(t)‖2L2(Ω\K) + ‖ξnu(t)‖L2(K)

)

≤ 2M0

(
ε+ ‖ξnu(t)‖L2(K)

)
,

(1.47)

for all t ∈ (s − η, s + η) ∩ [δ, T ] and for all n ∈ N. Since ξn → 0 in L2(D), a standard

argument using the dominated convergence theorem implies that ξnu(s)→ 0 in L2(Ω).

Hence, there exists Ns,ε ∈ N such that ‖ξnu(s)‖L2(Ω) ≤ ε/2 for all n ≥ Ns,ε. Therefore,

‖ξnu(t)‖L2(K) ≤ ‖ξnu(s)‖L2(K) + ‖ξnu(t)− ξnu(s)‖L2(K)

≤ ‖ξnu(s)‖L2(K) + ‖u(t)− u(s)‖L2(K)

≤ ε/2 + ε/2 = ε,

for all t ∈ (s− η, s+ η) ∩ [δ, T ] and for all n ≥ Ns,ε. It follows from (1.47) that

∣∣(inun(t)− iu(t)|(1− φn)iu(t))L2(D)

∣∣ ≤ 2M0(ε+ ε) = 4M0ε, (1.48)

for all t ∈ (s− η, s+ η)∩ [δ, T ] and for all n ≥ Ns,ε. Therefore, by (1.42), (1.44), (1.45),

and (1.48), we conclude that there exist Ñs,ε ∈ N and a positive constant C such that

∣∣(inun(t)− iu(t)|iu(t))L2(D)

∣∣ ≤ Cε,



CHAPTER 1. LINEAR NON-AUTONOMOUS PROBLEMS 31

for all t ∈ (s− η, s+ η) ∩ [δ, T ] and for all n ≥ Ñs,ε.

Finally, as [δ, T ] is a compact interval and η only depends on ε, it follows that

(inun(t)|iu(t))L2(D) → (iu(t)|iu(t))L2(D) uniformly with respect to t ∈ [δ, T ]. This

proves the convergence inun → iu in C([δ, T ], L2(D)) for all δ ∈ (0, T ]. If inu0,n → iu0

in L2(D) strongly, we take δ = 0 in the above arguments. The last assertion of the

theorem follows.

It is known that the convergence of solution of elliptic equations subject to Dirichlet

boundary condition under domain perturbation can be obtained from Mosco conver-

gence of H1
0 (Ωn) to H1

0 (Ω) [37]. Hence, we can use the same criterion on Ωn and

Ω to conclude the convergence of solutions of parabolic equations. In particular, the

conditions on domains given in [37, Theorem 7.5] implies convergence of solutions of

non-autonomous parabolic equations (1.21) subject to Dirichlet boundary condition

under domain perturbation. For an open set U ⊂ RN , we define

λ1(U) = inf
u∈H1

0 (U),u6=0

‖∇u‖2
‖u‖2

and λ1(∅) = ∞. As a consequence of [37, Theorem 7.5], we can state the following

corollary.

Corollary 1.4.10. Suppose that infn is uniformly bounded in L2((0, T ), L2(D)) and

inu0,n is uniformly bounded in L2(D). Assume that rinfn ⇀ f in L2((0, T ), L2(Ω))

weakly and rinu0,n ⇀ u0 in L2(Ω) weakly. If Ωn and Ω are open and bounded sets in

RN satisfying

1. cap(K ∩ Ωc
n)→ 0 as n→∞ for all compact set K ⊂ Ω;

2. There exists an open covering O of RN\Ω̄ such that λ1(U ∩ Ωn)→∞ as n→∞
for all U ∈ O;

3. H1
0 (Ω) = H1

0 (Ω ∪ Γ), where

Γ :=
⋂

n∈N


⋃

k≥n
(Ωk ∩ ∂Ω)


 ,

then for any δ ∈ (0, T ], the solution inun converges strongly to iu in L2((δ, T ), H1(D))

and in C([δ, T ], L2(D)). In addition, if inu0,n → iu0 in L2(D) strongly, then the above

assertion holds for δ = 0.
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Examples of domains satisfying the above conditions include the following (see [37]

for details and further examples):

(i) a standard dumbbell-shaped domain with shrinking handle (possibly also with a

hole converging to zero in capacity) as shown in Figure 1.1;

(ii) a square with “fingers” attached in Figure 1.2. Here we increase the number of

fingers and reduce their width so that the Lebesgue measure of Ωn is preserved.

This means |Ωn| 6→ |Ω| as n→∞.

Ωn ΩΩn Ω

→

�

Ωn Ω

→

Ωn Ω

→

→

Ωn Ω

→

Ωn Ω

Ωn Ω

Figure 1.1: Dumbbell-shaped domains with shrinking handle.

Ωn Ω

Ωn

→

� →

→

→

Ωn

Ω

Ω

Ωn

Ωn

Ω

Ω

Figure 1.2: A square with fingers attached.

1.4.2 Neumann problems

It is more difficult to handle Neumann boundary condition than Dirichlet boundary

condition. Convergence results for Neumann problems often require a certain regularity

of the domains. For autonomous problems, it is proved in [10, Proposition 2.7] that

linear semigroups converge under the following assumptions on domains (referred to as

“admissible family of domains” in [10, Definition 2.5]):

• Ωn is bounded and Lipschitz for all n ∈ N;
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• For every K ⊂⊂ Ω, there exists NK ∈ N such that K ⊂ Ωn if n > NK ;

• Spectra of the corresponding elliptic operators behave continuously (one of the

conditions (i)–(iv) of [10, Proposition 2.3]).

Our main emphasis in this work is to study non-autonomous problems without any

smoothness of domains. We cannot simply consider the trivial extension by zero outside

the domain for functions in H1(Ω) as in the case of Dirichlet problems, because the

extended function does not belong to H1(RN ). Also, there is no smooth extension from

H1(Ω) to H1(D) as we do not impose any regularity of the domain. Furthermore,

the compactness result in [35, Lemma 2.1] cannot be applied in the case of Neumann

problems.

In order to study the limit of un ∈ H1(Ωn) when the domain is perturbed, we embed

the space H1(Ωn) into the following space

H1(Ωn) ↪→ L2(D)× L2(D,RN )

by

vn 7→ (invn, in∇vn),

where in is the inclusion map defined in (1.27). Note that in∇vn is not the gradient of

invn in the sense of distribution, that is in∇vn 6= ∇(invn). By a similar embedding for

H1(Ω), we can consider Mosco convergence of

Kn := {(invn, in∇vn) ∈ L2(D)× L2(D,RN ) | vn ∈ H1(Ωn)}

to

K := {(iv, i∇v) ∈ L2(D)× L2(D,RN ) | v ∈ H1(Ω)}

in V := L2(D) × L2(D,RN ). In this case, Kn and K are closed subspaces of V . For

simplicity, we say H1(Ωn) converges to H1(Ω) in the sense of Mosco for Kn and K

chosen above.

When dealing with solutions of parabolic equations, we identify the space

L2((0, T ), V ) ≡ L2((0, T ), L2(D))× L2((0, T ), L2(D,RN ))

via the isomorphism between them. Hence,

L2((0, T ),Kn) ≡ {(inwn, in∇wn) | wn ∈ L2((0, T ), H1(Ωn)}
⊂ L2((0, T ), L2(D))× L2((0, T ), L2(D,RN )),
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and
L2((0, T ),K) ≡ {(iw, i∇w) | w ∈ L2((0, T ), H1(Ω)}

⊂ L2((0, T ), L2(D))× L2((0, T ), L2(D,RN )).

We point out that the assumptions on domains in [10, Definition 2.5]) imply Mosco

convergence of H1(Ωn) to H1(Ω).

Lemma 1.4.11. Suppose that Ωn and Ω satisfy the assumptions in [10, Definiton 2.5].

Then H1(Ωn) converges to H1(Ω) in the sense of Mosco.

Proof. We show that the Mosco conditions (M1) and (M2) are satisfied. Let v ∈ H1(Ω)

be arbitrary. Since Ω is Lipschitz, there exits an extension operator E : H1(Ω) →
H1(RN ). We extend v to a function E v in H1(RN ). By restriction to Ωn, we have

vn := rnE v ∈ H1(Ωn). Clearly, ‖invn − iv‖H1(Ω∩Ωn) = 0 for all n ∈ N. The condition

[10, (1.4)] implies that there exists a non-increasing sequence ρn converging to zero such

that the set

Kn := {x ∈ Ω : dist(x, ∂Ω) > ρn} ⊂ Ωn,

for all n ∈ N (see also [10, (2.1)]). As Ω is bounded, this yields |Ω\Ωn| ≤ |Ω\Kn| → 0

as n→∞. Hence,

‖invn − iv‖L2(Ω\Ωn) + ‖in∇vn − i∇v‖L2((Ω\Ωn),RN ) = ‖v‖H1(Ω\Ωn) → 0

as n → ∞. Using that |Ωn\Kn| → 0 (condition (v) in [10, Proposition 2.3]), we easily

see that

‖vn‖H1(Ωn\Ω) = ‖rnE v‖H1(Ωn\Ω) → 0

as n→∞. Therefore,

‖invn − iv‖L2(Ωn\Ω) + ‖in∇vn − i∇v‖L2((Ωn\Ω),RN ) = ‖vn‖H1(Ωn\Ω)

→ 0

as n→∞. The above implies

‖invn − iv‖L2(RN ) + ‖in∇vn − i∇v‖L2(RN ,RN ) → 0

as n→∞. Hence, condition (M1) holds.

Next, suppose (nk) is a sequence of indices converging to∞, (vk) is a sequence such

that vk ∈ H1(Ωnk) for every k and (inkvk, ink∇vk) ⇀ (v, w) in L2(RN ) × L2(RN ,RN )
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weakly. By condition (iv) in [10, Proposition 2.3], we can extract a subsequence so that

there exists φ ∈ H1(Ω) such that inkj vkj → iφ in L2(RN ) as j →∞ and

∫

Ωnkj

∇vkj∇χdx→
∫

Ω
∇φ∇χdx,

as j →∞ for all χ ∈ H1(RN ). In fact, we can show by modifying the proof in [10] that
∫

Ωnkj

∇vkjψdx→
∫

Ω
∇φψdx,

as j → ∞ for all ψ ∈ L2(RN ,RN ). To see this, we replace χ ∈ H1(RN ) by ψ ∈
L2(RN ,RN ) in the second part of (iii)⇒ (iv) in [10, Proposition 2.3]. Since |Ω\Kn| and

|Ωn\Ω| converge to zero (condition (iv) in [10, Proposition 2.3]), for any given η > 0,

we can find N ∈ N sufficiently large so that ‖ψ‖L2((Ωnkj
∪Ω)\KN ) ≤ η for all j ∈ N with

nkj > N . Then

∣∣∣
∫

Ωnkj

∇vkjψdx−
∫

Ω
∇φψdx

∣∣∣

≤
∣∣∣
∫

KN

(∇vkj −∇φ)ψdx
∣∣∣+

∫

Ωnkj
\KN
|∇vkj ||ψ|dx+

∫

Ω\KN
|∇φ||ψ|dx

≤
∣∣∣
∫

KN

(∇vkj −∇φ)ψdx
∣∣∣+ 2η‖ψ‖L2(RN ,RN )

→ 2η‖ψ‖L2(RN ,RN ),

as j → ∞. As η > 0 was arbitrary, this means inkj∇vkj ⇀ i∇φ in L2(RN ,RN ).

Therefore, we conclude that (v, w) = (iφ, i∇φ) and the whole sequence inkvk → v = iφ

in L2(RN ) and ink∇vk ⇀ w = i∇φ in L2(RN ,RN ) as k → ∞. This proves the Mosco

condition (M2).

As in the case of Dirichlet problems, we apply various Mosco conditions from The-

orem 1.3.1 to prove that the weak solution un of (1.25) converges to the weak solution

u of (1.26). We emphasis that we do not explicitly impose any regularity of the do-

mains and only assume the abstract Mosco convergence of H1(Ωn) to H1(Ω). However,

the Mosco convergence assumption requires some topological (and/or regularity) con-

ditions on domains. We shall discuss the conditions on domains after we establish the

convergence results for solutions.

Theorem 1.4.12. Suppose that infn is uniformly bounded in L2((0, T ), L2(D)) and

inu0,n is uniformly bounded in L2(D). Assume that rinfn ⇀ f in L2((0, T ), L2(Ω))
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weakly and rinu0,n ⇀ u0 in L2(Ω) weakly. If H1(Ωn) converges to H1(Ω) in the sense

of Mosco, then the solution inun converges to iu in L2((0, T ), L2(D)) weakly and in∇un
converges to i∇u in L2((0, T ), L2(D,RN )) weakly.

Proof. By a similar argument as in the proof of Theorem 1.4.3, we have the uniform

boundedness of (inun, in∇un) in L2((0, T ), L2(D)) × L2((0, T ), L2(D,RN )). We can

extract a subsequence (denoted again by un), such that inun ⇀ w in L2((0, T ), L2(D))

and in∇un ⇀ (v1, . . . , vN ) in L2((0, T ), L2(D,RN )). The Mosco condition (M2′) (from

Theorem 1.3.1) implies that w ∈ L2((0, T ), H1(Ω)).

To show that w = u, we let ξ ∈ H1(Ω) and φ ∈ D([0, T )) and then use Mosco

convergence of H1(Ωn) to H1(Ω). In the same way as the proof of Theorem 1.4.3, we

get (1.33) holds for all ξ ∈ H1(Ω) and all φ ∈ D([0, T )). Hence, by the uniqueness of

solution, w = u in L2((0, T ), H1(Ω)) and the whole sequence converges weakly.

Lemma 1.4.13. Suppose that the hypothesis of Theorem 1.4.12 holds. Then for each

t ∈ [0, T ], we have rinun(t) ⇀ u(t) in L2(Ω).

Proof. We use the same argument as in the proof of Lemma 1.4.6 with Mosco conver-

gence of H1
0 (Ωn) to H1

0 (Ω) replaced by Mosco convegence of H1(Ωn) to H1(Ω) and the

fact that H1(Ω) is also dense in L2(Ω).

In the remainder, we impose the strong convergences of inhomogeneous terms and

initial data to obtain the strong convergence of solutions.

Theorem 1.4.14. Assume that infn → if in L2((0, T ), L2(D)) strongly and inu0,n →
iu0 in L2(D) strongly. If H1(Ωn) converges to H1(Ω) in the sense of Mosco, then the

solution inun converges to iu in L2((0, T ), L2(D)) strongly and i∇un converges to i∇u
in L2((0, T ), L2(D,RN )) strongly.

Proof. The proof is similar to the one in Theorem 1.4.7. We show some details here for

the sake of completeness. By Theorem 1.4.12, (inun, in∇un) converges to (iu, i∇u) in

L2((0, T ), L2(D)) × L2((0, T ), L2(D,R2)) weakly. Since u ∈ L2((0, T ), H1(Ω)), we can

find wn ∈ L2((0, T ), H1(Ωn)) from the Mosco condition (M1′) in Theorem 1.3.1 such

that inwn → iu in L2((0, T ), L2(D)) and in∇wn → i∇u in L2((0, T ), L2(D,RN )). For
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t ∈ [0, T ], we consider

dn(t) =
1

2
‖inun(t)− iu(t)‖2L2(D) + α

∫ t

0
‖un(s)− wn(s)‖2L2(Ωn) ds

+ α

∫ t

0
‖∇un(s)−∇wn(s)‖2L2(Ωn,RN ) ds

=
1

2
‖inun(t)− iu(t)‖2L2(D) + α

∫ t

0
‖un(s)− wn(s)‖2H1(Ωn) ds.

(1.49)

By (1.20) (with λ = 0), we can show that dn satisfies (1.36) with δ = 0 for all n ∈
N. It can be easily seen from the weak convergence of (inun, in∇un) and the strong

convergence of (inwn, in∇wn) to (iu, i∇u) in L2((0, T ), L2(D))×L2((0, T ), L2(D,RN ))

that (1.37) and (1.38) also hold with δ = 0. By using Lemma 1.4.13 instead of Lemma

1.4.6, we obtain (1.39). Finally, using that inu0,n → iu0 in L2(D) strongly, infn →
if in L2((0, T ), L2(D)) strongly and the weak convergence of solution inun ⇀ iu in

L2((0, T ), L2(D)), we get (1.40) with δ = 0. Hence, dn(t) → 0 for all t ∈ [0, T ]. This

shows pointwise convergence of inun(t) to iu(t) in L2(D) for all t ∈ [0, T ]. Moreover,

by taking t = T we get

∫ T

0
‖inun(s)− iu(s)‖2L2(D) ds

≤
∫ T

0
‖inun(s)− inwn(s)‖2L2(D) ds+

∫ T

0
‖inwn(s)− iu(s)‖2L2(D) ds

→ 0,

and
∫ T

0
‖in∇un(s)− i∇u(s)‖2L2(D,RN ) ds

≤
∫ T

0
‖in∇un(s)− in∇wn(s)‖2L2(D,RN ) ds+

∫ T

0
‖in∇wn(s)− i∇u(s)‖2L2(D,RN ) ds

→ 0.

This proves the strong convergence inun → iu in L2((0, T ), L2(D)) and in∇un → i∇u
in L2((0, T ), L2(D,RN )).

Recall that we embed the space K = H1(Ω) in V = L2(D) × L2(D,RN ). If v is

a function in W ((0, T ), H1(Ω), H1(Ω)′), then v′ ∈ L2((0, T ), H1(Ω)′). It is not always

true that we can embed v′(t) in V ′ = L2(D)×L2(D,RN ) a.e. t ∈ (0, T ) and claim that

v ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),K). However, a similar argument as in the proof of

Theorem 1.3.1 (i)⇒ (iii) for the Mosco condition (M1′′) gives the following result.
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Lemma 1.4.15. Suppose that H1(Ωn) converges to H1(Ω) in the sense of Mosco, If w ∈
C∞([0, T ], H1(Ω)), then there exists wn ∈ C∞([0, T ], H1(Ωn)) such that inwn converges

to iw in C∞([0, T ], L2(D)) strongly.

Proof. We note that Proposition 1.3.6 gives uniform convergence of the approximation

sequence in V = L2(D) × L2(D,RN ). The proof follows from the same arguments

as in the proof of Theorem 1.3.1 (i) ⇒ (iii). The only difference is that we assume

here w ∈ C∞([0, T ], H1(Ω)). Hence, the stretched function wδ = w ◦ S−1
δ belongs

to C∞([−δ, T + δ], H1(Ω)). We point out that, by using uniform continuity of the

k-th order derivative w(k) on [0, T ], the restriction of wδ to [0, T ] converges to w in

C∞([0, T ], H1(Ω)). This gives the required convergence in C∞([0, T ], L2(D)).

Using the above lemma, we show in the next theorem that the solution un of (1.25)

indeed converges uniformly with respect to t ∈ [0, T ].

Theorem 1.4.16. Suppose that the hypothesis of Theorem 1.4.14 holds. Then the

solution inun converges to iu in C([0, T ], L2(D)) strongly.

Proof. As in the proof of Theorem 1.4.9, it requires to show the uniform convergence

of (inun(t)|iu(t))L2(D) → (iu(t)|iu(t))L2(D).

Let ε > 0 arbitrary. By a similar argument as in the proof Lemma 1.3.5, we have

the density of C∞([0, T ], H1(Ω)) in W ((0, T ), H1(Ω), H1(Ω)′). Since the solution u is

in the space W ((0, T ), H1(Ω), H1(Ω)′), there exists w ∈ C∞([0, T ], H1(Ω)) such that

‖w − u‖W ((0,T ),H1(Ω),H1(Ω)′) ≤ ε.

As W ((0, T ), H1(Ω), H1(Ω)′) is continuously embedded in C([0, T ], L2(Ω)), we can in-

deed choose w ∈ C∞([0, T ], H1(Ω)) such that

‖w(t)− u(t)‖L2(Ω) ≤ ε, (1.50)

for all t ∈ [0, T ]. By Lemma 1.4.15, there exists wn ∈ C∞([0, T ], H1(Ωn)) such that

inwn → iw in C∞([0, T ], L2(D)). We can write

∣∣(inun(t)− iu(t)|iu(t))L2(D)

∣∣ ≤
∣∣(inun(t)|inwn(t))L2(D) − (iu(t)|iw(t))L2(D)

∣∣

+
∣∣(inun(t)− iu(t)|iu(t)− iw(t))L2(D)

∣∣

+
∣∣(inun(t)|iw(t)− inwn(t))L2(D)

∣∣ ,

(1.51)
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for all n ∈ N. Since un is the solution of (1.25),

(inun(t)|inwn(t))L2(D) = (inu0,n|inwn(0))L2(D) +

∫ t

0
〈fn(s), wn(s)〉 ds

+

∫ t

0
〈w′n(s), un(s)〉 ds−

∫ t

0
an(s;un(s), wn(s))〉 ds,

for all n ∈ N. Taking into consideration that inu0,n → iu0 in L2(D), infn → if in

L2((0, T ), L2(D)) and inw
′
n → iw′ in C([0, T ], L2(D)), we conclude that

(inun(t)|inwn(t))L2(D) → (iu(t)|iw(t))L2(D) (1.52)

uniformly with respect to t ∈ [0, T ]. Moreover, by (1.50) and the uniform boundedness

of solutions as in (1.46), we have
∣∣∣
(
inun(t)− iu(t)|iu(t)− w̃(t)

)
L2(D)

∣∣∣

≤ ‖inun(t)− iu(t)‖L2(D)‖iu(t)− iw(t)‖L2(D)

≤ 2M0ε,

(1.53)

for all t ∈ [0, T ] and for all n ∈ N. Finally, as inwn → iw in C∞([0, T ], L2(D)), there

exists Nε ∈ N such that

‖inwn(t)− iw(t)‖L2(D) ≤ ε,

for all t ∈ [0, T ] and for all n ≥ Nε. Hence,
∣∣∣
(
inun(t)|inwn(t)− iw(t)

)
L2(D)

∣∣∣ ≤ ‖inun(t)‖L2(D)‖‖inwn(t)− iw(t)‖L2(D)

≤M0ε,
(1.54)

for all t ∈ [0, T ] and for all n ≥ Nε. Therefore, by (1.51) – (1.54), there exist Ñε ∈ N
and a positive constant C such that

∣∣∣
(
inun(t)− iu(t)|iu(t)

)
L2(D)

∣∣∣ ≤ Cε,

for all t ∈ [0, T ] and for all n ≥ Ñε. As ε > 0 was arbitrary, this proves the required

uniform convergence of (inun(t)|iu(t))L2(D) → (iu(t)|iu(t))L2(D) with respect to t ∈
[0, T ].

We can use the same criterion on Ωn and Ω for elliptic equations with Neumann

boundary condition to conclude the convergence of solutions of parabolic equations

subject to Neumann boundary condition under domain perturbation. In particular,

in two dimensional space, conditions on domains given in [21, Theorem 3.1] imply

the convergence of solutions of non-autonomous parabolic equations (1.21) subject to

Neumann boundary condition.
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Corollary 1.4.17. Assume that infn → if in L2((0, T ), L2(D)) strongly and inu0,n →
iu0 in L2(D) strongly. Let Ωn and Ω be uniformly bounded open sets in R2 such that Ωn

converges in the Hausdorff complementary topology to Ω and the number of connected

components of Ωc
n and Ωc are uniformly bounded. If the Lebesgue measure |Ωn| → |Ω| as

n→∞, then the solution inun converges to iu in C([0, T ], L2(D)) strongly and in∇un
converges to i∇u in L2((0, T ), L2(D,R2)) strongly.

Examples of domains in R2 satisfying the conditions of [21] include the following:

(i) a domain obtained by cutting a line segment and then rotating the segment about

a point as shown in Figure 1.3;

(ii) a square with fingers attached in Figure 1.2. In contrast to Dirichlet problems,

here we require the measure of fingers converges to zero.

Ωn Ω

Ωn

→

� →

→

→

Ωn

Ω

Ω

Ωn

Ωn

Ω

Ω

Figure 1.3: Rotating a line segment inside a domain

Remark 1.4.18. The assumptions that infn → if in L2((0, T ), L2(D)) strongly and that

inu0,n → iu0 in L2(D) strongly were imposed to overcome the lack of compactness result

similar to Lemma 1.4.4 for a sequence in W ((0, T ), H1(Ω), H1(Ω)′). In particular, this

assumption is required to obtain the convergence
∫ T

0 〈fn(s), un(s)〉ds→
∫ T

0 〈f(s), u(s)〉ds
in the proof of Theorem 1.4.14. However, if we impose some regularity on the domains,

we could only assume weak convergences of the inhomogeneous terms and the initial

data to obtain the convergence of solutions in C([δ, T ], L2(D)) for all δ ∈ (0, T ] as stated

in Dirichlet problems.

We give an example of domains satisfying the cone condition (see [1, Section 4.3])

below. Clearly, the example below is excluded from [10] as the domains are not Lipschitz.

Example 1.4.19. Let N = 2 and let

Ω := {x ∈ R2 : |x| < 1}\{(x1, 0) : 0 ≤ x1 < 1},
Ωn := {x ∈ R2 : |x| < 1}\{(x1, 0) : δn ≤ x1 < 1},
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where δn ↘ 0 (shown in Figure 1.4). This example is an exterior perturbation of the

Ωn

→

�→

→

→

Ωn

Ω

Ω

Ωn

Ωn

Ω

Ω

Ωn Ω

Figure 1.4: Cutting into a unit disk.

domain, that is Ω ⊂ Ωn+1 ⊂ Ωn for all n ∈ N. It is easy to see that Ω and Ωn satisfy

the cone condition uniformly with respect to n ∈ N, but H1(Ω) and H1(Ωn) do not

have the extension property. Moreover, these domains satisfy the conditions in [21] (i.e.

conditions listed in Corollary 1.4.17). Hence, H1(Ωn) converges to H1(Ω) in the sense

of Mosco. Note that here we take D to be the open unit disk center at 0 in R2. In this

example, we only need that rinfn ⇀ f in L2((0, T ), L2(Ω)) and rinu0,n ⇀ u0 in L2(Ω)

to conclude the convergence of solutions inun → iu in C([δ, T ], L2(D)) for all δ ∈ (0, T ].

In addition, if inu0,n → iu0 in L2(D), then the assertion holds for δ = 0.

To see this, we note from Lemma 1.4.13 that rinun(t) ⇀ u(t) in L2(Ω) weakly for all

t ∈ [0, T ]. Since u ∈ L2((0, T ), H1(Ω)), we have u(t) ∈ H1(Ω) for almost everywhere t ∈
(0, T ). Fix now such t ∈ (0, T ). By the continuity of solutions un ∈ C([0, T ], L2(Ωn)),

for each n ∈ N we can choose ρn > 0 such that

‖un(s)− un(t)‖L2(Ωn) ≤
1

n
,

for all s ∈ (t − ρn, t + ρn) ∩ (0, T ). As un ∈ L2((0, T ), H1(Ωn)), we can choose tn ∈
(t − ρn, t + ρn) ∩ (0, T ) such that un(tn) ∈ H1(Ωn) for all n ∈ N. For these choices of

tn, we have ‖un(tn)− un(t)‖L2(Ωn) → 0 as n →∞. It follows that rinun(tn) ⇀ u(t) in

L2(Ω) weakly. Since Ω ⊂ Ωn for all n ∈ N, the restriction run(tn) belongs to H1(Ω) for

all n ∈ N. Hence, it follows from the weak convergence of rinun(tn) = run(tn) ⇀ u(t)

in L2(Ω) that
∫

Ω
∂j
(
run(tn)

)
φdx = −

∫

Ω
run(tn)∂jφdx→ −

∫

Ω
u(t)∂jφdx =

∫

Ω
∂ju(t)φdx,

for all φ ∈ C∞c (Ω) for j = 1, 2. This means ∇run(tn) ⇀ ∇u(t) in L2(Ω,R2). Thus,

run(tn) is bounded in H1(Ω). As Ω is bounded and satisfies the cone condition, we have

from the Rellich-Kondrachov theorem that the embedding H1(Ω) ↪→ L2(Ω) is compact
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(see [1, Theorem 6.2]). Therefore, run(tn) has a subsequence which converges in L2(Ω)

strongly. Since we have a prior knowledge of weak convergence run(tn) ⇀ u(t) in L2(Ω),

we conclude that the whole sequence run(tn)→ u(t) in L2(Ω) strongly. By the choices

of tn, we conclude that run(t) → u(t) in L2(Ω) strongly. Since the above argument

works for almost everywhere t ∈ (0, T ), we deduce from the dominated convergence

theorem that rinun = run → u in L2((0, T ), L2(Ω)) strongly. As the cutting line is a

set of measure zero in R2, we have inun → iu in L2((0, T ), L2(D)). By extracting a

subsequence (indexed again by n), we can choose δ arbitrarily closed to zero in (0, T ]

such that inun(δ) → iu(δ) in L2(D). We can now follow the proof of Theorem 1.4.14

and Theorem 1.4.16 with the integration taken over [δ, T ] instead of [0, T ] to conclude

the claim.

1.5 Convergence of solutions of final value problems

In this short section, we give some remarks on domain perturbation for final value

problems. It is a direct application from initial value problems. Let T > 0. We consider

the final value problem




−∂u
∂t

+A(t)u = g(x, t) in Ω× [0, T )

B(t)u = 0 on ∂Ω× [0, T )

u(·, T ) = uT in Ω,

(1.55)

where A and B are defined by (0.5) and (0.6) in Introduction, respectively. As in the

case of initial value problem, we choose the evolution triple V
d
↪→ H

d
↪→ V ′ as in (1.11).

Let a(t, ·, ·) be the corresponding bilinear form on V given by (1.10) and A ∈ L (V, V ′)

be the operator defined by (1.4). Then we can consider the final value problem in an

abstract form 


−u′(t) +A(t)u = g(t) for t ∈ [0, T )

u(T ) = uT
(1.56)

in V ′ for a given final condition uT ∈ H and g ∈ L2((0, T ), V ′).

Definition 1.5.1. A function u ∈W (0, T, V, V ′) is called a weak solution of (1.55) if u

is a solution of (1.56), that is u satisfies (1.56) a.e. t ∈ [0, T ).

As in [2, Chapter V 2.5], we may associate (1.56) with the initial value problem



v′(t) +A(T − t)v = g(T − t) for t ∈ (0, T ]

v(0) = uT
(1.57)
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in V ′. Let u(t) := v(T − t). Then it is trivial that u is a solution of the final value

problem (1.56) if and only if v is a solution of the initial value problem (1.57). Moreover,

u is a weak solution of (1.55) if and only if u ∈ L2((0, T ), V ) and

−
∫ T

0
(u(t)|v)φ′(t)dt+

∫ T

0
a(t, u(t), v)φ(t)dt

= (uT |v)φ(T ) +

∫ T

0
〈g(t), v〉φ(t)dt,

(1.58)

for all v ∈ V and for all φ ∈ D((0, T ]).

Theorem 1.5.2. Given g ∈ L2((0, T ), V ′) and uT ∈ H, there exists a unique weak

solution u of (1.55) satisfying

‖u‖W (0,T,V,V ′) ≤ C
(
‖uT ‖H + ‖g‖L2((0,T ),V ′)

)
. (1.59)

Moreover, if λ = 0 in (1.3), then

‖u(t)‖2H + α

∫ T

t
‖u(s)‖2V ds ≤ ‖uT ‖2H + α−1

∫ T

t
‖g(s)‖2V ds, (1.60)

for all t ∈ [0, T ].

Proof. By the above observation and Theorem 1.1.2, there exists a unique weak solution

v ∈ W (0, T, V, V ′) of the associated initial value problem satisfying the estimates (1.7)

and (1.8) with u0, f and f(s) replaced by uT , g and g(T − s), respectively. Taking into

account that u(t) = v(T −t) is a weak solution of the corresponding final value problem,

we obtain the estimates (1.59) and (1.60).

We now consider domain perturbation for final value problems with Dirichlet or

Neumann boundary conditions. We assume the same assumptions on the domains Ωn

and Ω, and on the bilinear forms an(·, u, v) for u, v ∈ Vn and a(·, u, v) for u, v ∈ V

as in Section 1.4. Also, the operators An,A,Bn and B, and the induced operators

An ∈ L (Vn, V
′
n) and A ∈ L (V, V ′) are defined in the same way as in Section 1.4.

Similar to the initial value problems, we study the following perturbation of the final

value problem 



−∂u
∂t

+An(t)u = gn(x, t) in Ωn × [0, T )

Bn(t)u = 0 on ∂Ωn × [0, T )

u(·, T ) = uT,n in Ω,

(1.61)
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where Bn is either Dirichlet boundary condition or Neumann boundary condition. As

usual, we write (1.61) in the abstract form as




−u′(t) +An(t)u = gn(t) for t ∈ [0, T )

u(T ) = uT,n.
(1.62)

As a consequence of the continuity of solutions of initial value problems under domain

perturbation, we can state a convergence result for final value problems.

Theorem 1.5.3. Suppose that ingn is uniformly bounded in L2((0, T ), L2(D)) and

inuT,n is uniformly bounded in L2(D). Let un and u be the (unique) weak solutions

of (1.62) and (1.56), respectively.

(i) Dirichlet problems: Assume that ringn ⇀ g in L2((0, T ), L2(Ω)) weakly and

rinuT,n ⇀ uT in L2(Ω) weakly. If H1
0 (Ωn) converges to H1

0 (Ω) in the sense of

Mosco, then inun converges to iu in L2((0, T ), H1(D)) and in C([0, δ], L2(D))

for every δ ∈ [0, T ). In addition, if inuT,n → iuT in L2(D) strongly, the above

assertion holds for δ = T .

(ii) Neumann problems: Assume that ingn → ig in L2((0, T ), L2(D)) strongly

and inuT,n ⇀ iuT in L2(D) strongly. If H1(Ωn) converges to H1(Ω) in the

sense of Mosco, then (inun, in∇un) converges to (iu, i∇u) in L2((0, T ), L2(D))×
L2((0, T ), L2(D,RN )) and inun converges to iu in C([0, T ], L2(D)).

Proof. This immediately follows from the above observation that vn(t) = un(T − t) and

v(t) = u(T − t) are weak solutions of the corresponding initial value problems and the

results in Theorems 1.4.7, 1.4.9, 1.4.14 and 1.4.16.

We remark that if −u′(t) is replaced by u′(t) in the final value problem (1.56),

then the associated initial value problem is v′(t) − A(T − t)v(t) = −g(T − t) with

v(0) = uT . We cannot apply the results for parabolic initial value problems in Section

1.4 as −A(T − t) no longer satisfies the ellipticity assumption. We will discuss final

value problems for autonomous parabolic equations of the form u′(t) +Au(t) = g(t) for

t ∈ [0, T ) with u(T ) = uT where A is a generator of a group later. In particular, we

prove convergence of the component of solutions of autonomous parabolic equations in

the unstable direction in Lemma 4.2.4 (ii).
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1.6 Domain perturbation for parabolic variational inequal-

ities

In Section 1.4, the applications of the equivalence of Mosco convergences established

in Theorem 1.3.1 were given when Kn and K are closed subspaces of V . The purpose

of this section is to give an application when Kn and K are just closed and convex

subsets of V . We show here a similar convergence of solutions of parabolic variational

inequalities.

Suppose that K is a closed and convex subset of V . We denote by

L2((0, T ),K) := {u ∈ L2((0, T ), V ) | u(t) ∈ K a.e.}.

For each t ∈ (0, T ), suppose a(t; ·, ·) is a continuous bilinear form on V satisfying (1.2)

and (1.3). As before, we denote the induced linear operator by A(t). Given u0 ∈ K and

f ∈ L2((0, T ), V ′), we wish to find u such that for a.e. t ∈ (0, T ), u(t) ∈ K and




〈u′(t), v − u(t)〉+ 〈A(t)u(t), v − u(t)〉 − 〈f(t), v − u(t)〉 ≥ 0, ∀v ∈ K

u(0) = u0.
(1.63)

A function u ∈W ((0, T ), V, V ′) satisfying (1.63) is called a strong solution of parabolic

variational inequality (1.63). There are various (slightly different) definitions of weak

solution of parabolic variational inequalities (see e.g.[18, 55, 60, 61]). We shall define a

weak notion of solution similar to the one in [55] as follows.

Definition 1.6.1. A function u is a weak solution of parabolic variational inequality

(1.63) if u ∈ L2((0, T ),K) and

∫ T

0
〈v′(t), v(t)− u(t)〉+ 〈A(t)u(t), v(t)− u(t)〉 − 〈f(t), v(t)− u(t)〉 dt

+
1

2
‖v(0)− u0‖2H ≥ 0,

(1.64)

for all v ∈W ((0, T ), V, V ′) ∩ L2((0, T ),K).

The existence and uniqueness of weak solutions of parabolic variational inequalities

have been studied by various authors according to their definitions. In our case, we can

state the result in the following theorem.

Theorem 1.6.2. Given u0 ∈ K and f ∈ L2((0, T ), V ′). There exists a unique weak

solution u of the parabolic variational inequality (1.63) satisfying u ∈ L∞((0, T ), H).



CHAPTER 1. LINEAR NON-AUTONOMOUS PROBLEMS 46

Note that the existence of our weak solution follows immediately from the existence

results in [60, Theorem 6.2]. The uniqueness can be proved in the same way as in [61,

Theorem 2.3].

Similar to domain perturbation for parabolic equations, we examine the behaviour

of weak solutions of parabolic variational inequalities when the underlying convex set

K is perturbed.

Let Kn and K be closed and convex subsets of V . For each t ∈ (0, T ), suppose

a(t; ·, ·) is a continuous bilinear form on V satisfying (1.2) and (1.3). For simplicity, we

assume that λ = 0 in (1.3). We denote by A(t) the linear operator induced by a(t; ·, ·).
Let us consider the following parabolic variational inequalities. Given u0,n ∈ Kn and

fn ∈ L2((0, T ), V ′), we want to find un such that for a.e. t ∈ (0, T ), un(t) ∈ Kn and




〈u′(t), v − u(t)〉+ 〈A(t)u(t), v − u(t)〉 − 〈fn(t), v − u(t)〉 ≥ 0, ∀v ∈ Kn

u(0) = u0,n.
(1.65)

When Kn, fn and u0,n converge to K, f and u0 respectively, we wish to obtain conver-

gence results of the weak solution of (1.65) to that of the limit inequalities (1.63). In

the remainder of this section, we denote the weak solution of (1.65) by un and the weak

solution of (1.63) by u.

Theorem 1.6.3. Let u0,n ∈ Kn, u0 ∈ K and fn, f ∈ L2((0, T ), V ′). Suppose that

fn → f in L2((0, T ), V ′) strongly, u0,n ⇀ u0 in V weakly and u0,n → u0 in H strongly.

Then the sequence of weak solutions un is bounded in L2((0, T ), V ).

Proof. Let v ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),K) be the constant function defined by

v(t) := u0 for t ∈ [0, T ]. Similarly, vn ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),Kn) defined by

vn(t) := u0,n for t ∈ [0, T ]. It follows that vn ⇀ v in L2((0, T ), V ). Since un is the weak

solution of (1.65), we have

∫ T

0
〈A(t)un(t), un(t)− vn(t)〉 dt

≤
∫ T

0
〈v′n(t), vn(t)− un(t)〉 − 〈fn(t), vn(t)− un(t)〉 dt+

1

2
‖vn(0)− u0,n‖2H

= −
∫ T

0
〈fn(t), vn(t)− un(t)〉 dt.
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It follows that

∫ T

0
〈A(t)un(t)−A(t)vn(t), un(t)− vn(t)〉 dt

≤
∫ T

0
〈A(t)vn(t), vn(t)− un(t)〉 − 〈fn(t), vn(t)− un(t)〉 dt

≤ ‖A(t)vn − fn‖L2((0,T ),V ′)‖vn − un‖L2((0,T ),V ).

By the coercivity of A(t), we get

α‖un − vn‖L2((0,T ),V ) ≤ ‖A(t)vn − fn‖L2((0,T ),V ′).

By the weak convergences of vn and fn, we conclude that un is bounded in L2((0, T ), V ).

Theorem 1.6.4. Let u0,n ∈ Kn, u0 ∈ K and fn, f ∈ L2((0, T ), V ′). Suppose that

fn → f in L2((0, T ), V ′) strongly, u0,n ⇀ u0 in V weakly and u0,n → u0 in H strongly.

If Kn converges to K in the sense of Mosco, then the sequence of weak solutions un

converges to u in L2((0, T ), V ) weakly.

Proof. By Theorem 1.6.3, we can extract a subsequence of un (denoted again by un)

such that un ⇀ κ in L2((0, T ), V ) weakly. Since un ∈ L2((0, T ),Kn), we apply the

Mosco condition (M2′) (from Theorem 1.3.1) to deduce that the weak limit κ belongs

to L2((0, T ),K). By the uniqueness of weak solutions, it suffices to prove that κ satisfies

(1.64) (with u replaced by κ) in the definition of weak solution.

By the Mosco condition (M1′), there exists wn ∈ L2((0, T ),Kn) such that wn → κ

in L2((0, T ), V ). Let v ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),K) be arbitrary. We again

apply Theorem 1.3.1 (Mosco condition (M1′′)) to get a sequence of functions v ∈
W ((0, T ), V, V ′) ∩ L2((0, T ),Kn) such that vn → v in W ((0, T ), V, V ′). For each n ∈ N,

we can write

〈A(t)wn(t), vn(t)− un(t)〉
= 〈A(t)un(t), vn(t)− un(t)〉+ 〈A(t)wn(t)−A(t)un(t), vn(t)− un(t)〉
= 〈A(t)un(t), vn(t)− un(t)〉+ 〈A(t)wn(t)−A(t)un(t), wn(t)− un(t)〉

+ 〈A(t)wn(t)−A(t)un(t), vn(t)− wn(t)〉.
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Hence, by the definition of weak solution on Kn and the coercivity of A(t), we have

∫ T

0
〈v′n(t), vn(t)− un(t)〉+ 〈A(t)wn(t), vn(t)− un(t)〉 dt

−
∫ T

0
〈fn(t), vn(t)− un(t)〉 dt+

1

2
‖vn(0)− u0,n‖2H

=

∫ T

0
〈v′n(t), vn(t)− un(t)〉+ 〈A(t)un(t), vn(t)− un(t)〉 dt

−
∫ T

0
〈fn(t), vn(t)− un(t)〉 dt+

1

2
‖vn(0)− u0,n‖2H

+

∫ T

0
〈A(t)wn(t)−A(t)un(t), wn(t)− un(t)〉 dt

+

∫ T

0
〈A(t)wn(t)−A(t)un(t), vn(t)− wn(t)〉 dt

≥
∫ T

0
〈A(t)wn(t)−A(t)un(t), vn(t)− wn(t)〉 dt,

for all n ∈ N. Letting n→∞, we get

∫ T

0
〈v′(t), v(t)− κ(t)〉+ 〈A(t)κ(t), v(t)− κ(t)〉 dt

−
∫ T

0
〈f(t), v(t)− κ(t)〉 dt+

1

2
‖v(0)− u0‖2H ≥ 0.

This implies that κ is a weak solution of (1.63) as required.

We finally prove the strong convergence of solutions.

Theorem 1.6.5. Let u0,n ∈ Kn, u0 ∈ K and fn, f ∈ L2((0, T ), V ′). Suppose that

fn → f in L2((0, T ), V ′) strongly, u0,n ⇀ u0 in V weakly and u0,n → u0 in H strongly.

If Kn converges to K in the sense of Mosco, then the sequence of weak solutions un

converges to u in L2((0, T ), V ) strongly.

Proof. By the coercivity of A(t), we have

lim inf
n→∞

∫ T

0
〈A(t)un(t)−A(t)u(t), un(t)− u(t)〉 dt ≥ 0. (1.66)

For each ε > 0, we define uε by

εu′ε + uε = u

uε(0) = u0.

Then uε ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),K) and uε → u in L2((0, T ), V ) as ε → 0 (see

in the proof of [61, Theorem 2.3]). For each ε > 0, the Mosco condition (M1′′) (from
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Theorem 1.3.1) implies that there exists uε,n ∈ W ((0, T ), V, V ′) ∩ L2((0, T ),Kn) such

that uε,n → uε in W ((0, T ), V, V ′) as n → ∞. Since un is the weak solution of (1.65),

we have ∫ T

0
〈A(t)un(t), un(t)− u(t)〉 dt

≤
∫ T

0
〈v′n(t), vn(t)− un(t)〉 dt−

∫ T

0
〈fn(t), vn(t)− un(t)〉 dt

+
1

2
‖vn(0)− u0,n‖2H +

∫ T

0
〈A(t)un(t), vn(t)− u(t)〉 dt,

for all v ∈W ((0, T ), V, V ′) ∩ L2((0, T ),K). In particular, taking vn = uε,n, we get
∫ T

0
〈A(t)un(t), un(t)− u(t)〉 dt

≤
∫ T

0
〈u′ε,n(t), uε,n(t)− un(t)〉 dt−

∫ T

0
〈fn(t), uε,n(t)− un(t)〉 dt

+
1

2
‖uε,n(0)− u0,n‖2H +

∫ T

0
〈A(t)un(t), uε,n(t)− u(t)〉 dt.

Letting n→∞, we obtain

lim sup
n→∞

∫ T

0
〈A(t)un(t), un(t)− u(t)〉 dt

≤
∫ T

0
〈u′ε(t), uε(t)− u(t)〉 dt−

∫ T

0
〈f(t), uε(t)− u(t)〉 dt

+
1

2
‖uε(0)− u0‖2H +

∫ T

0
〈A(t)u(t), uε(t)− u(t)〉 dt

= −ε
∫ T

0
‖u′ε(t)‖2H dt−

∫ T

0
〈f(t), uε(t)− u(t)〉 dt

+

∫ T

0
〈A(t)u(t), uε(t)− u(t)〉 dt

≤ −
∫ T

0
〈f(t), uε(t)− u(t)〉 dt+

∫ T

0
〈A(t)u(t), uε(t)− u(t)〉 dt.

This is true for any ε > 0. Hence, by letting ε→ 0, we conclude that

lim sup
n→∞

∫ T

0
〈A(t)un(t), un(t)− u(t)〉 dt ≤ 0.

On the other hand, the weak convergence of un in Theorem 1.6.4 implies

lim
n→0

∫ T

0
〈A(t)u(t), un(t)− u(t)〉 dt = 0.

Thus, we have

lim sup
n→∞

∫ T

0
〈A(t)un(t)−A(t)u(t), un(t)− u(t)〉dt ≤ 0. (1.67)
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It follows from the coercivity of A(t), (1.66) and (1.67) that

α‖un − u‖2L2((0,T ),V ) ≤
∫ T

0
〈A(t)un(t)−A(t)u(t), un(t)− u(t)〉 dt→ 0,

as n→∞. Therefore, un converges to u in L2((0, T ), V ) strongly.



Chapter 2

Domain perturbation for

semilinear parabolic equations

The main purpose of this chapter is to present some preliminary results on domain per-

turbation for semilinear parabolic equations which are required for the study of invariant

manifolds in Chapter 3. Although we will only consider the dynamics of autonomous

semilinear equations in L2(RN ) in Chapter 3, we give an abstract domain perturbation

result for non-autonomous semilinear evolution equations. Most of the material pre-

sented in this chapter is based on [38]. However, we point out that the convergence

result in [38, Theorem 4.6] only requires a weaker assumption on convergence of the

nonlinear terms. We show that the same result holds if we replace the local uniform

convergence of the nonlinear terms by pointwise convergence (see Theorem 2.3.5 be-

low). Using this improved convergence result, we consider domain perturbation for

both autonomous and non-autonomous semilinear parabolic equations under pointwise

convergence of the nonlinear terms in Section 2.4. We note that in [35] and [38] the

nonlinear terms are fixed for the perturbed problems. As in Chapter 1, we use Mosco

convergence to establish the stability of solutions under domain perturbation. The

convergence results are obtained for parabolic equations under Dirichlet or Neumann

boundary conditions, but stronger assumptions are required for Neumann problems.

For autonomous problems, we also include some known results on convergence of the

spectrum and resolvent operators under domain perturbation.

For the sake of completeness and mathematical necessity, we include the proof of

some background materials from [38].

51
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2.1 Evolution Systems

We collect some preliminary results for evolution systems arising from (abstract) non-

autonomous parabolic equations. Fix T > 0 and s ∈ [0, T ). We denote by

∆T := {(s, t) ∈ R2 : 0 ≤ s ≤ t ≤ T}

and

∆̇T := {(s, t) ∈ R2 : 0 ≤ s < t ≤ T} ⊂ ∆T .

Consider the following homogeneous parabolic equation





∂u

∂t
+A(t)u = 0 in Ω× (s, T ]

B(t)u = 0 on ∂Ω× (s, T ]

u(·, s) = u0 in Ω,

(2.1)

where A(t) and B(t) are defined by (0.5) and (0.6), respectively. By taking the evolution

triple as in (1.11), we may write (2.1) as an abstract equation of the form




u′(t) +A(t)u(t) = 0 for t ∈ (s, T ]

u(s) = u0,
(2.2)

where A(t) ∈ L (V, V ′) is the operator induced by a(t, ·, ·) as in (1.10).

By Theorem 1.1.2, for every given u0 ∈ H, there exists a unique (weak) solution

u ∈W ((s, T ), V, V ′) of the homogeneous non-autonomous parabolic equation.

Definition 2.1.1 (Evolution systems). Denote the solution u of (2.2) by U(·, s)u0.

Then U(·, ·) defined on ∆T is called the evolution system corresponding to the family

(A(t))t∈[0,T ].

It is known that the operator U(·, ·) is in L (H) ([41, Section XVIII.3.4]). Since A(·)
is uniform strongly elliptic, a standard heat kernel estimates ([36, Section 7]) shows that

for Dirichlet problems, U(·, ·) ∈ L (Lp(Ω), Lq(Ω)) satisfies the estimate

‖U(t, s)‖L (Lp(Ω),Lq(Ω)) ≤ C(t− s)−
N
2

(
1
p
− 1
q

)
, (2.3)

for all 1 ≤ p ≤ q ≤ ∞ where the constant C is independent of Ω. If Ω satisfies the

interior cone condition or has the extension property, then the estimate (2.3) is valid

for Neumann problems with C depending on the cone or the norm of the extension
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operator, respectively. In that case, the boundary condition is considered in a weak

sense as the outer unit normal may not exist.

Throughout this thesis, we write L (E,F ) for the space of bounded linear operators

from a Banach space E into a Banach space F equipped with the operator norm.

We simply write L (E) for L (E,E). The notation Ls(E,F ) represents the space of

bounded linear operators under the strong operator topology. More precisely, Sn → S

in Ls(E,F ) if Snx → Sx in F for all x ∈ E as n → ∞. Again, we simply denote by

Ls(E) for Ls(E,E).

As mentioned earlier, we will give the perturbation results for evolution equations.

We make the following assumptions for evolution systems.

Assumption 2.1.2. The evolution system U(t, s), (t, s) ∈ ∆T on the Banach space E

satisfies the following properties.

(i) U(t, s) = U(t, τ)U(τ, s) for all 0 ≤ s < τ < t ≤ T ;

(ii) There exists a Banach space F such that

U(·, s) ∈ C((s, T ],Ls(E,F )) ∩ C((s, T ],Ls(E)) ∩ C((s, T ],Ls(F )),

for all s ∈ [0, T );

(iii) There exist C > 0 and γ ∈ [0, 1) such that

‖U(t, s)‖L (E) + ‖U(t, s)‖L (F ) + (t− s)γ‖U(t, s)‖L (E,F ) ≤ C, (2.4)

for all (t, s) ∈ ∆̇T .

There are several problems for which the above assumptions are satisfied (see [38,

Example 2.2, 2.3]). In particular, this includes the evolution systems for parabolic

equations discussed above. To see this, we take E := Lp(Ω) and F := Lq(Ω) for

1 < p ≤ q <∞ satisfying

γ :=
N

2

(1

p
− 1

q

)
∈ [0, 1). (2.5)

Then by the estimate (2.3), U(·, ·) satisfies Assumption 2.1.2.
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2.2 Existence of solutions of semilinear evolution equa-

tions

In this section, we prove the existence and uniqueness of solutions of the following

non-autonomous semilinear evolution equation




u′(t) +A(t)u(t) = f(t, u(t)) for t ∈ (s, T ]

u(s) = u0,
(2.6)

in a Banach space E whose evolution system satisfies Assumption 2.1.2.

Definition 2.2.1. A function u is called a mild solution of (2.6) with an initial value

u0 ∈ F if u satisfies the variation of constants formula

u(t) = U(t, s)u0 +

∫ t

s
U(t, τ)f(τ, u(τ))dτ,

for all t ∈ (s, T ], where U(t, s), 0 ≤ s ≤ t ≤ T is the evolution system corresponding to

the family (A(t))t∈[0,T ].

Before studying the existence of solutions of semilinear evolution equations, we give

a basic property of solutions of the inhomogeneous linear equation




u′(t) +A(t)u(t) = g(t) for t ∈ (s, T ]

u(s) = u0,
(2.7)

where g ∈ L∞((s, T ], E) and u0 ∈ F . Define

Ls(u0, g)(t) := U(t, s)u0 +

∫ t

s
U(t, τ)g(τ)dτ. (2.8)

Then u = Ls(u0, g) is called a mild solution of (2.7). The next proposition shows that

Ls(u0, g) belongs to the space

BC((s, T ], F ) := C((s, T ], F ) ∩ L∞([s, T ], F ).

Proposition 2.2.2 ([38, Proposition 2.4]). For every s ∈ [0, T ), we have

Ls ∈ L (F × L∞((s, T ], E), BC((s, T ], F )).

Proof. See [38, Proposition 2.4] and also [40, Corollary 5.6].
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It can easily be seen that u is a mild solution of (2.6) if u is a fixed point of the map

G := Gu0 given by

G(u)(t) = U(t, s)u0 +

∫ t

s
U(t, τ)f(τ, u(τ))dτ

in the space L∞([s, t], F ).

To get the existence of solutions of semilinear equations, the following Lipschitz

assumption on the nonlinearity is usually imposed.

Assumption 2.2.3. We assume that f ∈ C([0, T ]×F,E) and that for every R > 0, there

exists kR > 0 such that

‖f(t, u)− f(t, v)‖E ≤ kR‖u− v‖F ,

for all u, v ∈ F with ‖u‖F , ‖v‖F ≤ R and all t ∈ [0, T ].

By the assumptions on f , we have that f(·, u(·)) ∈ L∞((s, T ], E) for all u ∈
L∞([s, t], F ). Hence, by Proposition 2.2.2, mild solutions of (2.6) are always in the

space BC((s, T ], F ).

We next determine an invariant subset of the space BC((s, T ], F ) such that G is a

contraction.

Proposition 2.2.4 ([38, Proposition 3.3]). For all ρ > 0, there exist h > 0 and R > 0

such that if ‖u0‖F ≤ ρ and (t0, s) ∈ ∆̇T with 0 < t0 − s ≤ h, then

Gu0 : MR(t0, s)→MR(t0, s),

where

MR(t0, s) := {u ∈ BC((s, t0], F ) : ‖u(τ)‖F ≤ R for all τ ∈ (s, t0]}.

Indeed, R can be chosen by R := Cρ+ 1 where C is the constant from (2.4). Moreover,

h depends only on γ and upper bounds for C, kR and M := sup{‖f(τ, 0)‖E : τ ∈ [0, T ]}.

Proof. Suppose that u0 is in F with ‖u0‖F ≤ ρ. By the assumptions on U(·, ·), we have

‖G(u)(t)‖F ≤ ‖U(t, s)‖L (F )‖u0‖F +

∫ t

s
‖U(t, τ)‖L (E,F )‖f(τ, u(τ))‖Edτ

≤ Cρ+ C sup
τ∈(s,T ]

‖f(τ, u(τ))‖E
∫ t

s
(t− τ)−γdτ

= Cρ+ C
(t− s)1−γ

1− γ sup
τ∈(s,t0]

‖f(τ, u(τ))‖E ,

(2.9)
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for all u ∈ BC((s, t0], F ) and for all t ∈ (s, t0]. In particular, for u ∈MR(t0, s), we have

from Assumption 2.2.3 that

‖f(τ, u(τ))‖E ≤ ‖f(τ, u(τ))− f(τ, 0)‖E + ‖f(τ, 0)‖E
≤ RkR + sup

τ∈(s,t0]
‖f(τ, 0)‖E

≤ RkR +M,

for all t ∈ (s, t0] where we set M := sup{‖F (τ, 0)‖E : τ ∈ [0, T ]}. It follows from (2.9)

that

‖G(u)(t)‖F ≤ Cρ+ C
(t− s)1−γ

1− γ (RkR +M),

for all u ∈ MR(t0, s) and t ∈ (s, t0). By setting R := Cρ + 1 and choosing h > 0 such

that
C

1− γ (RkR +M)h1−γ ≤ 1,

we conclude that if (t0, s) ∈ ∆̇T with t0 − s ≤ h, then

‖G(u)‖L∞((s,t0],F ) ≤ Cρ+ 1 = R,

for all u ∈MR(t0, s).

Usually, we use the metric d0 on BC((s, t0], F ) induced by the norm, that is,

d0(u, v) = sup
τ∈(s,t0]

‖u(τ)− v(τ)‖F . (2.10)

In domain perturbation problems, it is useful to consider a weaker metric. We consider a

metric d1 induced by the Fréchet space L∞loc((s, t0], F ) or a metric inducing the topology

of uniform convergence on compact subsets of (s, t0]. Let εj := 2−j and h := t0− s. For

j ∈ N, we define the seminorms

qj(u) := sup
τ∈[s+εjh,t0]

‖u(τ)‖F .

It is well known that for βj := ε1−γ
j ,

d1(u, v) :=

∞∑

j=1

βj
qj(u− v)

1 + qj(u− v)
(2.11)

defines a metric on L∞loc((s, t0], F ) (see [71, Section 1.44]). Note that the set MR(t0, s)

is a complete metric space with respect to the metrics d0 and d1 (see [38, Remark 3.4]).
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Proposition 2.2.5 ([38, Proposition 3.5]). For every R > 0, (t0, s) ∈ ∆̇T and u0 ∈ F ,

the map

Gu0 : MR(t0, s)→ BC((s, t0], F )

is Lipschitz with respect to d0 and d1. Indeed,

d0(G(u), G(v)) ≤ CkR
1− γ (t0 − s)1−γd0(u, v)

d1(G(u), G(v)) ≤ 21−γ(1 + 2R)

(21−γ − 1)

CkR
1− γ (t0 − s)1−γd1(u, v),

for all u, v ∈MR(t0, s) where C is the constant from (2.4).

Proof. We give a proof here for the metric d0 only. By the definition of G := Gu0 , we

have

‖G(u)(t)−G(v)(t)‖F ≤
∫ t

s
‖U(t, τ)‖L (E,F )‖f(τ, u(τ))− f(τ, v(τ))‖Edτ,

for all t ∈ (s, t0]. Since u, v ∈MR(t0, s), Assumption 2.2.3 and (2.4) imply

‖G(u)(t)−G(v)(t)‖F ≤ CkR
∫ t

s
(t− τ)−γdτ sup

τ∈(s,t0]
‖u(τ)− v(τ)‖E

≤ CkR
1− γ (t0 − s)1−γd0(u, v),

for all t ∈ (s, t0] and for all u, v ∈ MR(t0, s). Hence, the proposition follows for the

metric d0. The proof for the metric d1 is a bit more complicated. We refer to [38] for

full details.

We can now prove the (local) existence and uniqueness of solutions of (2.6).

Theorem 2.2.6 ([38, Theorem 3.6, Corollary 3.7]). Suppose that Assumption 2.1.2 and

Assumption 2.2.3 are satisfied. Given ρ > 0, there exists h > 0 such that the equation

(2.6) has a unique mild solution u ∈ BC((s,min{s + h, T}], F ) for every u0 ∈ F with

‖u0‖F ≤ ρ. Moreover, h can be chosen depending only on γ and upper bounds for

C, kCρ+1 and sup{‖f(τ, 0)‖E : τ ∈ [0, T ]}.

Proof. We can choose R and h so that MR(t0, s) is invariant under Gu0 for all u0 ∈ F
with ‖u0‖F ≤ ρ. (Proposition 2.2.4). In addition, by Proposition 2.2.5, we can make

sure that Gu0 is a contraction map on MR(t0, s) with Lipschitz constant less than one

by possibly decreasing h (this is possible for both metrics d0 and d1). It follows from

the contraction mapping theorem that there exists a unique fixed point u ∈ MR(t0, s)

of Gu0 . Since mild solutions of (2.6) correspond to fixed points of Gu0 , the assertion

follows.
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Theorem 2.2.7 ([38, Theorem 3.8]). Suppose that Assumption 2.1.2 and Assumption

2.2.3 are satisfied. For every u0 ∈ F and s ∈ [0, T ), there exists t+(s, u0) ∈ (s, T ]

such that the equation (2.6) has a unique mild solution u ∈ BC((s, t+(s, u0)), F ) and u

cannot be extended further from t+(s, u0).

Proof. By extending a local solution in Theorem 2.2.6 using a standard application of

Zorn’s lemma, we obtain the maximal solution u ∈ BC((s, t+(s, u0)), F ).

We call t+(s, u0) the maximal existence time or the positive escape time of the

solution.

2.3 Convergence of solutions of semilinear evolution equa-

tions

In this section, we study perturbations of semilinear evolution equation (2.6) in a fixed

Banach space E of the form



u′(t) +An(t)u(t) = fn(t, u(t)) for t ∈ (s, T ]

u(s) = u0,n.
(2.12)

We make the following assumptions on the corresponding evolution systems Un(s, t) on

E.

Assumption 2.3.1. Suppose that the evolution system Un(t, s) for (t, s) ∈ ∆̇ satisfies the

conditions below:

(i) Un(t, s) = Un(t, τ)Un(τ, s) for all 0 ≤ s < τ < t ≤ T and for all n ∈ N;

(ii) There exists a Banach space F such that

Un(·, s) ∈ C((s, T ],Ls(E,F )),

for all s ∈ [0, T ) and for all n ∈ N;

(iii) There exist C > 0 and γ ∈ [0, 1) such that

‖Un(t, s)‖L (E) + ‖Un(t, s)‖L (F ) + (t− s)γ‖Un(t, s)‖L (E,F ) ≤ C, (2.13)

for all (t, s) ∈ ∆̇T and for all n ∈ N;

(iv) Un(t, s) converges to U(t, s) in Ls(E,F ) as n → ∞ for all (t, s) ∈ ∆̇T with the

limit U(·, s) ∈ C((s, T ],Ls(E,F )).
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Furthermore, we impose the following conditions on the nonlinearity fn.

Assumption 2.3.2. We assume that fn ∈ C([0, T ] × F,E) and that for every R > 0,

there exists kR > 0 such that

‖fn(t, u)− fn(t, v)‖E ≤ kR‖u− v‖F ,

for all u, v ∈ F with ‖u‖F , ‖v‖F ≤ R and all t ∈ [0, T ] and n ∈ N. In addition, we

assume that

sup{‖fn(t, 0)‖ : t ∈ [0, T ], n ∈ N} <∞.

We now state a convergent result under perturbation.

Theorem 2.3.3 ([38, Theorem 4.4]). Suppose that Assumptions 2.3.1 and 2.3.2 are

satisfied. Let u0, u0,n be in F with ‖u0‖F , ‖u0,n‖F ≤ ρ for some ρ > 0. For n ∈ N, let

Gn, G : BC((s, T ], F )→ BC((s, T ], F ) be the maps defined by

Gn(u)(t) := Un(t, s)u0,n +

∫ t

s
Un(t, τ)fn(τ, u(τ))dτ

G(u)(t) := U(t, s)u0 +

∫ t

s
U(t, τ)f(τ, u(τ))dτ,

for all u ∈ BC((s, T ], F ). Suppose that Gn(u) → G(u) in BC((s, T ], F ) for all u ∈
BC((s, T ], F ) with respect to the metric d0 (or d1). Then there exist h > 0 and

R > 0 such that (2.23) and (2.12) have unique mild solutions un, u ∈ BC((s,min{s +

h, T}], BF (0, R)) for all s ∈ [0, T ). Moreover, un → u in BC((s,min{s+h, T}], F ) with

respect to d0 (or d1).

Proof. By the assumptions on Un and fn, we have from Theorem 2.2.5 that there exist

h > 0 and R > 0 such that Gn, G are contractions on MR(t, s) for all (t, s) ∈ ∆̇ with

t−s ≤ h for all n ∈ N. Moreover, Gn are uniform contractions with a Lipschitz constant

independent of n ∈ N. As the fixed points un of Gn and u of G are the unique mild

solutions of (2.23) and (2.12) respectively, it remains to show that the corresponding

fixed points converge. Since Gn(u)→ G(u) in MR(t, s) for all u ∈MR(t, s) with respect

to d0 (or d1), a parameter dependent contraction mapping principle (see [52, Section

1.2.6]) implies that the corresponding fixed points converge with respect to d0 (or d1).

Thus, the statement of the theorem follows.

Theorem 2.3.4 ([38, Theorem 4.5]). Suppose that the assumptions in Theorem 2.3.3

are satisfied. Let t+n (s, u0,n) be the positive escape time for (2.12). Then

t+(s, u0) ≤ lim inf
n→∞

t+n (s, u0,n). (2.14)
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Moreover, if Gn(u) → G(u) in BC((s, T ], F ) for all u ∈ BC((s, T ], F ) with respect to

the metric d0 (or d1), then un → u in BC(s, t0], F ) for all t0 ∈ (s, t+(s, u0)) with respect

to the metric d0 (or d1).

Proof. See [38, Theorem 4.5].

Our contribution in this chapter is that we weaken a local uniform convergence

assumption of the inhomogeneous terms in [38, Theorem 4.6]:

fn(τ, v)→ f(τ, v) in E uniformly with respect to (τ, v) ∈ [0, T ]×BF (0, R)

for all R > 0

by using only pointwise convergence. We obtain the same convergence result as follow.

Theorem 2.3.5 (c.f. [38, Theorem 4.6]). Let Assumptions 2.3.1 and 2.3.2 be satisfied.

Assume that

Un(·, s)u0n → U(·, s)u0 in BC((s, T ], F ) (2.15)

with respect to d0 (or d1) and

Un(·, ·)→ U(·, ·) in C(∆̇T ,Ls(E,F )). (2.16)

Finally, assume that fn(τ, v)→ f(τ, v) in E pointwise on (τ, v) ∈ [0, T ]× F . Then

t+(s, u0) ≤ lim inf
n→∞

t+n (s, u0,n).

Moreover, for every t < t+(s, u0), we have un → u in BC((s, t], F ) with respect to the

metric d0 (or d1).

Proof. We only need to verify the assumptions of Theorem 2.3.3 that Gn(u) → G(u)

in BC((s, T ], F ) for all u ∈ BC((s, T ], F ) with respect to the metric d0 (or d1). The

statement of the theorem then follows from Theorem 2.3.4.

Fix s ∈ [0, T ) and u ∈ BC((s, T ], F ). By our assumptions, we have Un(·, s)u0n →
U(·, s)u0 in BC((s, T ], F ) with respect to d0 (or d1). Hence, we only need to show that

Hn(u)(t) :=

∫ t

s
Un(t, τ)fn(τ, u(τ))dτ → H(u)(t) :=

∫ t

s
U(t, τ)f(τ, u(τ))dτ

in F uniformly with respect to t ∈ [s, T ], that is with respect to the metric d0 and hence

d1. If we set Vn(t, τ) := Un(t, τ) − U(t, τ), gn(τ) := fn(τ, u(τ)) and g(τ) := f(τ, u(τ)),

then

Hn(u)(t)−H(u)(t) =

∫ t

s
Un(t, τ)(gn(τ)− g(τ))dτ +

∫ t

s
Vn(t, τ)g(τ)dτ.
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By the heat kernel estimates on Un and U , we know that ‖Un(t, τ)‖L(E,F ) ≤ C(t− τ)−γ

and ‖Vn(t, τ)‖L(E,F ) ≤ 2C(t − τ)−γ for all (t, τ) ∈ ∆̇T . Since u is a bounded function,

we conclude from the assumptions on fn and f that gn(τ) → g(τ) in E pointwise on

τ ∈ (s, T ]. Moreover, for every τ ∈ (s, T ], we have

‖gn(τ)‖E ≤ ‖fn(τ, u(τ))− fn(τ, 0)‖E + ‖fn(τ, 0)‖E
≤ kR‖u(τ)− 0‖F + ‖fn(τ, 0)‖E
≤ kR sup

τ∈(s,T ]
‖u(τ)‖F + sup{‖fn(τ, 0)‖E : τ ∈ [0, T ], n ∈ N}.

If we set ‖g‖∞ := supτ∈(s,T ] ‖g(τ)‖E and ‖gn‖∞ := supτ∈(s,T ] ‖gn(τ)‖E , then it follows

from Assumption 4.3 that supn∈N ‖gn‖∞ <∞. We first show that
∫ t

s
Un(t, τ)(gn(τ)− g(τ))dτ → 0

in F uniformly with respect to t ∈ [s, T ]. To do so, it suffices to show that for every

sequence (tn)n∈N in [s, T ], we have that
∥∥∥∥
∫ tn

s
Un(tn, τ)(gn(τ)− g(τ))dτ

∥∥∥∥
F

→ 0

as n → ∞. Indeed, we only need to show that for every sequence (tn)n∈N in [s, T ],

if (tnk) is an arbitrary subsequence, then we can find a further subsequence (denoted

again by tnk) such that
∥∥∥∥
∫ tnk

s
Unk(tnk , τ)(gnk(τ)− g(τ))dτ

∥∥∥∥
F

→ 0 (2.17)

as k → ∞. Let (tn)n∈N be a sequence in [s, T ] and (tnk)k∈N be an arbitrary subse-

quence. Since tnk is a bounded sequence and [s, T ] is compact, there exists a convergent

subsequence (denoted again by tnk) such that tnk → t0 as k → ∞ for some t0 ∈ [s, T ].

If t0 = s, then ∥∥∥∥
∫ tnk

s
Unk(tnk , τ)(gnk(τ)− g(τ))dτ

∥∥∥∥
F

≤
∫ tnk

t0

C(tnk − τ)−γdτ

(
sup
n∈N
‖gn‖∞ + ‖g‖∞

)

= C
(tnk − t0)1−γ

1− γ

(
sup
n∈N
‖gn‖∞ + ‖g‖∞

)

→ 0,

as k →∞. Hence, we assume t0 ∈ (s, T ]. Fix ε > 0 arbitrary and choose η ∈ (0, t0 − s)
such that

C
(2η)1−γ

1− γ

(
sup
n∈N
‖gn‖∞ + ‖g‖∞

)
<
ε

2
.
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By the convergence of tnk , we can find K1 ∈ N such that t0 − η < tnk < t0 + η for all

k > K1. We can write
∫ tnk

s
Unk(tnk , τ)(gnk(τ)− g(τ))dτ =

∫ t0−η

s
Unk(tnk , τ)(gnk(τ)− g(τ))dτ

+

∫ tnk

t0−η
Unk(tnk , τ)(gnk(τ)− g(τ))dτ,

for all k > K1. By the choice of η, we have
∥∥∥∥
∫ tnk

t0−η
Unk(tnk , τ)(gnk(τ)− g(τ))dτ

∥∥∥∥
F

≤
∫ tnk

t0−η
C(tnk − τ)−γdτ

(
sup
n∈N
‖gn‖∞ + ‖g‖∞

)

= C
(tnk − (t0 − η))1−γ

1− γ

(
sup
n∈N
‖gn‖∞ + ‖g‖∞

)

≤ C (2η)1−γ

1− γ

(
sup
n∈N
‖gn‖∞ + ‖g‖∞

)

<
ε

2
,

(2.18)

for all k > K1. In addition, for all τ ∈ (s, t0 − η), we have

‖Unk(tnk , τ)(gnk(τ)− g(τ))‖F ≤ C(tnk − τ)−γ‖gnk(τ)− g(τ)‖E
≤ C(tnk − (t0 − η))−γ‖gnk(τ)− g(τ)‖E

(2.19)

for all k > K1. By the pointwise convergence of gn and the convergence of tnk , we get

C(tnk − (t0 − η))−γ‖gnk(τ)− g(τ)‖E → Cη−γ(0) = 0,

for all τ ∈ (s, t0 − η) as k →∞. Hence, Unk(tnk , τ)(gnk(τ)− g(τ))→ 0 in F pointwise

on τ ∈ (s, t0 − η). We can also estimate (2.19) for τ ∈ (s, t0 − η) by

‖Unk(tnk , τ)(gnk(τ)− g(τ))‖F ≤ C(tnk − τ)−γ‖gnk(τ)− g(τ)‖E

≤ C((t0 − η)− τ)−γ
(

sup
n∈N
‖gn‖∞ + ‖g‖∞

)
,

for all k > K1. Since
∫ t0−η
s C((t0 − η) − τ)−γ (supn∈N ‖gn‖∞ + ‖g‖∞) dτ < ∞, we

conclude from the Dominated Convergence Theorem that
∫ t0−η

s
Unk(tnk , τ)(gnk(τ)− g(τ))dτ → 0

in F as k →∞. Thus, we can find K2 > K1 in N such that
∥∥∥∥
∫ t0−η

s
Unk(tnk , τ)(gnk(τ)− g(τ))dτ

∥∥∥∥
F

<
ε

2
, (2.20)
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for all k > K2. By (2.18) and (2.20), we get

∥∥∥∥
∫ tnk

s
Unk(tnk , τ)(gnk(τ)− g(τ))dτ

∥∥∥∥
F

≤ ε,

for all k > K2. As ε was arbitrary, we obtain (2.17) and thus the required uniform

convergence holds.

It remains to show
∫ t
s Vn(t, τ)g(τ)dτ → 0 in F unifromly with respect to t ∈ [s, T ].

We follow the argument in [38]. Fix ε > 0 and choose η ∈ (0, T − s) such that

2C‖g‖∞
1− γ η1−γ <

ε

2
. (2.21)

For t ∈ [s+ η, T ], we have

∫ t

s
‖Vn(t, τ)g(τ)‖Fdτ ≤

∫ t−η

s
‖Vn(t, τ)g(τ)‖Fdτ +

∫ t

t−η
‖Vn(t, τ)g(τ)‖Fdτ.

By the definition of Vn, the heat kernel estimates and (2.21), we have

∫ t

t−η
‖Vn(t, τ)g(τ)‖Fdτ ≤ 2C‖g‖∞

∫ t

t−η
(t− τ)−γdτ

≤ 2C‖g‖∞
1− γ η1−γ

<
ε

2
,

for all t ∈ [s+ η, T ]. Hence,

∫ t

s
‖Vn(t, τ)g(τ)‖Fdτ ≤

∫ t−η

s
‖Vn(t, τ)g(τ)‖Fdτ +

ε

2
,

for all t ∈ [s + η, T ]. Since u ∈ BC((s, T ], F ), we have g ∈ C([s + η, T ], E). It follows

that the set {g(τ) : τ ∈ [s+ η, T ]} is compact in E. We also have that the set

K := {(t, τ) : s+ η ≤ t ≤ T and s ≤ τ ≤ t}

is a compact subset of ∆̇T . By our assumptions, Vn(t, τ) → 0 in Ls(E,F ) uniformly

with respect to (t, τ) ∈ K. Since strongly converging operators converge uniformly on

compact sets, we can find N0 ∈ N such that

‖Vn(t, τ)g(τ)‖F ≤
ε

2T
,

for all (t, τ) ∈ K and for all n > N0. It follows that

∫ t

s
‖Vn(t, τ)g(τ)‖Fdτ ≤

∫ t−η

s

ε

2T
dτ +

ε

2
≤ ε

2
+
ε

2
= ε,
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for all t ∈ [s+ η, T ] and for all n > N0. By the choice of η in (2.21), we obtain from the

heat kernel estimates that
∫ t

s
‖Vn(t, τ)g(τ)‖Fdτ ≤ 2C‖g‖∞

∫ t

s
(t− τ)−γdτ

≤ 2C‖g‖∞
1− γ η1−γ

<
ε

2
,

for all t ∈ [s, s+ η] for all n ∈ N. Therefore,

∫ t

s
‖Vn(t, τ)g(τ)‖Fdτ ≤ ε,

for all t ∈ [s, T ] and for all n > N0. Since ε > 0 was arbitrary, we conclude that

∫ t

s
‖Vn(t, τ)g(τ)‖Fdτ → 0

uniformly with respect to t ∈ [s, T ]. This completes the proof of the theorem.

2.4 Convergence of solutions of semilinear parabolic equa-

tions

In this section, we concentrate on semilinear parabolic equations. We apply the con-

vergence results under the perturbation of evolution equations studied in Section 2.3 to

deal with domain perturbation for semilinear parabolic equations.

2.4.1 Non-autonomous semilinear parabolic equations

Let T > 0 and s ∈ [0, T ). As before, we assume that Ωn and Ω satisfy Assumption

1.4.1. Consider the following non-autonomous parabolic equation




∂u

∂t
+A(t)u = g(x, t, u) in Ω× (s, T ]

B(t)u = 0 on ∂Ω× (s, T ]

u(·, s) = u0 in Ω,

(2.22)

where A(t) and B(t) are defined by (0.5) and (0.6), respectively. By taking the evolution

triple as in (1.11), we may write (2.22) as an abstract equation of the form



u′(t) +A(t)u(t) = f(t, u(t)) for t ∈ (s, T ]

u(s) = u0,
(2.23)
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where f(t, u)(x) := g(t, x, u(x)) is the substitution operator induced by g and A(t) ∈
L (V, V ′) is the operator induced by a(t, ·, ·) defined in (1.10).

Since we have an improved convergence result in Theorem 2.3.5, we can consider a

more general perturbation result. We study the following perturbation of (2.22)




∂u

∂t
+An(t)u = gn(x, t, u) in Ωn × (s, T ]

Bn(t)u = 0 on ∂Ωn × (s, T ]

u(·, s) = u0,n in Ωn,

(2.24)

where An(t) and Bn(t) are defined by (1.22) and (1.23), respectively. As usual, we write

(2.24) in the abstract form as



u′(t) +An(t)u(t) = fn(t, u(t)) for t ∈ (s, T ]

u(s) = u0,n,
(2.25)

where fn(t, u)(x) := gn(t, x, u(x)) is the substitution operator induced by gn and An(t) ∈
L (Vn, V

′
n) is the operator induced by an(t, ·, ·) defined in (1.18).

Note that here we allow a perturbation gn of the nonlinear term g, whereas in [35]

the nonlinear term is fixed (see [35, Equation (6.17)]). Also, the application in domain

perturbation in [38] is given for autonomous equations with a fixed nonlinear term (see

[38, Equation (6.1)]). Possibly, the nonlinear terms are fixed under perturbation in

[35] and [38] in order to have a local uniform convergence of the substitution operators

without any further conditions on gn and g. Here, we only need that gn converges to g

pointwise to get the pointwise convergence of the substitution operators.

We see from Theorem 1.1.2 that the evolution system Un(·, ·) corresponding to the

family (An(t))t∈[0,T ] exists for all n ∈ N and Un(·, ·) ∈ L (L2(Ωn)). Similarly, the

evolution system U(·, ·) corresponding to the family (A(t))t∈[0,T ] exists and U(·, ·) ∈
L (L2(Ω)). Since the perturbation result in Section 2.3 is proved for evolution systems in

a fixed Banach space E, we consider inUn(·, ·)rn ∈ L (L2(D)) and iU(·, ·)r ∈ L (L2(D))

where in and i are inclusion maps defined by (1.27) and (1.28) respectively, and rn and

r are restriction maps defined by (1.29) and (1.30), respectively. In particular, we take

E := L2(D) and F := L2(D). Clearly, iU(·, ·)r satisfies Assumption 2.1.2 with γ = 0 in

(2.4). Moreover, inUn(·, ·)rn satisfies Assumption 2.3.1 (i) – (iii) with γ = 0 in (2.13).

We show that Assumption 2.3.1 (iv) is satisfied in the following lemma.

Lemma 2.4.1. Suppose that H1
0 (Ωn) converges to H1

0 (Ω) in the sense of Mosco for

the case of Dirichlet problems; or H1(Ωn) converges to H1(Ω) in the sense of Mosco
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with |Ωn| → |Ω| for the case of Neumann problems. Then the corresponding evolution

systems satisfy

inUn(t, s)rn → iU(t, s)r

in Ls(L2(D)) for all (t, s) ∈ ∆̇T .

Indeed, inUn(·, ·)rn → iU(·, ·)r in Ls(L2(D)) uniformly with respect to (t, s) ∈ ∆̇T ,

that is

inUn(·, ·)rn → iU(·, ·)r

in C(∆̇T ,Ls(L2(D))).

Proof. Let u0 ∈ L2(D) be arbitrary. By the definition of evolution systems un(t) :=

Un(t, s)rnu0 is the unique (weak) solution of (1.25) with fn = 0 ∈ L2((0, T ), L2(Ωn))

satisfying the initial condition rnu0 at time s. Similarly, u(t) := U(t, s)ru0 is the unique

(weak) solution of (1.26) with f = 0 ∈ L2((0, T ), L2(Ω)) satisfying the initial condition

ru0 at time s. Clearly, we have infn → if in L2((0, T ), L2(D)) strongly as n→∞. We

consider first the case of Dirichlet problems. Since we have cap(K ∩ Ωc
n) → 0 for all

K ⊂⊂ Ω from Mosco convergence (Lemma 1.4.8), it is easy to see that rinrnu0 → ru0

in L2(Ω) strongly. As the initial time that we start with is irrelevant, we conclude

from Theorem 1.4.9 that inun(t) → iu(t) in L2(D) uniformly on (s, T ]. Since the

argument holds for all u0 ∈ L2(D) and s ∈ [0, T ), this implies inUn(t, s)rn → iU(t, s)r

in Ls(L2(D)) for all (t, s) ∈ ∆̇T and inUn(·, s)rn → iU(·, s)r in C((s, T ],Ls(L2(D))) for

all s ∈ [0, T ). Again, as the initial time that we start with is irrelevant, we also have

inUn(t, ·)rn → iU(t, ·)r in C([0, t),Ls(L2(D))) for all t ∈ (0, T ]. Hence, the assertion of

the lemma for Dirichlet problems follows.

Similarly, we use the assumption that |Ωn| → |Ω| for Neumann problems to get

inrnu0 → iru0 in L2(D) strongly. We conclude from Theorem 1.4.16 that inun(t) →
iu(t) in L2(D) uniformly on (s, T ]. By a similar argument as in the case of Dirichlet

problems, we can deduce the assertion of the lemma for Neumann problems.

We require the following conditions on the nonlinearity.

Assumption 2.4.2. We assume that gn, g ∈ C(RN × [0, T ] × R) satisfy the following

conditions:

(i) There exist c > 0 and ψ ∈ L2(RN ) such that

|gn(t, x, ξ)| ≤ ψ(x) + c|ξ|
|g(t, x, ξ)| ≤ ψ(x) + c|ξ|,

(2.26)
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for all x ∈ RN , ξ ∈ R and n ∈ N.

(ii) There exists an essentially bounded function φ such that

|gn(x, t, ξ1)− gn(x, t, ξ2)| ≤ φ(x, ζ)|ξ1 − ξ2|
|g(x, t, ξ1)− g(x, t, ξ2)| ≤ φ(x, ζ)|ξ1 − ξ2|,

(2.27)

for all |ξ1|, |ξ2| ≤ ζ and all n ∈ N.

(iii) gn converges to g pointwise on RN × [0, T ]× R.

It is well known that the condition (2.26) is a necessary and sufficient condition

for the substitution operators fn(t, ·) defined by fn(t, u)(x) := gn(x, t, u(x)) and f(t, ·)
defined by f(t, u)(x) := g(x, t, u(x)) to be in C(L2(RN ), L2(RN )) ([3, Chapter 3]).

Moreover, by condition (2.27), we have fn(t, ·) and f(t, ·) are locally Lipschitz in u

uniformly with respect to t ∈ [0, T ] and the Lipschitz constants are independent of

n ∈ N (see [3, Theorem 3.10]). Therefore, the substitution operators fn(t, ·) and f(t, ·)
satisfy Assumption 2.3.2 and Assumption 2.2.3 respectively with the Lipschitz constant

kR independent of n ∈ N.

Let u0,n ∈ L2(Ωn) and u0 ∈ L2(Ω). By Theorem 2.2.7, there exist t+n (s, u0,n)

and t+(s, u0) such that the semilinear equation (2.25) has a unique maximal solu-

tion un in BC((s, t+n (s, u0,n)), L2(Ωn)) and (2.23) has a unique maximal solution u

in BC((s, t+(s, u0)), L2(Ω)). In fact, the condition (2.26) implies that the substitution

operators fn and f are linearly bounded. More precisely, for any un ∈ L2(Ωn) and

u ∈ L2(Ω), we have

‖fn(t, un)‖L2(Ωn) ≤ ‖ψ‖L2(Ωn) + c‖un‖L2(Ωn)

‖f(t, u)‖L2(Ω) ≤ ‖ψ‖L2(Ω) + c‖u‖L2(Ω).

Hence, the solutions exist globally, that is t+n (s, u0,n) = t+(s, u0) =∞ for all n ∈ N.

We are now in the position to state the convergence of solutions of semilinear

parabolic equations under domain perturbation.

Theorem 2.4.3. Let Ωn and Ω be uniformly bounded domains in RN with Ωn,Ω ⊂ D.

Suppose that gn and g satisfy Assumption 2.4.2. Suppose also that inu0,n is uniformly

bounded in L2(D).

(i) Dirichlet problems: Assume that rinu0,n ⇀ u0 in L2(Ω) weakly. If H1
0 (Ωn)

converges to H1
0 (Ω) in the sense of Mosco, then inun → iu in C((s, t0], L2(D)) for

all t0 ∈ (s,∞).
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In addition, if inu0,n ⇀ iu0 in L2(D) strongly, then inun → iu in C([s, t0], L2(D)).

(i) Neumann problems: Assume that inu0,n → iu0 in L2(D) strongly. If H1(Ωn)

converges to H1(Ω) in the sense of Mosco and |Ωn| → |Ω| as n → ∞, then

inun → iu in C([s, t0], L2(D)) for all t0 ∈ (s,∞).

Proof. By Assumption 2.4.2 (iii), it is easy to conclude from the dominated convergence

theorem that the substitution operator fn(τ, v) converges pointwise to f(τ, v) in L2(D)

for all (τ, v) ∈ [0, T ]× L2(D). For Dirichlet problems, we can see from the convergence

of solutions under domain perturbation in Theorem 1.4.9 that

inUn(·, s)u0,n → iU(·, s)u0 (2.28)

in C((s, T ], L2(D)) if rinu0,n ⇀ u0 in L2(Ω) weakly. The convergence (2.28) above holds

in C([s, T ], L2(D)) if inu0,n → iu0 in L2(D) strongly. Taking Lemma 2.4.1 into account,

we have that all assumptions in Theorem 2.3.5 are satisfied. Hence, the assertion of the

theorem follows from Theorem 2.3.5 with E = F = L2(D). The statement for Neumann

problems follows in the same way by using Theorem 1.4.16 instead of Theorem 1.4.9.

Remark 2.4.4. We could study the convergence results in the Lp space as done in [35]

and [38]. In the case of Dirichlet problems, the evolution system Un(·, ·) corresponding

to the family (An(t))t∈[0,T ] exists for all n ∈ N. Moreover, Un(·, ·) ∈ L (Lp(Ωn), Lq(Ωn))

satisfies the same estimate as in (2.3) uniformly with respect to n ∈ N, that is

‖Un(t, s)‖L (Lp(Ωn),Lq(Ωn)) ≤ C(t− s)−
N
2

(
1
p
− 1
q

)
, (2.29)

for all 1 ≤ p ≤ q ≤ ∞ where C is independent of n ∈ N. For Neumann problems, the

estimate (2.3) holds if Ω satisfies the cone condition. However, the constant C depends

on the cone (see [36]). Thus, in order to have the uniform estimate (2.29) with respect

to n ∈ N, a sufficient condition is that Ωn satisfies the cone condition for all n ∈ N,

where the same cone works for all domains Ωn and Ω. Examples of domains satisfying

this condition include the domains obtained by rotating a line segment inside an open

set and the domains obtained by cutting a line into a unit disk as previously seen in

Figure 1.3 and Figure 1.4, respectively. By taking E := Lp(D) and F := Lq(D) with

1 < p ≤ q < ∞ satisfying (2.5), we see that Assumptions 2.3.1 (i) – (iii) are satisfied.

To verify Assumption 2.3.1 (iv), (2.15) and (2.16), we need the Lp-theory of domain

perturbation for linear parabolic equations. This can be done in the same way as in

[35, Section 4] by using the interpolation arguments and the convergence results in
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L2. Note also that we need to adjust conditions (2.26) and (2.27) in order to have the

substitution operators acting on Lp(RN ) into Lq(RN ). We refer to [3] for a necessary

and sufficient condition. In this case, the maximal existence time t+(s, u0) may be

strictly finite. An application of Theorem 2.3.5 gives us a lower semicontinuity of the

maximal existence time, that is t+(s, u0) ≤ lim infn→∞ t
+
n (s, u0,n) and the convergence

of solutions in C((s, t0], Lq(D)) for all t0 ∈ (s, t+(s, u0)).

2.4.2 Autonomous semilinear parabolic equations

Although autonomous problems can be regarded as a special case of non-autonomous

problems with the equations (operators) do not depend on the time variable and the

corresponding evolutions systems are just semigroups. We spend some time in this

section to study domain perturbation for autonomous problems. In particular, we intend

to discuss the convergence of semigroups and the spectrum of the corresponding elliptic

operators. These results are discussed in [38, Section 6] for the heat equations. We give

here domain perturbation results for parabolic equations in the abstract form using

some results from [39].

We consider the following autonomous semilinear initial boundary value problem




∂u

∂t
+Au = g(x, u) in Ω× (s, T ]

Bu = 0 on ∂Ω× (s, T ]

u(·, 0) = u0 in Ω,

(2.30)

where g ∈ C(RN × R), A is an elliptic operator of the form

Au := −∂i[aij(x)∂ju+ ai(x)u] + bi(x)∂iu+ c0(x)u (2.31)

and B is one of the following boundary conditions

Bu := u Dirichlet boundary condition

Bu := [aij(x)∂ju+ ai(x)u] νi Neumann boundary condition.
(2.32)

We assume that aij , ai, bi and c0 are functions in L∞(RN ) and that there exists a

constant α > 0 independent of x ∈ Ω such that

aij(x)ξiξj ≥ α0|ξ|2, (2.33)

for all ξ ∈ RN . We consider the evolution triple V
d
↪→ H

d
↪→ V ′ chosen as in 1.11. Define

a bilinear form a(·, ·) associated with A on V by

a(u, v) :=

∫

Ω
[aij(x)∂ju+ ai(x)u]∂iv + bi(x)∂iuv + c0(x)uvdx, (2.34)



CHAPTER 2. SEMILINEAR PROBLEMS 70

for u, v ∈ V . Let

λA := ‖c−0 ‖∞ +
1

2α0

N∑

i=1

‖ai + bi‖∞,

where c−0 := max(−c0, 0) is the negative part of c0. We set

λ0 := λA +
α0

2
. (2.35)

It can be verified that a(·, ·) is continuous and

a(u, u) + λ‖u‖2H ≥
α0

2
‖u‖2V , (2.36)

for all u ∈ V and for all λ ≥ λ0 (see [39, Proposition 2.1.6]). By the Lax-Milgram

theorem, there exists AΩ ∈ L (V, V ′) such that

a(u, v) = 〈AΩu, v〉, (2.37)

for all u, v ∈ V . We may consider AΩ as an operator on V ′ with the domain V . A

standard argument shows that [λ0,∞) ⊂ %(−AΩ) (see [39, Theorem 2.2.2]). Let A be

the maximal restriction of the operator AΩ on H = L2(Ω). We have that [λ0,∞) ⊂
%(−AΩ) ⊂ %(−A). It is well known that −A generates a strongly continuous analytic

semigroup S(t), t ≥ 0 on L2(Ω) (see [41, Proposition 3, XVII §6]). Moreover, there exist

C > 0 and ω ∈ R such that

‖S(t)‖L (L2(Ω)) ≤ Ceωt,

for t ≥ 0. We consider (2.30) as an abstract equation of the form



u̇(t) +Au(t) = f(u(t)) t ∈ (0,∞)

u(0) = u0

(2.38)

in L2(Ω), where f(u)(x) := g(x, u(x)) is the substitution operator induced by g.

We study perturbation of (2.30) given by




∂u

∂t
+Anu = gn(x, u) in Ωn × (s, T ]

Bnu = 0 on ∂Ωn × (s, T ]

u(·, 0) = u0,n in Ωn,

(2.39)

where gn ∈ C(RN × R). As usual, we assume that the perturbed domains Ωn and Ω

satisfy Assumption 1.4.1. The operator An above is an elliptic operator of the form

Anu := −∂i[aij,n(x)∂ju+ ai,n(x)u] + bi,n(x)∂iu+ c0,n(x)u, (2.40)
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where aij,n, ai,n, bi,n and c0,n are functions in L∞(RN ) and aij,n satisfies the ellipticity

condition as in (2.33) with the uniform ellipticity constant for all n ∈ N. The operator

Bn is either Dirichlet boundary condition or Neumann boundary condition defined sim-

ilarly to (2.32). We assume that the coefficients of An converges to the corresponding

coefficient of A.

Assumption 2.4.5. For all i, j = 1, . . . , N , we assume that limn→∞ aij,n = aij ,

limn→∞ ai,n = ai, limn→∞ bi,n = bi and limn→∞ c0,n = c0 in L∞(RN ).

As before, the evolution triple Vn
d
↪→ Hn

d
↪→ V ′n is chosen according to the boundary

condition (either Vn = H1
0 (Ωn) or Vn = H1(Ωn)). In the abstract form, we can write

(2.39) as 


u̇(t) +Anu(t) = fn(u(t)) t ∈ (s, T ]

u(0) = u0,n

(2.41)

in L2(Ωn), where fn(u)(x) := gn(x, u(x)) is the substitution operator induced by gn.

In the above, An is the maximal restriction operator on Hn = L2(Ωn) of the operator

induced by the associated bilinear form. By Assumption 2.4.5 and the assumption that

aij,n satisfies (2.33) uniformly with respect to n ∈ N, we can choose λ0 := λA + α0/2

where

λA := max

{
sup
n∈N

{
‖c−0,n‖∞ +

1

2α0

N∑

i=1

‖ai,n + bi,n‖∞
}
,
(
‖c−0 ‖∞ +

1

2α0

N∑

i=1

‖ai + bi‖∞
)}

<∞
(2.42)

so that

an(u, u) + λ‖u‖2Hn ≥
α0

2
‖u‖2Vn , (2.43)

for all λ ≥ λ0, for all u ∈ Vn and for all n ∈ N. It follows from [39, Theorem 2.2.2] that

[λ0,∞) ⊂ %(−An) ∩ %(−A) for all n ∈ N. Moreover, the operator −An is the generator

of a strongly continuous analytic semigroup Sn(t), t ≥ 0 on L2(Ωn) with the uniform

exponential estimate

‖Sn(t)‖L (L2(Ωn)) ≤ Ceωt, (2.44)

for all t ≥ 0 and for all n ∈ N.

We impose Assumption 2.4.2 on the nonlinearities gn and g in C(RN × [0, T ] × R)

(where we disregard the time variable). We note that this means the substitution

operators induced by gn and g are in C(L2(RN ), L2(RN )) and locally Lipschitz with
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the Lipschitz constant independent of n ∈ N. Indeed, for every R > 0 there exists kR

independent of n ∈ N such that

‖fn(u)− fn(v)‖L2(Ωn) ≤ kR‖u− v‖L2(Ωn),

for all u, v ∈ L2(Ωn) with ‖u‖L2(Ωn), ‖v‖L2(Ωn) ≤ R and for all n ∈ N. In addition, we

have

fn(v)→ f(v)

in L2(D) pointwise for all v ∈ L2(D).

By Theorem 2.2.7 (or simply using the existence and uniqueness results for au-

tonomous problems in [66]), we have that for every u0 ∈ L2(Ω) the equation (2.38) has

a unique maximal solution u ∈ C((s, t+(s, u0)), L2(Ω)). Moreover, u can be represented

by the variation of constants formula

u(t) = S(t)u0 +

∫ t

0
S(t− τ)f(u(τ))dτ. (2.45)

Similarly, for every u0,n ∈ L2(Ωn) the equation (2.41) has a unique maximal solution

un ∈ C((s, t+n (s, u0,n)), L2(Ωn)) which can be represented by the variation of constant

formula

un(t) = Sn(t)u0,n +

∫ t

0
Sn(t− τ)fn(un(τ))dτ. (2.46)

As noted in the case of non-autonomous equations, the conditions on fn and f imply

that un and u are indeed global solutions, that is t+n (s, u0,n) = t+(s, u0) = ∞ for all

n ∈ N.

To deal with domain perturbation, we make use of the inclusion operators in and

i, and the restriction operators rn an r as in Section 2.4.1. We define a degenerate

semigroup Sn(t) on L2(D) for t ≥ 0 by

Sn(t) := inSn(t)rn.

The corresponding pseudo resolvent is given by

Rn(λ) := in(λ+An)−1rn

whenever it is defined. We define S(t) and R similarly (with n deleted).

For Dirichlet problems, the strong convergence of pseudo resolvent operators is

equivalent to Mosco convergence (see [39, Theorem 5.2.4] or [37, Theorem 3.3]). For

Neumann problems, we also have that Mosco convergence implies the strong conver-

gence of pseudo resolvent operators (see [21, Proposition 3.2] for the case An = −∆).
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It is not clear that the converse is true for the Neumann case. However, as remarked

in [21, Remark 3.3], the converse follows if Ωn converges to Ω in the Hausdorff com-

plementary topology. We state the convergence of pseudo resolvent with respect to the

strong operator topology in the following theorem.

Theorem 2.4.6. Let Ωn and Ω be domains satisfying Assumption 1.4.1. Suppose that

H1
0 (Ωn) converges to H1

0 (Ω) in the sense of Mosco for the case of Dirichlet problems; or

H1(Ωn) converges to H1(Ω) in the sense of Mosco for the case of Neumann problems.

If λ ≥ λ0, then

Rn(λ)f → R(λ)f

in L2(D) as n→∞ for all f ∈ L2(D).

Proof. For Dirichlet problems, the statement is given in [39, Theorem 5.2.4] or [37,

Theorem 3.3]. For Neumann problems, a similar argument as in the proof of [21,

Proposition 3.2] for−∆ can be easily modified to a general elliptic operator in divergence

form. The only nontrivial part is to prove the strong convergence. For this, we use

arguments similar to the proof of [39, Proposition 5.5.2] to obtain

α0

2
‖un − vn‖2H1(Ωn) ≤ an(un − vn, un − vn) + λ‖un − vn‖2L2(Ωn) → 0,

where un := Rn(λ)f and vn ∈ H1
0 (Ωn) is a sequence from Mosco convergence converging

to u := R(λ)f (that is, (invn, in∇vn) → (iu, i∇u) in L2(D) × L2(D,RN )). Note that

here we need to consider an(un−vn, un−vn) in stead of an(un−u, un−u) in the original

proof because the bilinear form an(·, ·) is only defined on H1(Ωn). It is now clear that

Rn(λ)f → R(λ)f in L2(D).

The key result to obtain the convergence of degenerate semigroup Sn(t) is the fol-

lowing theorem.

Theorem 2.4.7 ([4, Theorem 5.2]). Suppose there exists M > 0 such that

‖λRn(λ)‖L (L2(D)) ≤M,

for all λ ∈ C with Re(λ) > 0. If there exists λ > 0 such that Rn(λ) → R(λ) in the

strong operator topology, then Sn(t) → S(t) in the strong operator topology uniformly

with respect to t in compact subsets of (0,∞).

We cannot directly apply Theorem 2.4.7 to obtain the convergence of degenerate

semigroups Sn(t) in our framework because the condition ‖λRn(λ)‖L (L2(D)) ≤ M for
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all λ ∈ C with Re(λ) > 0 does not hold for a general elliptic operator An. However, we

can consider the coercive form aλ0(·, ·) on V defined by

aλ0(u, v) := a(u, v) + λ0(u|v)L2(Ω), (2.47)

for all u, v ∈ V where a(·, ·) is given by (2.34). We define a similar coercive form

aλ0,n(·, ·) on Vn for each n ∈ N. The coercive forms aλ0(·, ·) and aλ0,n(·, ·) associate with

the operators A+λ0 and An+λ0 respectively for which their negatives are generators of

analytic C0-semigroups on L2(Ω) and L2(Ωn) (denoted by T (t) and Tn(t), respectively).

Moreover, S(t) = eλ0tT (t) and Sn(t) = eλ0tTn(t). Since the resolvent of −(A + λ0)

satisfies the assumption of Theorem 2.4.7, we get inTn(t)rn → iT (t)r in the strong

operator topology uniformly with respect to t on compact subsets of (0,∞). Hence, we

obtain the strong convergence of degenerate semigroups Sn(t) and the convergence is

uniform with respect to t on compact subsets of (0,∞). From the above discussion, we

have the following result.

Theorem 2.4.8. Suppose that the assumptions of Theorem 2.4.6 are satisfied. Then

Sn → S in C((0, T ],Ls(L2(D))) for all T > 0.

We state convergence of solutions under domain perturbation below.

Theorem 2.4.9. Suppose that the assumptions of Theorem 2.4.6, Assumption 2.4.5

and Assumption 2.4.2 (with the time variable disregarded) are satisfied. Suppose also

that inu0,n is uniformly bounded in L2(D). We denote the solutions of (2.38) and (2.41)

by u and un respectively.

(i) Dirichlet problems: Assume that rinu0,n ⇀ u0 in L2(Ω) weakly. If H1
0 (Ωn)

converges to H1
0 (Ω) in the sense of Mosco, then inun → iu in C((s, t0], L2(D)) for

all t0 ∈ (s,∞).

In addition, if inu0,n ⇀ iu0 in L2(D) strongly, then inun → iu in C([s, t0], L2(D)).

(ii) Neumann problems: Assume that inu0,n → iu0 in L2(D) strongly. If H1(Ωn)

converges to H1(Ω) in the sense of Mosco, then inun → iu in C([s, t0], L2(D)) for

all t0 ∈ (s,∞).

Proof. By Theorem 2.4.8, Sn → S in C((0, T ],Ls(L2(D))). For Dirichlet problems, we

get from the weak convergence of u0,n that Sn(t)u0,n → S(t)u0 in L2(D) uniformly with

respect to t in compact subsets of (0,∞). This can be seen by considering Sn(t)u0,n
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and S(t)u0 as solutions of homogeneous linear parabolic equations and applying the

convergence results for linear parabolic equations under domain perturbation as done

in the proof of Theorem 2.4.3. Therefore, the statement of theorem follows directly

from Theorem 2.3.5 with Un(t, s) = Sn(t− s) and U(t, s) = S(t− s). The assertion for

Neumann problems follows in the same way.

Remark 2.4.10. (i) We do not explicitly assume that |Ωn| → |Ω| for autonomous equa-

tions under Neumann boundary condition in the above theorem. In this case, we make

use of [4, Theorem 5.2] and the strong convergence of resolvent operators to get Sn → S
in C((0, T ],Ls(L2(D))). However, in Theorem 2.4.3 for non-autonomous equations we

require |Ωn| → |Ω| to obtain (2.16) (see Lemma 2.4.1). This is because we need a strong

convergence inrnu0 → iru0 in L2(D) for a fixed function u0 ∈ L2(D) in order to apply

our convergence result for non-autonomous linear equations with Neumann boundary

condition in Theorem 1.4.16.

(ii) Let 1 < p < 2 be such that N
2 (1

p − 1
2) ∈ [0, 1). Assume that all assumptions in

Theorem 2.4.9 are satisfied. If we replace (2.26) (with the time variable disregarded) by

|gn(x, ξ)| ≤ ψ(x) + c|ξ|2/p

|g(x, ξ)| ≤ ψ(x) + c|ξ|2/p

where ψ ∈ Lp(RN ), then the substitution operators fn(t, ·) defined by fn(u)(x) :=

gn(x, u(x)) and f(t, ·) defined by f(u)(x) := g(x, u(x)) are in C(L2(RN ), Lp(RN )) ([3,

Chapter 3]). For Dirichlet problems, a standard heat kernel estimate (2.29) with Un(t, s)

replaced by Sn(t − s) holds for all n ∈ N and the constant C > 0 is independent of

n ∈ N. Taking E := Lp(D) and F := L2(D), we have that Un(t, s) := inSn(t − s)rn
and U(t, s) := iS(t− s)r satisfy assumptions in Section 2.3 with γ := N

2 (1
p − 1

2). Unlike

Theorem 2.4.9, the maximal existence time t+(s, u0) may be strictly finite. In this case,

an application of Theorem 2.3.5 implies that t+(s, u0) ≤ lim infn→∞ t
+
n (s, u0,n) and the

weak solution inun converges to iu in C((s, t0], L2(D)) for all t0 ∈ (s, t+(s, u0)) . In

general, we could also study the convergence of solutions in an Lp space as noted in

Remark 2.4.4 (see also [38, Section 6]).

We only mention above that the pseudo resolvent Rn(λ) converges to R(λ) in the

strong operator topology. Since Ωn,Ω ⊂ D for all n ∈ N, resolvent operators for

Dirichlet problems are compact on L2(D) (from compactness of H1
0 (Ωn) in L2(Ωn) by

Rellich theorem). It turns out that the pseudo resolvent for Dirichlet problems converges

in the operator norm as stated below.
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Theorem 2.4.11 ([37, Corollary 4.7]). Suppose that Ωn and Ω satisfy Assumption 1.4.1

and H1
0 (Ωn) converges to H1

0 (Ω) in the sense of Mosco. If λ ∈ ρ(−A), then λ ∈ ρ(−An)

for n suffiecntly large and Rn(λ)→ R(λ) in L (L2(D)).

An important consequence of Theorem 2.4.11 and [57, Theorem IV.3.16] is the

following corollary.

Corollary 2.4.12 ([37, Corollary 4.2]). Suppose that assumptions in Theorem 2.4.11

are satisfied. If Σ ⊂ σ(−A) is a compact spectral set and Γ is a rectifiable closed curve

enclosing Σ and separating it from the remaining of spectrum, then σ(−An) is separated

by Γ into a compact spectral set Σn and the rest of the spectrum for n sufficiently large.

Moreover, for the corresponding spectral projections P and Pn, we have that the images

of P and Pn have the same dimension and inPnrn converges to iPr in norm.

For Neumann problems, we do not have the uniform convergence (convergence in

the operator norm) for pseudo resolvent operators if we use the corresponding Mosco

convergence H1(Ωn) to H1(Ω) in Theorem 2.4.11. In fact, there are several examples

including a sequence of dumbbell shaped domains converging to two isolated balls (see

[56] and references therein) or a more general exterior domain perturbation in Arrieta [6]

show that eigenvalues do not behave continuously under domain perturbation. By [57,

Theorem IV.3.16], pseudo resolvent operators cannot converge in the operator norm.

Stronger assumptions on domain are required to get the uniform convergence of pseudo

resolvent operators for Neumann problems. For examples, if we replace a standard

dumbbell shaped domains by two touching balls opened up slightly near the touching

point (see [39, Section 7] for a general assumptions) or a nonstandard dumbbell type

domains constructed with a certain channel in [10], then we obtain the convergence of

pseudo resolvent operators in the operator norm and consequently the convergence of

spectral projections.



Chapter 3

Invariant manifolds for parabolic

equations under domain

perturbation

In this chapter, we consider parabolic equations as dynamical systems and study their

behaviour under domain perturbation. In particular, we study stable and unstable in-

variant manifolds for parabolic equations near a stationary point. We only consider

autonomous parabolic equations with Dirichlet boundary condition because the most

complete results are known. Similar results for Neumann problems could be obtained

by the same technique. However, stronger assumptions on domains are needed because

convergence of spectral projections for Neumann problems requires stronger assump-

tions as seen in Section 2.4.2.

3.1 Introduction

The study of invariant manifolds is an important tool to understand the behaviour of

a dynamical system near a stationary point. The first step is to construct invariant

manifolds of various types which are characterised by their beheviour (grow, decay or

neither) under the flow. For nonlinear differential equations, a fundamental way to con-

struct invariant manifolds is done by considering the corresponding linearised equations.

The main methods refer back to Hadamard [49], Liapunov [59] and Perron [67]. The

Hadamard approach involves the use of splitting between various subspaces to estimate

projections of the flow in the different directions. The Liapunov-Perron approach uses

77
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the fixed point argument for a certain integral equation to obtain invariant manifolds.

For parabolic equations, Henry [52] obtains the existence of invariant manifolds under

the assumption that the differential operator of the linearised equation generates an an-

alytic semigroup. This allows the use of fractional power of the operator. Later, Bates

and Jones [14] consider semilinear equations with the assumption that the linearised

differential operator generates only a C0-semigroup, and also allow infinite dimensional

center manifolds. Once the existence of invariant manifolds is established, the funda-

mental problem is the persistence of invariant manifolds under perturbation. For finite

dimensional systems, normal hyperbolicity is the main concept to deal with persistence

invariant manifolds (see for example [46], [54], and [63]). For infinite dimensional sys-

tems, existence and persistence of invariant manifolds for semiflows in Banach space are

obtained in [15] using normal hyperbolicity assumption.

The purpose of our work is to study the behaviour of invariant manifolds for semi-

linear parabolic equations under domain perturbation. There are similar results on

the effect of domain variation on the dynamics of parabolic equations. In [68], upper

semicontinuity of attractors is obtained for reaction-diffusion equations with Neumann

boundary condition when the domain Ω ⊂ RM × RN is squeezed in the RN -direction.

Arrieta and Carvalho [10] consider a similar problem on a sequence of bounded and

Lipschitz perturbed domains Ωn. They give necessary and sufficient conditions on do-

mains for spectral convergence of the linearised problem and obtain continuity (upper

and lower semicontinuity) of local unstable manifolds and consequently continuity of

attractors. For results under Dirichlet boundary condition, we refer to [42]. In [10],

continuity of local unstable invariant manifolds is proved by keeping track of the con-

struction adapted from Henry [52]. Although our framework on semilinear parabolic

equations fits into [52], we use the existence of invariant manifolds from [14] to prove

continuity of both stable and unstable invariant manifolds under domain perturbation.



CHAPTER 3. PERTURBATION OF INVARIANT MANIFOLDS 79

3.2 Invariant manifolds for parabolic equations

3.2.1 Semiflows induced by abstract parabolic equations

Let Ω be a bounded open set in RN , N ≥ 2. We consider the autonomous semilinear

initial boundary value problem





∂u

∂t
+Au = g(x, u) in Ω× (0,∞)

u = 0 on ∂Ω× (0,∞)

u(·, 0) = u0 in Ω,

(3.1)

where g ∈ C(RN×R), and A is an elliptic operator defined by (2.31). As seen in Section

2.4.2, we can write (3.1) in the abstract form as




u̇(t) +Au(t) = f(u(t)) t ∈ (0,∞)

u(0) = u0

(3.2)

in L2(Ω), where f(u)(x) := g(x, u(x)) is the substitution operator induced by g. We

make the following assumption on the nonlinearity f as in the framework of [14].

Assumption 3.2.1. We assume that f : L2(Ω)→ L2(Ω) is locally Lipschitz and f(0) = 0.

Moreover, for every ε > 0 there exists a neighbourhood U = U(ε) of 0 such that f has

a Lipschitz constant ε in U .

The above assumption is satisfied for g satisfying conditions in Assumption 2.4.2

(with the time variable disregarded) and g(x, 0) = 0 for almost all x ∈ RN . Note also

that Assumption 3.2.1 means f(u) is a higher order term. We could think of (3.2) as a

linearised problem near a fixed point.

As discussed in Section 2.4.2, for any given initial condition u0 ∈ L2(Ω) the abstract

equation (3.2) has a unique maximal solution u ∈ C([0, t+(u0)), L2(Ω)). In addition,

the solution u can be represented by the variation of constants formula (2.45). By our

assumption that the substitution operator f belongs to C(L2(Ω), L2(Ω)), the nonlin-

earity f is linearly bounded. Thus, by a direct application of Gronwall’s inequality,

the estimate ‖u(t)‖L2(Ω) ≤ M holds for t ∈ [0, T ] ∩ [0, t+(u0)), where M is a positive

constant depending on T > 0 and ‖u0‖L2(Ω). This implies that [0, T ] ⊂ [0, t+(u0)) (see

[40, Lemma 17.1, Corollary 17.2]). Since the above consideration holds for all T > 0,

we have t+(u0) =∞.
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To study abstract parabolic equations as dynamical systems, we consider a semiflow

Φt : L2(Ω)→ L2(Ω) defined by

Φt(u0) := u(t), (3.3)

for all t ∈ [0, t+(u0)). Sometimes we would like to study the backwards behaviour of

solutions. We call a continuous curve u : [−t, 0] → L2(Ω) for some t > 0 a backwards

solution branch for u0 ∈ L2(Ω) if

Φs(u(−s)) = u0

for all s ∈ [0, t]. We write Φ−s(u0) = u(−s) when we look at a particular backwards

solution branch.

3.2.2 Existence of invariant manifolds for parabolic equations

The purpose of this subsection is to summarise the construction of invariant manifolds

in [14], which applies to our framework. Note that it only requires that −A generates

a C0-semigroup in [14].

Definition 3.2.2. Let V be a subset of U .

1. V is called positively invariant relative to U if for each v ∈ V
⋃

s∈[0,t]

Φs(v) ⊂ U implies
⋃

s∈[0,t]

Φs(v) ⊂ V

for all t > 0.

2. V is called negatively invariant relative to U if for each v ∈ V we have that if a

backwards solution branch for v exists then there exists tv > 0 and a backwards

branch Φ−s(v) for 0 ≤ s < tv with tv maximal such that

⋃

s∈[0,t]

Φ−s(v) ⊂ U implies
⋃

s∈[0,t]

Φ−s(v) ⊂ V

for all 0 ≤ t < tv.

3. V is invariant relative to U if it is positively and negatively invariant relative to

U .

If the condition that orbit lies in U is removed then the set is called positively invariant,

negatively invariant or invariant, respectively.
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Definition 3.2.3. Let U be a neighbourhood of 0. We define

W s = {u ∈ U : Φt(u) ∈ U for all t ≥ 0 and Φt(u)→ 0 exponentially as t→∞}
W u = {u ∈ U : some backwards branch Φt(u) exists for all t < 0 and lies in U,

and Φt(u)→ 0 exponentially as t→ −∞}

These sets W s and W u are invariant relative to U and are called stable and unstable

sets, respectively. It is proved in [14] that they are indeed invariant manifolds. We

sometimes write W s(U) and W u(U) to indicate their dependence on the neighbourhood

U .

Recall from Section 2.4.2 that −A is a generator of an analytic C0-semigroup

S(t), t ≥ 0 on L2(Ω). We denote the spectrum of −A by σ(−A) and decompose it

as

σ(−A) = σs ∪ σc ∪ σu

where
σs = {λ ∈ σ(−A) : Re(λ) < 0}
σc = {λ ∈ σ(−A) : Re(λ) = 0}
σu = {λ ∈ σ(−A) : Re(λ) > 0}.

(3.4)

Since Ω is bounded, Rellich’s theorem implies that the embedding H1
0 (Ω) ↪→ L2(Ω) is

compact. Hence the resolvent (λ + A)−1 : L2(Ω) → L2(Ω) is also compact when it is

defined. This implies that σ(−A) consists of eigenvalues with finite multiplicities (see

[57]). It is easily seen from [41, Theorem 3, XVII §6] that σc and σu are finite sets.

Let Γc and Γu be rectifiable closed curves separating σc and σs respectively from the

remaining spectrum. There are invariant subspaces of L2(Ω) associated to σs, σc and

σu via the spectral projections (see [57])

P c =
1

2πi

∫

Γc
(λ+A)−1dλ

P u =
1

2πi

∫

Γu
(λ+A)−1dλ.

Indeed, we decompose L2(Ω) = Xs ⊕ Xc ⊕ Xu where Xs = (1 − P c − P u)L2(Ω),

Xc = P cL2(Ω) and Xu = P uL2(Ω). Note that dim(Xc) and dim(Xu) are finite. We set

Xcs = Xc⊕Xs and Xcu = Xc⊕Xu. For ∗ = s, c, u, cs, cu, we have that −A∗ = −A|X∗
is a generator of S∗(t) = S(t)|X∗ . Since S(t) is an analytic semigroup, there exist M > 0

and σ > 0 such that

‖Ss(t)‖ ≤Me−σt,
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for all t > 0.

To obtain the existence of local stable and unstable invariant manifolds, we decom-

pose L2(Ω) = X− ⊕X+ with dimX+ <∞ in two different ways; either X− = Xs and

X+ = Xcu or X− = Xcs and X+ = Xu. We denote a natural projection (via spectral

projection) onto X+ by P+, a natural projection on X− by P− := 1 − P+ and write

−A± = −A|X± . In both cases, we have that −A− generates a C0-semigroup S−(t) on

X− satisfying

‖S−(t)‖ ≤M1e
αt, (3.5)

for all t ≥ 0 where M1 > 0 and α ∈ R. Similarly, −A+ generates a C0-group S+(t) on

X+ satisfying

‖S+(t)‖ ≤M2e
βt, (3.6)

for all t ≤ 0 where M2 > 0 and β > α. The parameters α and β can be chosen as

follows (see proof of Theorem 1.1 case (D) and proof of Theorem 1.2 case (D) in [14]).

• If X− = Xs and X+ = Xcu, we take α = −σ and fix β such that −σ < β < 0.

• If X− = Xcs and X+ = Xu, we take β > 0 such that β < min{Re(λ) : λ ∈ σu}
and fix α such that 0 < α < β.

The main techniques in Bates and Jones [14] are a renorming of X− and X+ and a

modification of nonlinearity f . Since we decompose L2(Ω) = X− ⊕X+, norms on X−

and X+ are originally inherited from L2(Ω). Indeed, if u = v⊕w ∈ L2(Ω) where v ∈ X−

and w ∈ X+, then

1

‖P−‖+ ‖P+‖(‖v‖L2(Ω) + ‖w‖L2(Ω)) ≤ ‖u‖L2(Ω) ≤ (‖v‖L2(Ω) + ‖w‖L2(Ω)). (3.7)

However, we can renorm X− and X+ by

‖v‖X− := sup
t≥0

e−αt‖S−(t)v‖L2(Ω), (3.8)

for v ∈ X− and similarly

‖w‖X+ := sup
t≤0

e−βt‖S+(t)w‖L2(Ω), (3.9)

for w ∈ X+. These norms are equivalent on X− and X+, respectively. It is easy to see

that (see also [14, Lemma 2.1] )

‖v‖L2(Ω) ≤ ‖v‖X− ≤M1‖v‖L2(Ω), (3.10)
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for all v ∈ X− and

‖w‖L2(Ω) ≤ ‖w‖X+ ≤M2‖w‖L2(Ω), (3.11)

for all w ∈ X+. The modification of nonlinearity f is done by cutting off arguments so

that we obtain a globally Lipschitz function f̃ . Let η > 0 be arbitrary. By Assumption

3.2.1, we can choose δ > 0 such that f has a Lipschitz constant less than η/12 in

BL2(Ω)(0, 2δ). Let Ψ : L2(Ω)→ R be a function defined by

Ψ(u) =





1 if ‖u‖L2(Ω) ≤ δ

2−
‖u‖L2(Ω)

δ
if δ ≤ ‖u‖L2(Ω) ≤ 2δ

0 if ‖u‖L2(Ω) ≥ 2δ.

By setting f̃(u) := Ψ(u)f(u) for all u ∈ L2(Ω), we have that f̃ is globally Lipschitz

continuous with constant ε < η/4. This Lipschitz constant ε can be chosen as small as

we require by shrinking δ.

With this modified system u̇(t) + Au(t) = f̃(u(t)), the solution to an initial value

parabolic equation u(t) also exists for t ≥ 0, that is the maximal existence time t+(u0) =

∞ for all u0 ∈ L2(Ω). Moreover, the modified system agrees with the original system

(3.2) inside BL2(Ω)(0, δ). Hence, the modification gives us a local beheviour of the

original system. Although our assumptions imply that the original system has a global

solution for any initial data u0, we modify the nonlinear term f in order to gain some

useful estimates of the projections of semiflows in various directions (subspaces).

In [14], invariant manifolds for the modified system are constructed as follows. We

choose the Lipschitz constant ε of f̃ so that ε < (β − α)/4 and there exists γ such that

− β + 2ε < γ < −α− 2ε. (3.12)

By abuse of notations, we denote again by Φt(u0) the solution u(t) of the modified

system with the initial condition u0. Let

W− = {u ∈ L2(Ω) : eγtΦt(u)→ 0 as t→∞}
W+ = {u ∈ L2(Ω) : a backward branch Φt(u) exists for all t ≤ 0

and eγtΦt(u)→ 0 as t→ −∞}.

The main idea to show that W− and W+ are invariant manifolds is that certain cones

and moving cones are positively invariant, which can be determined by the difference

in the growth rates on X− and X+. For λ > 0, we define a cone

Kλ = {(v, w) ∈ X− ×X+ : λ‖v‖X− ≤ ‖w‖X+}. (3.13)
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It is shown in [14, Lemma 2.4] that Kλ is positively invariant if λ ∈ [µ, ν] where µ and

ν are positive parameters with µ < 1 < ν satisfying

ε < (β − α)/(2 + ν + µ−1). (3.14)

Indeed, µ and ν can be further restricted so that

ε(1 + µ−1)− β < γ < −ε(1 + ν)− α. (3.15)

The next two theorems give the existence of global stable and global unstable invariant

manifolds for the modified system.

Theorem 3.2.4 ([14, Theorem 2.1]). There exists a Lipschitz function h− : X− → X+

such that W− = graph(h−) and h−(0) = 0.

Sketch of the proof. Fix v0 ∈ X− and let

B = {w0 ∈ X+ : ‖w0‖X+ ≤ µ‖v0‖X−}.

We write Φt(u0) = u(t) as u(t) = v(t)⊕ w(t) where v(t) ∈ X− and w(t) ∈ X+. Define

Gt = {w0 ∈ B : ‖w(t)‖X+ ≤ µ‖v(t)‖X−}.

It can be shown that G∞ :=
⋂
t≥0Gt contains exactly one element. A function h−

defined by h−(v0) = G∞ for v0 ∈ X− is a Lipschitz function with h−(0) = 0 and

graph(h−) = W−.

Theorem 3.2.5 ([14, Theorem 2.2]). There exists a Lipschitz function h+ : X+ → X−

such that W+ = graph(h+) and h+(0) = 0.

Sketch of the proof. The proof is based on a standard contraction mapping argument.

Let

Y = {h ∈ C(X+, X−) : h(0) = 0 and h is ν−1-Lipschitz }.

Then Y is a complete metric space with the norm

‖h‖Lip = sup
w 6=0

‖h(w)‖X−
‖w‖X+

. (3.16)

For an arbitrary h ∈ Y , it can be shown that P+Φt(graph(h)) = X+ and that

Φt(graph(h)) is the graph of a ν−1-Lipschitz function for all t ≥ 0. Hence, the map

Tt : Y → Y for t ≥ 0 given by

Tt(h) = h̃
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where h̃ ∈ Y with graph(h̃) = Φt(graph(h)) is well-defined. Furthermore, Tt is a

contraction on Y for t sufficiently large. Indeed,

‖Tt(h2)− Tt(h1)‖Lip ≤ ν(ν − µ)−1 exp ((α− β + ε(2 + µ+ ν−1))t)‖h2 − h1‖Lip.

Hence, there exists a unique fixed point ht ∈ Y for t sufficiently large. We can show

that ht is a fixed point of Tτ for all τ ≥ 0 and h+ := ht is the required Lipschitz function

with graph(h+) = W+ and h+(0) = 0.

Remark 3.2.6. Let Y0 = {h ∈ Y : h is differentiable at 0 and Dh(0) = 0}. Then Y0 is

closed in Y . As Df̃(0) = 0 (in fact Df(0) = 0 from Assumption 3.2.1), it can be shown

that Tt : Y0 → Y0 for all t > 0. Hence, the fixed point h+ in Theorem 3.2.5 lies on Y0

(see the proposition after the proof of Theorem 2.2 in [14]).

The next two theorems give the existence of the local stable and the local unstable

invariant manifolds for (3.2).

Theorem 3.2.7 ([14, Theorem 1.1(i)]). Under the assumptions given above, there exists

an open neighbourhood U of 0 in L2(Ω) such that W s is a Lipschitz manifold which is

tangent to Xs at 0, that is, there exists a Lipschitz function hs : P s(U) → Xcu such

that graph(hs) = W s, hs(0) = 0 and hs is differentiable at 0 with Dhs(0) = 0.

Sketch of the proof. Set X− = Xs and X+ = Xcu. We take α = −σ and fix β such that

−σ < β < 0. Renorm X− and X+ by (3.8) and (3.9), respectively. By Assumption

3.2.1, there exists δ > 0 such that the modification f̃ has a Lipschitz constant ε <

(β − α)/4 and the modified system agrees with the original system on BL2(Ω)(0, δ). By

applying Theorem 3.2.4, we can find a product neighbourhood U ⊂ BL2(Ω)(0, δ) and

prove that W s = W− ∩ U is a local stable invariant manifold. It can be shown that

any local stable manifold constructed using another renorming and modification agrees

on a neighbourhood on which the manifolds are both defined. The tangency condition

Dhs(0) = 0 follows by making µ→ 0 (by letting ε→ 0 and possibly shrinking U).

Theorem 3.2.8 ([14, Theorem 1.2(i)]). Under the assumptions given above, there exists

an open neighbourhood U of 0 in L2(Ω) such that W u is a Lipschitz manifold which is

tangent to Xu at 0, that is, there exists a Lipschitz function hu : P u(U) → Xcs such

that graph(hu) = W u, hu(0) = 0 and hu is differentiable at 0 with Dhu(0) = 0.

Sketch of the proof. Set X− = Xcs and X+ = Xu. We take β > 0 such that β <

min{Re(λ) : λ ∈ σu} and fix α such that 0 < α < β. Renorm X− and X+ and modify
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the nonlinearity f as in the proof of Theorem 3.2.7. Applying Theorem 3.2.5, we can

find a product neighbourhood U ⊂ BL2(Ω)(0, δ) and prove that W u = W+ ∩ U is a

local unstable invariant manifold. It can be shown that any local unstable manifold

constructed using another renorming and modification agrees on a neighbourhood on

which the manifolds are both defined. The tangency condition Dhs(0) = 0 follows from

Remark 3.2.6.

The product neigbourhood U in Theorem 3.2.7 and Theorem 3.2.8 can be chosen to

be U = V1× V2 where V1 ⊂ X− is a ball of radius δ1 and V2 ⊂ X+ is a ball of radius δ2

such that δ1 < δ2 for the local stable manifold and δ1 > δ2 for the local unstable mani-

fold. In fact, with these choices of product neighbourhoods, W s is positively invariant

and W u is negatively invariant ( see property (P4) in [14]).

3.3 Domain perturbation for invariant manifolds

In this section, we introduce domain perturbation for invariant manifolds. We state the

main result on convergence of the local stable and the local unstable invariant manifolds

under changes of the domain.

Let Ωn and Ω be bounded open sets in RN satisfying Assumption 1.4.1. We consider

the perturbation of (3.1) given by




∂u

∂t
+Anu = gn(x, u) in Ωn × (0,∞)

u = 0 on ∂Ωn × (0,∞)

u(·, 0) = u0,n in Ωn,

(3.17)

where gn ∈ C(RN × R) and An is the operator defined by (2.40). As in Section 2.4.2,

we can consider the corresponding abstract equation of (3.17) given by



u̇(t) +Anu(t) = fn(u(t)) t ∈ (0,∞)

u(0) = u0,n

(3.18)

in L2(Ωn), where fn(u)(x) := gn(x, u(x)) is the substitution operator induced by gn.

As previously seen, −An is a generator of a strongly continuous analytic semigroup

Sn(t), t ≥ 0 on L2(Ωn). When well-posed, the mild solution un of (3.18) can be rep-

resented by the variation of constants formula (2.46). We denote the local semiflow

induced by parabolic equation (3.18) by Φt,n : L2(Ωn)→ L2(Ωn) where

Φt,n(u0,n) := un(t), (3.19)
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for t ∈ (0, t+(u0,n)).

As discussed in Section 3.1, one of the main subjects in invariant manifold theory

is to study the persistence of invariant manifolds under perturbation. The focus of

this work is to study the dependence of invariant manifolds on domain variation. We

could think of Φt,n as a perturbation of Φt. However, the sequence of semiflows Φt,n

is defined on different spaces for each n ∈ N, namely L2(Ωn). As usual, we make use

of the inclusion operators in and i (defined by (1.27) and (1.28), respectively) and the

restriction operators rn and r (defined by (1.29) and (1.30), respectively) when dealing

with domain perturbation.

By the above inclusion operators, we consider the stable and unstable invariant

manifolds as subsets of L2(D). The main difficulty to establish convergence of invariant

manifolds under domain perturbation in this framework is that invariant manifolds are

constructed using a special renorming of X− and X+ (see (3.8) and (3.9)). Although we

have seen in Theorem 2.4.8 that under suitable assumptions on domains the degenerate

semigroup inSn(t)rn converges to iS(t)r in the strong operator topology uniformly with

respect to t in compact subsets of (0,∞), we cannot expect convergence of the projection

of solutions P−n un and P+
n un with respect to a sequence of the norms ‖·‖X−n and ‖·‖X+

n
,

respectively. This is because norms on X−n and X+
n (see (3.8) and (3.9)) involve taking

the supremum of e−αt‖S−n (t)v‖L2(Ωn) on [0,∞) and of e−βt‖S+
n (t)v‖L2(Ωn) on (−∞, 0],

respectively.

We next state our assumptions for the perturbed equations.

Assumption 3.3.1. We assume the following assumptions.

(i) The coefficients of the operator An
converge to the corresponding coefficients of A as n→∞ (see Assumption 2.4.5).

(ii) The stationary point 0 ∈ L2(Ω) of (3.2) is hyperbolic, that is σc = ∅.

Assumption 3.3.2. We impose the following conditions on the nonlinearity.

(i) fn : L2(Ωn) → L2(Ωn) is locally Lipschitz and fn(0) = 0. In addition, for every

ε > 0 there exists a neighbourhood Un = Un(ε) of 0 such that fn has a Lipschitz

constant ε in Un. Moreover, Un can be chosen uniformly with respect to n ∈ N
in the sense that we can take Un to be a ball centered at 0 in L2(Ωn) of the same

radius for all n ∈ N.

(ii) infnrn(u)→ ifr(u) in L2(D) pointwise for u ∈ L2(D).
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Note that if gn and g satisfy conditions in Assumption 2.4.2 (with the time variable

disregarded) and gn(x, 0) = 0 for almost all x ∈ RN , then the substitution operators fn

and f satisfy the above assumption.

Our main result can be stated as follows.

Theorem 3.3.3 (Continuity of local unstable manifolds). Suppose that Assumption

3.3.1 and Assumption 3.3.2 are satisfied. If H1
0 (Ωn) converges to H1

0 (Ω) in the sense of

Mosco, then there exists a local unstable invariant manifold W u
n for parabolic equation

(3.18) for each n ∈ N. Moreover, there exists δ > 0 such that if we denote by Bn =

BL2(Ωn)(0, δ) and B = BL2(Ω)(0, δ), then we have

(i) Upper semicontinuity:

sup
v∈Wu

n∩Bn
inf

u∈Wu∩B
‖in(v)− i(u)‖L2(D) → 0

as n→∞.

(ii) Lower semicontinuity:

sup
u∈Wu∩B

inf
v∈Wu

n∩Bn
‖in(v)− i(u)‖L2(D) → 0

as n→∞.

A similar result can be stated for local stable invariant manifolds with an additional

assumption of the convergence in measure of the domains.

Theorem 3.3.4 (Continuity of local stable manifolds). Suppose that Assumption 3.3.1

and Assumption 3.3.2 are satisfied. If H1
0 (Ωn) converges to H1

0 (Ω) in the sense of

Mosco, then there exists a local stable invariant manifold W s
n for parabolic equation

(3.18) for each n ∈ N.

In addition, assume that the Lebesgue measure |Ωn| → |Ω| as n → ∞. Then there

exists δ > 0 such that if we denote by Bn = BL2(Ωn)(0, δ) and B = BL2(Ω)(0, δ), then

we have

(i) Upper semicontinuity:

sup
v∈W s

n∩Bn
inf

u∈W s∩B
‖in(v)− i(u)‖L2(D) → 0

as n→∞.
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(ii) Lower semicontinuity:

sup
u∈W s∩B

inf
v∈W s

n∩Bn
‖in(v)− i(u)‖L2(D) → 0

as n→∞.

In the remainder, we show the existence of local stable and local unstable invariant

manifolds for the perturbed problem (3.18) in Theorem 3.3.3 and Theorem 3.3.4. The

assertion on upper and lower semicontinuity will be proved in Section 3.5 for unstable

invariant manifolds and in Section 3.6 for stable invariant manifolds.

By our assumptions in Theorem 3.3.3 or Theorem 3.3.4, we have from Theorem 2.4.9

that for every u0,n ∈ L2(Ωn) and u0 ∈ L2(Ω) with rinu0,n ⇀ u0 in L2(Ω) weakly, the

perturbed equation (3.18) has a unique maximal solution un ∈ C([0, t+n (u0,n)), L
2(Ωn))

and inun(t)→ iu(t) in L2(D) uniformly with respect to t ∈ (0, t0] for all t0 ∈ (0, t+(u0)).

In terms of semiflows, the above can be stated as

inΦt,n(u0,n)→ iΦt(u0) (3.20)

in L2(D) as n → ∞ uniformly with respect to t ∈ (0, t0] for all t0 ∈ (0, t+(u0)). In

addition, if the initial condition inu0,n converges strongly to iu0 in L2(D), then (3.20)

holds uniformly with respect to t ∈ [0, t0] for all t0 ∈ (0, t+(u0)). Recall also that our

assumptions imply convergence of pseudo resolvents in the operator norm (Theorem

2.4.11) and convergence of spectral projections (Corollary 2.4.12).

We decompose σ(−An) = σsn∪σcn∪σun where σsn, σ
c
n and σun are sets defined similarly

to (3.4). By hyperbolicity assumption that σc = ∅ (Assumption 3.3.1 (ii)) and Corollary

2.4.12, we have that Γc and Γu separate σcn and σun respectively from the remaining of

spectrum for n sufficiently large. In fact, the convergence of spectrum in Corollary

2.4.12 implies that σcn = ∅ for all n sufficiently large. Hence, the fixed point 0 ∈ L2(Ωn)

of (3.18) is hyperbolic for all n sufficiently large. We define

P cn =
1

2πi

∫

Γc
(λ+An)−1dλ = 0

P un =
1

2πi

∫

Γu
(λ+An)−1dλ

P sn = 1− P cn − P un .

Then

inP
c
nrn → iP cr and inP

u
n rn → iP ur (3.21)
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in L (L2(D)) as n→∞. Denote by Xs
n, X

c
n and Xu

n the images of 1−P cn −P un , P cn and

P un , respectively. For n sufficiently large, we can decompose

L2(Ωn) = Xs
n ⊕Xc

n ⊕Xu
n . (3.22)

Indeed, from the above consideration we have that Xc
n = {0} and Xu

n is a finite dimen-

sional subspace with dim(Xu
n) = dim(Xu) for all n sufficiently large.

To construct invariant manifolds for the modified system, we decompose L2(Ωn) as

X−n ⊕X+
n in two different ways as in Section 3.2.2. In particular, dim(X+

n ) = dim(X+) <

∞ for n sufficiently large and

inP
+
n rn → iP+r (3.23)

in L (L2(D)). Moreover, if u = v ⊕ w ∈ L2(Ωn) where v ∈ X−n and w ∈ X+
n then

1

‖P−n ‖+ ‖P+
n ‖

(‖v‖L2(Ωn) + ‖w‖L2(Ωn)) ≤ ‖u‖L2(Ωn) ≤ (‖v‖L2(Ωn) + ‖w‖L2(Ωn)). (3.24)

By Assumption 3.3.1 (i), we can choose the parameters α and β for the restriction of

semigroup Sn(t) to X−n and X+
n uniformly with respect to n ∈ N so that S−n (t) and

S+
n (t) satisfy similar conditions as (3.5) and (3.6), respectively. We see that

‖v‖X−n := sup
t≥0

e−αt‖S−n (t)v‖L2(Ωn), (3.25)

for v ∈ X−n and

‖w‖X+
n

:= sup
t≤0

e−βt‖S+
n (t)w‖L2(Ωn), (3.26)

for w ∈ X+
n give equivalent norms on X−n and X+

n , respectively. Indeed, we have

‖v‖L2(Ωn) ≤ ‖v‖X−n ≤M1‖v‖L2(Ωn) (3.27)

for all v ∈ X−n and

‖w‖L2(Ωn) ≤ ‖w‖X+
n
≤M2‖w‖L2(Ωn) (3.28)

for all w ∈ X+
n where M1 and M2 can be chosen uniformly with respect to n ∈ N.

By Assumption 3.3.2 (i), there exists δ > 0 independent of n such that the mod-

ification f̃n of fn has a Lipschitz constant ε < (β − α)/4 and the modified system

agrees with the original system on Bn := rn(B) where B := BL2(D)(0, δ) for all n ∈ N.

Therefore, we can construct the stable and unstable invariant manifold for the modified

system by using uniform parameters γ, µ and ν for all n ∈ N. By Theorem 3.2.7, there

exists a product neighbourhood Un ⊂ Bn such that a local stable invariant manifold
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is W s
n(Un) = graph(h−n ) ∩ Un. Since the parameters α and β are chosen uniformly for

the renorming of X−n and X+
n respectively, we can choose Un ⊂ Bn to be a product

neighbourhood V1,n × V2,n where V1,n ⊂ X−n is a ball of radius δ1 and V2,n ⊂ X+
n is a

ball of radius δ2 with δ1 < δ2 for all n ∈ N. Without loss of generality we may choose δ

smaller so that the modified system agrees with the original system on Bn for all n ∈ N.

Similarly, by Theorem 3.2.8, there exists a product neighbourhood Ũn ⊂ Bn such that

a local unstable invariant manifold is W u
n (Ũn) = graph(h+

n )∩ Ũn. Since the parameters

α and β are chosen uniformly for the renorming of X−n and X+
n respectively, we can

choose Ũn ⊂ Bn to be a product neighbourhood Ṽ1,n× Ṽ2,n where Ṽ1,n ⊂ X−n is a ball of

radius δ̃1 and Ṽ2,n ⊂ X+
n is a ball of radius δ̃2 with δ̃1 > δ̃2 for all n ∈ N. Again we may

choose δ smaller so that the modified system agrees with the original system on Bn for

all n ∈ N. Therefore, we have established the existence of local unstable manifolds and

local stable manifolds for the perturbed problem (3.18).

We can assume that the choice of neighbourhoods considered above applies to the

limit problem (3.2) (by possibly shrinking δ). Therefore, to prove Theorem 3.3.3 and

Theorem 3.3.4, it remains to verify the continuity under domain perturbation (upper

and lower semicontinuity) of local stable and local unstable invariant manifolds inside

some ball Bn = BL2(Ωn)(0, δ̂) contained in V1,n × V2,n or Ṽ1,n × Ṽ2,n.

3.4 Some technical results towards the proof of semicon-

tinuity

In this section, we give some technical results required to prove upper and lower semicon-

tinuity in Theorem 3.3.3 and Theorem 3.3.4. In particular, we prove some convergence

result for a bounded sequence (wn)n∈N with wn ∈ X+
n for each n ∈ N. Moreover, we

give a characterization of upper and lower semicontinuity.

3.4.1 Convergence of sequence in finite dimensional subspaces

We first give a direct consequence of convergence of spectral projections in (3.21).

Lemma 3.4.1. Let (φn)n∈N be a sequence with φn ∈ L2(Ωn) for each n ∈ N and

φ ∈ L2(Ω). We decompose φn := φsn ⊕ φcn ⊕ φun corresponding to the decomposition

(3.22). Similarly, we decompose φ := φs ⊕ φc ⊕ φu.

(i) If inφn → iφ in L2(D) strongly, then inφ
∗
n → iφ∗ in L2(D) strongly for ∗ = s, c, u.



CHAPTER 3. PERTURBATION OF INVARIANT MANIFOLDS 92

(ii) If inφn ⇀ iφ in L2(D) weakly, then inφ
∗
n ⇀ iφ∗ in L2(D) weakly for ∗ = s, c, u.

(iii) If rinφn → φ in L2(Ω) strongly and ‖inφn‖L2(D) is uniformly bounded, then

rinφ
∗
n → φ∗ in L2(Ω) strongly for ∗ = s, c, u.

(iv) If rinφn ⇀ φ in L2(Ω) weakly and ‖inφn‖L2(D) is uniformly bounded, then

rinφ
∗
n ⇀ φ∗ in L2(Ω) weakly for ∗ = s, c, u.

Proof. Suppose that inφn → iφ in L2(D) strongly. By (3.21), we have

‖inφ∗n − iφ∗‖L2(D) ≤ ‖inP ∗nrninφn − iP ∗rinφn‖L2(D)

+ ‖iP ∗rinφn − iP ∗riφ‖L2(D)

≤ ‖inP ∗nrn − iP ∗r‖‖inφn‖L2(D)

+ ‖iP ∗r‖‖inφn − iφ‖L2(D)

→ 0

as n→∞ for ∗ = c, u. Since φsn = (1−P cn−P un )φn and φs = (1−P c−P u)φ, we obtain

the convergence inφ
s
n → iφs. This proves assertion (i). The statement (iii) follows from

a similar argument above.

Suppose now that inφn ⇀ iφ in L2(D) weakly. By (3.21) and the weak convergence

of inφn, we have for χ ∈ L2(D) and ∗ = c, u
∣∣∣(inφ∗n)− iφ∗)|χ)L2(D)

∣∣∣ =
∣∣∣(inP ∗nφn − iP ∗φ|χ)L2(D)

∣∣∣

≤
∣∣∣(inP ∗nφn − iP ∗rinφn|χ)L2(D)

∣∣∣

+
∣∣∣(iP ∗rinφn − iP ∗φ|χ)L2(D)

∣∣∣

≤ ‖inP ∗nrn − iP ∗r‖‖inφn‖L2(D)‖χ‖L2(D)

+
∣∣∣
(
inφn − iφ|(iP ∗r)′χ

)
L2(D)

∣∣∣

→ 0

as n → ∞ where (iP ∗r)′ denotes the adjoint operator of iP ∗r. This implies in(φ∗n) ⇀

i(φ∗) in L2(D) weakly for ∗ = c, u. Since φsn = (1−P cn−P un )φn and φs = (1−P c−P u)φ,

we obtain the weak convergence in(φsn) ⇀ i(φs) in L2(D). This proves assertion (ii).

The statement (iv) can be proved in a similar fashion.

Note that if inφn is uniformly bounded in L2(D), then there exists a weak convergent

subsequence in L2(D). In general, we do not know whether the weak limit is zero almost

everywhere on D\Ω, that is of the form iφ for some φ ∈ L2(Ω). This is the reason we

include both assertions (ii) and (iv) in Lemma 3.4.1 above.
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Remark 3.4.2. The convergence of in(φsn) → i(φs) in Lemma 3.4.1 (i) is different to

convergence of the projections in(1−P cn−P un )rn → i(1−P c−P u)r in L (L2(D)). For

example, consider a square domain Ω in R2 perturbed by attaching “fingers” to one

of the sides as previously seen in Figure 1.2. If we increase the number of fingers so

that the measure remains the same (by letting their width go to zero). Then |Ωn\Ω|
is a positive constant for all n ∈ N. Recall that H1

0 (Ωn) converges to H1
0 (Ω) in the

sense of Mosco. Let f ∈ L2(D) be the constant function 1. By (3.21), we have that

inP
c
nrn(f)→ iP cr(f) and inP

u
n rn(f)→ iP ur(f) in L2(D). If in(1− P cn − P un )rn(f)→

i(1−P c−P u)r(f) in L2(D), then inrn(f)→ ir(f) in L2(D). This cannot be true because

‖inrn(f)− ir(f)‖L2(D) = |Ωn\Ω| > 0 for all n ∈ N. Hence, in(1− P cn − P un )rn does not

converge to i(1 − P c − P u)r in L (L2(D)). Note that if we impose the assumption

that Lebesgue measure of the domain converges, that is |Ωn| → |Ω| as n→∞, then we

obtain convergence of the projections in(1−P cn−P un )rn → i(1−P c−P u)r in L (L2(D)).

In the next few results, we consider an arbitrary finite dimensional subspace of

L2(Ωn).

Lemma 3.4.3. Let m be a positive integer. Suppose Vn is an m-dimensional subspace

of L2(Ωn) with a basis {f1,n, f2,n, . . . fm,n} for each n ∈ N, and V is an m-dimensional

subspace of L2(Ω) with a basis {f1, f2, . . . fm}. If in(fj,n) → i(fj) in L2(D) as n → ∞
for all j = 1, . . . ,m, then there exists ĉ > 0 such that

cn := inf
{∥∥∥

m∑

j=1

ξjfj,n

∥∥∥
L2(Ωn)

: ξ = (ξ1, . . . , ξm) ∈ Rm, |ξ| = 1
}
≥ ĉ,

for all n ∈ N.

Proof. Let ξ = (ξ1, . . . , ξm) ∈ Rm with |ξ| = 1. By convergence of the bases, we get

∥∥∥
m∑

j=1

ξjin(fj,n)−
m∑

j=1

ξji(fj)
∥∥∥
L2(D)

≤
m∑

j=1

|ξj |‖in(fj,n)− i(fj)‖L2(D)

≤
m∑

j=1

‖in(fj,n)− i(fj)‖L2(D)

→ 0

as n → ∞. Notice that the above convergence does not depend on ξ. This means

‖∑m
j=1 ξjfj,n‖L2(Ωn) → ‖

∑m
j=1 ξjfj‖L2(Ω) uniformly with respect to ξ ∈ Rm with |ξ| = 1.

Let

c := inf
{∥∥∥

m∑

j=1

ξjfj

∥∥∥
L2(Ω)

: ξ = (ξ1, . . . , ξm) ∈ Rm, |ξ| = 1
}
.
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In particular, choosing ζ > 0 such that c− ζ > 0, there exists N0 ∈ N (independent of

ξ ∈ Rm with |ξ| = 1) such that

∥∥∥
m∑

j=1

ξjfj,n

∥∥∥
L2(Ωn)

≥
∥∥∥

m∑

j=1

ξjfj

∥∥∥
L2(Ω)

− ζ,

for all n > N0 and for all ξ ∈ Rm with |ξ| = 1. Since ‖∑m
j=1 ξjfj‖L2(Ω) ≥ c, it follows

that ∥∥∥
m∑

j=1

ξjfj,n

∥∥∥
L2(Ωn)

≥ c− ζ, (3.29)

for all n > N0 and for all ξ ∈ Rm with |ξ| = 1. Taking the infimum over ξ ∈ Rm with

|ξ| = 1, we obtian

cn ≥ c− ζ > 0,

for all n ≥ N0. Finally, taking ĉ := min{c1, . . . cN0 , c− ζ}, the lemma follows.

An immediate application of Lemma 3.4.3 is the following result.

Corollary 3.4.4. Assume that Vn and V are as in Lemma 3.4.3 and that the conver-

gence of bases in(fj,n)→ i(fj) in L2(D) as n→∞ holds for all j = 1, . . . ,m. Let un be

a sequence such that un ∈ Vn for each n ∈ N. If ‖un‖L2(Ωn) is uniformly bounded then

there exists a subsequence unk such that ink(unk)→ i(u) in L2(D) with a limit u ∈ V .

Proof. For each n ∈ N, we write un =
∑m

j=1 ξj,nfj,n. By a standard argument in the

proof of equivalence of norms for finite dimensional spaces,

m∑

j=1

|ξj,n| ≤
m

cn
‖un‖L2(Ωn),

for all n ∈ N, where cn is given in Lemma 3.4.3. It follows from the uniform boundedness

of ‖un‖L2(Ωn) and Lemma 3.4.3 that
∑m

j=1 |ξj,n| is uniform bounded. We can extract a

subsequence ξj,nk such that ξj,nk → ξj for all j = 1, . . . ,m. Hence,

ink(unk)→ i(u) := i
( m∑

j=1

ξjfj

)

in L2(D).

Recall that we have dim(X+
n ) = dim(X+) < ∞ for sufficiently large n. We set

d := dim(X+) and fix a certain basis {f1, f2, . . . , fd} of X+. Define

fj,n := P+
n rni(fj), (3.30)

for j = 1, . . . , d. Then we obtain a basis of X+
n as shown below.
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Theorem 3.4.5. There exists N0 ∈ N such that {f1,n, f2,n, . . . , fd,n} where fj,n defined

by (3.30) is a basis of X+
n for each n > N0. Moreover, in(fj,n) → i(fj) in L2(D) as

n→∞ holds for all j = 1, . . . , d.

Proof. The convergence in(fj,n) → i(fj) is clear from the definition of fj,n and (3.23).

Since X+
n is d-dimensional subspace for all n sufficiently large, it suffices to show that

there exists N0 ∈ N such that f1,n, f2,n, . . . , fd,n are linearly independent for each n >

N0. We prove this by using mathematical induction on m for m = 1, . . . , d in the

following statement: there exists Nm ∈ N such that f1,n, f2,n, . . . , fm,n are linearly

independent for each n > Nm.

The statement is trivial for m = 1. For the induction step, suppose that the

statement is true for 1, . . . ,m with m < d, but there is no Nm+1 ∈ N such that

f1,n, f2,n, . . . , fm+1,n are linearly independent for each n > Nm+1. This implies that

for each n ∈ N, there exists l ∈ N with l > n such that f1,l, f2,l, . . . , fm+1,l are linearly

dependent. Thus, we can find a subsequence nk (choosing nk > Nm for all k ∈ N)

such that f1,nk , f2,nk , . . . , fm+1,nk are linearly dependent. Since f1,nk , f2,nk , . . . , fm,nk

are linearly independent, we can write

fm+1,nk =
m∑

j=1

ξj,nkfj,nk ,

for all k ∈ N. Since ink(fm+1,nk) → i(fm+1) in L2(D) as k → ∞, it follows that

‖fm+1,nk‖L2(Ωnk ) is uniformly bounded. Corollary 3.4.4 implies that there exists a sub-

sequence denoted again by fm+1,nk such that ink(fm+1,nk)→ i(f) in L2(D) as k →∞,

where the limit f belongs to the m-dimensional subspace spanned by f1, f2, . . . , fm. By

the uniqueness of a limit, we conclude that fm+1 = f . This is a contradiction to the

assumption that {f1, f2, . . . , fd} is a basis of X+. Hence, the induction statement is

true for m+ 1 and the theorem is proved.

As a consequence, we obtain the following convergence of a bounded sequence with

each term belongs to a sequence of the spaces X+
n .

Corollary 3.4.6. Let (wn)n∈N be a sequence with wn ∈ X+
n for each n ∈ N. If

‖wn‖L2(Ωn) (or ‖wn‖X+
n

) is uniformly bounded, then there exists a subsequence wnk

such that

ink(wnk)→ i(w)

in L2(D) with the limit w ∈ X+.
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Proof. Note that ‖wn‖X+
n
< C for all n ∈ N implies ‖wn‖L2(Ωn) < C for all n ∈ N (see

(3.27)). The result follows immediately from Corollary 3.4.4 and Theorem 3.4.5.

Remark 3.4.7. The above result implies that there exists a subsequence wnk such that

‖wnk‖L2(Ωn) → ‖w‖L2(Ω) but does not implies ‖wnk‖X+
n
→ ‖w‖X+ as degenerate semi-

group only converges uniformly on compact subsets of (0,∞).

We note that the convergence of components in finite dimensional subspaces in

Lemma 3.4.1 (ii) is indeed a strong convergence as stated below.

Lemma 3.4.8. Suppose that the assumptions in Lemma 3.4.1 (ii) are satisfied. If

inφn ⇀ iφ in L2(D) weakly, then inφ
s
n ⇀ iφs in L2(D) weakly and inφ

∗
n → iφ∗ in

L2(D) strongly for ∗ = c, u.

Proof. From Lemma 3.4.1, we have a weak convergence inφ
∗
n ⇀ iφ∗ in L2(D) for ∗ =

s, c, u. Since Xu
n is a finite dimensional subspace, Corollary 3.4.6 implies that for any

subsequence nk we can extract a further convergent subsequence inkφ
u
nk
→ ξu in L2(D)

for some ξu ∈ L2(D). The weak convergence above implies that ξu = iφu and hence

inkφ
u
nk
→ iφu in L2(D) strongly. Since this is true for any subsequence, we conclude

that the whole sequence inφ
u
n converges to iφu in L2(D) strongly. The same argument

shows that in(xcn)→ i(xc) in L2(D).

3.4.2 Characterisation of upper and lower semicontinuity

We give some equivalent statements for upper and lower semicontinuity mentioned in

Theorem 3.3.3 and Theorem 3.3.4. We simplify the notations by considering bounded

subsets An,A of L2(D).

Lemma 3.4.9 (Characterisation of upper semicontinuity). The following statements

are equivalent.

(i) supv∈An infu∈A ‖v − u‖L2(D) → 0 as n→∞.

(ii) For any sequence {vn}n∈N with vn ∈ An, we have infu∈A ‖vn − u‖L2(D) → 0 as

n→∞.

(iii) For any sequence {vn}n∈N with vn ∈ An, if {vnk}k∈N is a subsequence, then there

exist a further subsequence (denoted again by vnk) and a sequence {unk}k∈N with

unk ∈ A such that ‖vnk − unk‖L2(D) → 0 as k →∞.
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Proof. The statement (i) ⇒ (ii) is clear as

inf
u∈A
‖vn − u‖L2(D) ≤ sup

v∈An

inf
u∈A
‖v − u‖L2(D),

for any sequence {vn}n∈N with vn ∈ An.

For (ii) ⇒ (i), we prove by contrapositive. Suppose that (i) fails. Then

lim sup
n→∞

{
sup
v∈An

inf
u∈A
‖v − u‖L2(D)

}
=: a > 0.

Hence, there exists a subsequence nk →∞ such that

sup
v∈Ank

inf
u∈A
‖v − u‖L2(D) → a,

as k →∞. This implies that there exists vnk ∈ Ank such that

inf
u∈A
‖vnk − u‖L2(D) > a/2,

for all k ∈ N. Hence, (ii) fails.

For the statement (ii) ⇔ (iii), notice first that infu∈A ‖vn − u‖L2(D) → 0 as n→∞
if and only if there exists un ∈ A such that ‖vn − un‖L2(D) → 0 as n → ∞. To see

this, we choose un ∈ A such that ‖vn − un‖L2(D) < infu∈A ‖vn − u‖L2(D) + 1/n for

each n ∈ N. Then the forward implication follows. The backward implication is clear

as infu∈A ‖vn − u‖L2(D) < ‖vn − un‖L2(D) for all un ∈ A . The statement (ii) ⇔ (iii)

then simply follows from the above and a standard subsequence characterisation of a

limit.

By a similar argument, we can state the following lemma.

Lemma 3.4.10 (Characterisation of lower semicontinuity). The following statements

are equivalent.

(i) supu∈A infv∈An ‖v − u‖L2(D) → 0 as n→∞.

(ii) For any sequence {un}n∈N with un ∈ A , we have infv∈An ‖v − un‖L2(D) → 0 as

n→∞.

(iii) For any sequence {un}n∈N with un ∈ A , if {unk}k∈N is a subsequence, then there

exist a further subsequence (denoted again by unk) and a sequence {vnk}k∈N with

vnk ∈ Ank such that ‖vnk − unk‖L2(D) → 0 as k →∞.
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3.5 Convergence of unstable invariant manifolds

In this section, we prove upper and lower semicontinuity of local unstable invariant

manifolds. We first show pointwise convergence of global unstable manifolds for the

modified systems in Section 3.5.1. Consequently, we prove Theorem 3.3.3 in Section

3.5.2.

3.5.1 Convergence of global unstable manifolds

Let

Yn = {h ∈ C(X+
n , X

−
n ) : h(0) = 0 and h is ν−1-Lipschitz }.

Then Yn is a complete metric space with the norm

‖h‖Lip = sup
w 6=0

‖h(w)‖X−n
‖w‖X+

n

. (3.31)

We define Tt,n : Yn → Yn for t ≥ 0 by

Tt,n(h) = h̃,

where h̃ ∈ Yn such that graph(h̃) = Φt,n(graph(h)). Fix t > 0 sufficiently large such

that

K := ν(ν − µ)−1 exp((α− β + ε(2 + µ+ ν−1))t) < 1. (3.32)

As in Theorem 3.2.5, Tt,n is a contraction on Yn with a uniform contraction constant K

for all n ∈ N. Moreover, W+
n is a graph of the fixed point h+

n of Tt,n. To prove conver-

gence of global unstable manifolds, we show that the fixed point h+
n of Tt,n converges

to the fixed point h+ of Tt.

Lemma 3.5.1. Suppose that Ωn and Ω satisfy Assumption 1.4.1 and H1
0 (Ωn) converges

to H1
0 (Ω) in the sense of Mosco. Then for every v ∈ X−, there exists vn ∈ X−n such

that in(vn)→ i(v) in L2(D).

Proof. Let v ∈ X− ⊂ L2(Ω). By the density of H1
0 (Ω) in L2(Ω) and Mosco convergence,

it follows from a standard diagonal procedure that there exists ξn ∈ H1
0 (Ωn) such that

in(ξn)→ i(v)

in L2(D) as n → ∞. By Lemma 3.4.1 (i), we get inP
−
n (ξn) → iP−(v) = i(v) in L2(D)

as n→∞. By taking vn := P−n (ξn), the lemma follows.
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Let us define h ∈ Y by

h(w) :=
1

C
h+(w), (3.33)

for all w ∈ X+ where C is a positive constant satisfying

‖P+‖‖1− P+
n ‖M1M2 ≤ C, (3.34)

for all n ∈ N. Note that although in(1 − P+
n )rn does not converge to i(1 − P+)r in

L (L2(D)) with respect to the operator norm, we use ‖1− P+
n ‖ ≤ 1 + ‖P+

n ‖ and (3.23)

to obtain a bound C above. We will use that both ‖P+
n ‖ and ‖P−n ‖ = ‖1 − P+

n ‖ are

bounded without further notice.

In the next lemma, we obtain an approximation of h by functions in Yn.

Lemma 3.5.2. Let h be as in (3.33). There exists a sequence {hn} with hn ∈ Yn for

each n ∈ N such that

(i) inhnP
+
n rn(u)→ ihP+r(u) in L2(D) as n→∞ for all u ∈ L2(D)

(ii) for each m ∈ N, we have inT
m
t,n(hn)P+

n rn(u)→ iTmt (h)P+r(u) in L2(D) as n→∞
for all u ∈ L2(D).

Proof. We construct hn ∈ Yn as follows. Define hn : X+
n → X−n by

hn(w) :=
1

C
(1− P+

n )rnih
+P+rin(w), (3.35)

for w ∈ X+
n . It is clear that hn(0) = 0. Moreover, for w1, w2 ∈ X+

n , it follows from the

Lipschitz continuity of h+ and the choice of C in (3.34) that

‖hn(w1)− hn(w2)‖X−n
≤M1‖hn(w1)− hn(w2)‖L2(Ωn)

= M1

∥∥∥ 1

C
(1− P+

n )rnih
+P+rin(w1)− 1

C
(1− P+

n )rnih
+P+rin(w2)

∥∥∥
L2(Ωn)

≤M1
1

C
‖1− P+

n ‖ ‖rn‖ ‖i‖ ‖h+P+rin(w1)− h+P+rin(w2)‖L2(Ω)

≤M1
1

C
‖1− P+

n ‖ ‖h+P+rin(w1)− h+P+rin(w2)‖X−

≤M1
1

C
ν−1‖1− P+

n ‖ ‖P+rin(w1)− P+rin(w2)‖X+

≤M1
1

C
ν−1M2‖1− P+

n ‖ ‖P+rin(w1)− P+rin(w2)‖L2(Ω)

≤M1
1

C
ν−1M2‖1− P+

n ‖ ‖P+‖ ‖r‖ ‖in‖ ‖w1 − w2‖L2(Ωn)

≤ ν−1‖w1 − w2‖X+
n
.
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Hence, hn is ν−1−Lipschitz and thus hn ∈ Yn. Note that we need to be careful about

the norm used in the above calculation. In particular, we take care of the equivalence

of norms on X− and X+ given in (3.10) and (3.11). This will be applied throughout

this chapter without further comment.

We claim that hn defined above satisfies the properties (i) and (ii). For (i), let

u ∈ L2(D) be arbitrary. By Lemma 3.5.1, there exists (vn)n∈N with vn ∈ X−n such that

in(vn)→ ih+P+r(u) (3.36)

in L2(D) as n→∞. We have from the triangle inequality that

‖inhnP+
n rn(u)− ihP+r(u)‖L2(D)

=
∥∥∥ 1

C
in(1− P+

n )rnih
+P+rinP

+
n rn(u)− 1

C
ih+P+r(u)

∥∥∥
L2(D)

≤ 1

C
‖in(1− P+

n )rnih
+P+rinP

+
n rn(u)− in(1− P+

n )rnih
+P+r(u)‖L2(D)

+
1

C
‖in(1− P+

n )rnih
+P+r(u)− ih+P+r(u)‖L2(D).

(3.37)

Using the equivalence of norms on X− and X+, we can calculate

1

C
‖in(1− P+

n )rnih
+P+rinP

+
n rn(u)− in(1− P+

n )rnih
+P+r(u)‖L2(D)

≤ 1

C
‖in‖ ‖1− P+

n ‖ ‖rn‖ ‖ih+P+rinP
+
n rn(u)− ih+P+r(u)‖L2(D)

≤ 1

C
‖1− P+

n ‖ ‖ih+P+rinP
+
n rn(u)− ih+P+riP+r(u)‖L2(D)

≤ 1

C
‖1− P+

n ‖ ‖h+P+rinP
+
n rn(u)− h+P+riP+r(u)‖X−

≤ 1

C
ν−1‖1− P+

n ‖ ‖P+rinP
+
n rn(u)− P+riP+r(u)‖X+

≤ 1

C
ν−1M2‖1− P+

n ‖ ‖P+rinP
+
n rn(u)− P+riP+r(u)‖L2(Ω)

≤ 1

C
ν−1M2‖1− P+

n ‖ ‖P+r‖ ‖inP+
n rn(u)− iP+r(u)‖L2(D)

→ 0

(3.38)

as n→∞, where we use (3.23) and the boundedness of ‖1− P+
n ‖ in the last step. For

the second term on the right of (3.37), we use (3.36) and in(1 − P+
n )rninvn = invn to
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obtain
1

C
‖in(1− P+

n )rnih
+P+r(u)− ih+P+r(u)‖L2(D)

≤ 1

C
‖in(1− P+

n )rnih
+P+r(u)− in(vn)‖L2(D)

+
1

C
‖in(vn)− ih+P+r(u)‖L2(D)

=
1

C
‖in(1− P+

n )rnih
+P+r(u)− in(1− P+

n )rnin(vn)‖L2(D)

+
1

C
‖in(vn)− ih+P+r(u)‖L2(D)

≤ 1

C
‖in(1− P+

n )rn‖ ‖ih+P+r(u)− in(vn)‖L2(D)

+
1

C
‖in(vn)− ih+P+r(u)‖L2(D)

→ 0

(3.39)

as n→∞. It follows from (3.37) – (3.39) that

‖inhnP+
n rn(u)− ihP+r(u)‖L2(D) → 0

as n→∞. Since the above argument is valid for any u ∈ L2(D), statement (i) follows.

We next prove (ii) by induction on m ∈ N. By part (i) of this proof, the property

(ii) is true for m = 0. For induction step, assume that

inT
m
t,n(hn)P+

n rn(u)→ iTmt (h)P+r(u)

in L2(D) as n→∞ for all u ∈ L2(D) holds true for m = 0, 1, . . . , k. We need to show

that

inT
k+1
t,n (hn)P+

n rn(u)→ iT k+1
t (h)P+r(u) (3.40)

in L2(D) as n → ∞ for all u ∈ L2(D). Let u ∈ L2(D) be arbitrary. We set w :=

P+r(u) ∈ X+ and wn := P+
n rn(u) ∈ X+

n . It follows from (3.23) that

in(wn)→ i(w) (3.41)

in L2(D) as n → ∞. Since graph(T k+1
t (h)) = Φt(graph(T kt (h)), there exists w0 ∈ X+

such that

Φt

(
w0 ⊕ T kt (h)(w0)

)
= w ⊕ T k+1

t (h)(w).

For each n ∈ N, we define w0,n := P+
n rni(w0). Again by (3.23), we have in(w0,n)→ i(w0)

in L2(D) as n→∞. Moreover, by induction hypothesis,

inT
k
t,n(hn)(w0,n) = inT

k
t,n(hn)P+

n rni(w0)→ iT kt (h)P+ri(w0) = iT kt (h)(w0)
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in L2(D) as n→∞. Hence, it follows from the convergence of solutions under domain

perturbation in (3.20) that

inΦt,n

(
w0,n ⊕ T kt,n(hn)(w0,n)

)
→ iΦt

(
w0 ⊕ T kt (h)(w0)

)
= i
(
w ⊕ T k+1

t (h)(w)
)

in L2(D) as n → ∞. Since graph(T k+1
t,n (hn)) = Φt,n(graph(T kt,n(hn)), there exists ξn ∈

X+
n such that

Φt,n

(
w0,n ⊕ T kt,n(hn)(w0,n)

)
= ξn ⊕ T k+1

t,n (hn)(ξn),

for each n ∈ N. Hence,

in

(
ξn ⊕ T k+1

t,n (hn)(ξn)
)
→ i

(
w ⊕ T k+1

t (h)(w)
)

(3.42)

in L2(D) as n→∞. By Lemma 3.4.1 (i), it follows from (3.42) that

in(ξn)→ i(w) (3.43)

and

in

(
T k+1
t,n (hn)(ξn)

)
→ i

(
T k+1
t (h)(w)

)
(3.44)

in L2(D) as n→∞. We obtain from (3.41) and (3.43) that

‖in(ξn)− in(wn)‖L2(D) → 0

as n→∞. Since T k+1
t,n (hn) is ν−1-Lipschitz, it follows that

∥∥∥T k+1
t,n (hn)(ξn)− T k+1

t,n (hn)(wn)
∥∥∥
L2(Ωn)

≤
∥∥∥T k+1

t,n (hn)(ξn)− T k+1
t,n (hn)(wn)

∥∥∥
X−n

≤ ν−1‖ξn − wn‖X+
n

≤ ν−1M2‖ξn − wn‖L2(Ωn)

→ 0

(3.45)

as n → ∞. By definitions of wn and w together with (3.44) and (3.45), we conclude

that ∥∥∥inT k+1
t,n (hn)P+

n rn(u)− iT k+1
t (h)P+r(u)

∥∥∥
L2(D)

=
∥∥∥inT k+1

t,n (hn)(wn)− iT k+1
t (h)(w)

∥∥∥
L2(D)

≤
∥∥∥inT k+1

t,n (hn)(wn)− inT k+1
t,n (hn)(ξn)

∥∥∥
L2(D)

+
∥∥∥inT k+1

t,n (hn)(ξn)− iT k+1
t (h)(w)

∥∥∥
L2(D)

→ 0

as n→∞. As u ∈ L2(D) was arbitrary, we have shown (3.40).
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We next recall a standard result on the rate of convergence to the fixed point of a

contraction mapping below (see for example [74, Remark 1.2.3 (ii)]).

Lemma 3.5.3. Let (X, d) be a complete metric space and T : X → X be a contraction

mapping with a contraction constant k ∈ [0, 1), that is,

d(Tx1, Tx2) ≤ kd(x1, x2),

for all x1, x2 ∈ X. Denote by x∗ the unique fixed point of T . Then for any x ∈ X,

d(x∗, Tnx) ≤ kn

1− kd(x, Tx), (3.46)

for all n ∈ N.

We prove the pointwise convergence of global unstable invariant manifolds in the

following theorem.

Theorem 3.5.4. Assume that all assumptions in Theorem 3.3.3 are satisfied and

H1
0 (Ωn) converges to H1

0 (Ω) in the sense of Mosco. Then we have

inh
+
nP

+
n rn(u)→ ih+P+r(u)

in L2(D) as n→∞ for all u ∈ L2(D).

Proof. Fix u ∈ L2(D) and let ζ > 0 be arbitrary. We can choose m0 ∈ N independent

of n such that the contraction constant K in (3.32) satisfies

Km0

1−K 2ν−1‖P+
n rn(u)‖X+

n
≤ ζ

3
, (3.47)

for all n ∈ N and
Km0

1−K 2ν−1‖P+r(u)‖X+ ≤ ζ

3
. (3.48)

We take hn ∈ Yn and h ∈ Y as in Lemma 3.5.2. Then by the definition of Lip-norm on
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Y and Yn (see (3.16) and (3.31), respectively), we see that

∥∥inh+
nP

+
n rn(u)− ih+P+r(u)

∥∥
L2(D)

≤
∥∥inh+

nP
+
n rn(u)− inTm0

t,n (hn)P+
n rn(u)

∥∥
L2(D)

+
∥∥inTm0

t,n (hn)P+
n rn(u)− iTm0

t (h)P+r(u)
∥∥
L2(D)

+
∥∥iTm0

t (h)P+r(u)− ih+P+r(u)
∥∥
L2(D)

≤
∥∥h+

nP
+
n rn(u)− Tm0

t,n (hn)P+
n rn(u)

∥∥
X−n

+
∥∥inTm0

t,n (hn)P+
n rn(u)− iTm0

t (h)P+r(u)
∥∥
L2(D)

+
∥∥Tm0

t (h)P+r(u)− h+P+r(u)
∥∥
X−

≤ ‖h+
n − Tm0

t,n (hn)‖Lip‖P+
n rn(u)‖X+

n

+
∥∥inTm0

t,n (hn)P+
n rn(u)− iTm0

t (h)P+r(u)
∥∥
L2(D)

+ ‖Tm0
t (h)− h+‖Lip‖P+r(u)‖X+ ,

(3.49)

for all n ∈ N. By Lemma 3.5.3, we have

‖h+ − Tm0
t (h)‖Lip ≤

Km0

1−K ‖h− Tt(h)‖Lip ≤
Km0

1−K 2ν−1. (3.50)

Similarly,

‖h+
n − Tm0

t,n (hn)‖Lip ≤
Km0

1−K ‖hn − Tt,n(hn)‖Lip ≤
Km0

1−K 2ν−1, (3.51)

for all n ∈ N. Moreover, Lemma 3.5.2 (ii) implies that there exists N0 ∈ N such that

∥∥inTm0
t,n (hn)P+

n rn(u)− iTm0
t (h)P+r(u)

∥∥
L2(D)

≤ ζ

3
, (3.52)

for all n > N0. It follows from (3.49) – (3.52) that

∥∥inh+
nP

+
n rn(u)− ih+P+r(u)

∥∥
L2(D)

≤ Km0

1−K 2ν−1‖P+
n rn(u)‖X+

n
+
ζ

3

+
Km0

1−K 2ν−1‖P+r(u)‖X+ ,

for all n > N0. By our choice of m0 in (3.47) and (3.48), we conclude that

∥∥inh+
nP

+
n rn(u)− ih+P+r(u)

∥∥
L2(D)

≤ ζ,

for all n > N0. As ζ > 0 was arbitrary, we get

inh
+
nP

+
n rn(u)→ ih+P+r(u)

in L2(D) as n → ∞. Since this argument works for any u ∈ L2(D), the statement of

the theorem follows.
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3.5.2 Upper and lower semicontinuity of local unstable manifolds

We are now in the position to prove Theorem 3.3.3.

Proof of Theorem 3.3.3 (ii). As discussed at the end of Section 3.3, there exist δ1 and

δ2 such that W u
n = W u

n (Un) is a local unstable invariant manifold where Un = V1,n×V2,n

with V1,n is a ball of radius δ1 in X−n and V2,n is a ball of radius δ2 in X+
n for all n ∈ N.

Moreover, a similar statement holds for the unperturbed problem. By the equivalence

of norms on X−n and X+
n with uniform parameters α and β, we can chose δ > 0 such

that Bn := BL2(Ωn)(0, δ) ⊂ V1,n × V2,n for all n ∈ N and B := BL2(Ω)(0, δ) ⊂ V1 × V2.

To prove the lower semicontinuity, we show that for every ζ > 0, there exists N0 ∈ N
independent of u ∈ graph(h+) ∩B such that

inf
v∈graph(h+

n )∩Bn
‖i(u)− in(v)‖L2(D) < ζ,

for all n > N0 and for all u ∈ graph(h+) ∩B. Let ζ > 0 be arbitrary. By the Lipschitz

continuity of h+ : X+ → X− (taking (3.10) and (3.11) into account), we have that for

every w0 ∈ X+, there exists ρ > 0 such that

‖(w ⊕ h+(w))− (w0 ⊕ h+(w0))‖L2(Ω) <
ζ

2
, (3.53)

for all w ∈ BX+(w0, ρ) := {w ∈ X+ : ‖w − w0‖L2(Ω) < ρ}. Note that ρ is independent

of w0 ∈ X+. We set

W := P+
(
graph(h+) ∩B

)
= {w ∈ X+ : w ⊕ h+(w) ∈ B}.

Since dim(X+) < ∞, the set W is compact. If we take the open cover {BX+(w, ρ) :

w ∈W} of W , then there exists a finite subcover

{BX+(wk, ρ) : wk ∈W,k = 1, . . . ,m}.

Hence,

W ⊂
m⋃

k=1

BX+(wk, ρ). (3.54)

Denoted by ∆ := min{δ − ‖wk ⊕ h+(wk)‖L2(Ω) : k = 1, . . . ,m}. Setting wk,n :=

P+
n rni(wk) ∈ X+

n for n ∈ N and k = 1, . . . ,m. We have from (3.23) that in(wk,n) →
i(wk) in L2(D) as n → ∞ for each k = 1, . . . ,m. Moreover, by Theorem 3.5.4

inh
+
n (wk,n) → ih+(wk) in L2(D) as n → ∞ for each k = 1, . . . ,m. Hence, for each

k = 1, . . . ,m we can find Nk ∈ N such that

‖in(wk,n ⊕ h+
n (wk,n))− i(wk ⊕ h+(wk))‖L2(D) < min

{
ζ

2
,∆

}
,
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for all n > Nk. Setting N0 = max{Nk : k = 1, . . . ,m}, we get

‖in(wk,n ⊕ h+
n (wk,n))− i(wk ⊕ h+(wk))‖L2(D) < min

{
ζ

2
,∆

}
, (3.55)

for all n > N0 and for all k = 1, . . . ,m. Using (3.55), we obtain

‖wk,n ⊕ h+
n (wk,n)‖L2(Ωn) ≤ ‖in(wk,n ⊕ h+

n (wk,n))− i(wk ⊕ h+(wk))‖L2(D)

+ ‖wk ⊕ h+
n (wk)‖L2(Ω)

< ‖wk ⊕ h+
n (wk)‖L2(Ω) + ∆

≤ ‖wk ⊕ h+
n (wk)‖L2(Ω) + (δ − ‖wk ⊕ h+

n (wk)‖L2(Ω))

= δ,

for all n > N0 and for all k = 1, . . . ,m. Hence, wk,n⊕h+
n (wk,n) ∈ graph(h+

n )∩Bn for all

n > N0 and for all k = 1, . . . ,m. Let u be in graph(h+) ∩ B and write u = w ⊕ h+(w)

for some w ∈ W . By (3.54), there exists k ∈ {1, . . . ,m} such that w ∈ BX+(wk, ρ). It

follows from (3.53) and (3.55) that

‖in(wk,n ⊕ h+
n (wk,n))− i(w ⊕ h+(w))‖L2(D)

≤ ‖in(wk,n ⊕ h+
n (wk,n))− i(wk ⊕ h+(wk))‖L2(D)

+ ‖i(wk ⊕ h+(wk))− i(w ⊕ h+(w))‖L2(D)

<
ζ

2
+
ζ

2

= ζ,

for all n > N0. Since wk,n ⊕ h+
n (wk,n) ∈ graph(h+

n ) ∩Bn for all n > N0, we get

inf
v∈graph(h+

n )∩Bn
‖i(u)− in(v)‖L2(D) < ζ,

for all n > N0. The above estimate holds for every u = w ⊕ h+(w) ∈ graph(h+) ∩ B
and notice that N0 is independent of u. Hence,

inf
v∈graph(h+

n )∩Bn
‖i(u)− in(v)‖L2(D) < ζ,

for all n > N0 and for all u ∈ graph(h+) ∩ B. As ζ > 0 was arbitrary, we obtain the

lower semicontinuity.

Using our characterisation in Lemma 3.4.9, we can show the upper semicontinuity

of unstable invariant manifolds.
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Proof of Theorem 3.3.3 (i). We consider the same neighbourhood Bn and B as in the

proof above. By Lemma 3.4.9, we need to show that for any sequence {ξn}n∈N with

ξn ∈ graph(h+
n )∩Bn, if {ξnk}k∈N is a subsequence then there exist a further subsequence

(denoted again by ξnk) and a sequence {unk}k∈N with unk ∈ graph(h+) ∩ B such that

‖ink(ξnk)− i(unk)‖L2(D) → 0 as k →∞.

Let {ξn}n∈N be a sequence with ξn ∈ graph(h+
n ) ∩Bn and (ξnk)k∈N be an arbitrary

subsequence. We write ξnk := wnk⊕h+
nk

(wnk) for some wnk ∈ X+
nk

. Since ‖ξnk‖L2(Ωnk ) =

‖wnk ⊕ h+
nk

(wnk)‖L2(Ωnk ) < δ for all k ∈ N, we can apply Corollary 3.4.6 to extract a

subsequence from wnk (indexed again by nk) such that

ink(wnk)→ i(w)

in L2(D) with the limit w ∈ X+. Hence, by the Lipschitz continuity of h+
n and Theorem

3.5.4, we get

‖inkh+
nk

(wnk)− ih+(w)‖L2(D) ≤ ‖inkh+
nk

(wnk)− inkh+
nk
P+
nk
rnki(w)‖L2(D)

+ ‖inkh+
nk
P+
nk
rnki(w)− ih+(w)‖L2(D)

→ 0

as k → ∞. If we set u := w ⊕ h+(w) ∈ graph(h+), then ink(ξnk) → i(u) in L2(D)

as k → ∞. Since ‖ink(ξnk)‖L2(D) < δ for all k ∈ N, we get ‖i(u)‖L2(D) ≤ δ. Hence,

u ∈ graph(h+) ∩ B = graph(h+) ∩B. We can find unk ∈ graph(h+) ∩ B such that

unk → u in L2(Ω) as k →∞. Therefore,

‖ink(ξnk)− i(unk)‖L2(D) ≤ ‖ink(ξnk)− i(u)‖L2(D) + ‖i(u)− i(unk)‖L2(D) → 0

as k →∞ and we obtain the required subsequence.

3.6 Convergence of stable invariant manifolds

Recall that the local stable manifold is a graph of Lipschitz function h− : X− → X+

inside a suitable product neightbourhood of 0 ∈ L2(Ω) determined by the modification

in the construction (Theorem 3.2.7). In this section, we prove the upper and lower

semicontinuity of local stable invariant manifolds with the following modification.

Fix the renorming of X−n , X+
n , X− and X+ by (3.25), (3.26), (3.8) and (3.9) respec-

tively using the same parameters α and β for all n ∈ N. By shrinking the neighbourhood

(choosing a smaller Lipschitz constant ε for the nonlinear terms fn and f), we can make

the following assumption.
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Assumption 3.6.1. We assume that

0 < µ0 < inf

{
1

2(‖P+‖+ ‖P−‖) ,
1

2(‖P+
n ‖+ ‖P−n ‖)

: n ∈ N
}

(3.56)

and

µ :=
µ0

M1M2
(3.57)

are parameters such that both µ0 and µ satisfy the conditions for µ in (3.14) and (3.15).

We denote the Lipschitz functions for the modification µ0 by ĥ− and for the modifi-

cation µ by h−. Let U be a smaller product neighbourhood of 0 in L2(Ω) such that both

modifications agree. Hence, the local stable manifold is W s(U) := graph(h−) ∩ U =

graph(ĥ−)∩U . Similarly, for each n ∈ N, we denote the Lipschitz functions for the mod-

ification µ0 by ĥ−n and for the modification µ by h−n . As discussed at the end of Section

3.3, we can take a uniform product neighbourhood Un of 0 in L2(Ωn) such that both

modifications agree. Hence, the local stable manifold is W s
n(Un) := graph(h−n ) ∩ Un =

graph(ĥ−n )∩Un. We choose δ > 0 so that B ⊂ U and Bn ⊂ Un, where B := BL2(Ω)(0, δ)

and Bn := BL2(Ωn)(0, δ). Hence, h−(v) = ĥ−(v) on B and h−n (v) = ĥ−n (v) on Bn. We

prove Theorem 3.3.4 by taking the balls of radius δ chosen above.

Lemma 3.6.2. Let δ > 0 and ζn > 0 be a sequence with ζn → 0 as n→∞.

(i) If zn = yn⊕h−(yn) is a sequence in graph(h−) such that zn ∈ BL2(Ω)(0, δ+ζn) for

each n ∈ N, then there exist a subsequence znk and a sequence unk in graph(h−)∩B
such that

‖znk − unk‖L2(Ω) → 0

as k →∞.

(ii) If zn = yn ⊕ h−(yn) is a sequence with zn ∈ graph(h−n ) ∩ BL2(Ωn)(0, δ + ζn) for

each n ∈ N, then there exist a subsequence znk and a sequence unk with unk ∈
graph(h−nk) ∩Bnk for each k ∈ N such that

‖znk − unk‖L2(Ωnk ) → 0

as k →∞.

Proof. For assertion (i), using (3.56) we can fix b > 0 such that

b >
1

(‖P+‖+ ‖P−‖)−1 − 2µ0
. (3.58)
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Since ζn → 0, we can find N0 ∈ N such that ζn < δ/b for all n > N0. We extract a

subsequence ζnk so that ζnk < δ/b for all k ∈ N. Define

ank := 1− bζnk
‖ynk‖L2(Ω) + ‖h−(ynk)‖L2(Ω)

, (3.59)

for each k ∈ N. By our assumptions, ‖znk‖L2(Ω) = ‖ynk ⊕ h−(ynk)‖L2(Ω) < δ + ζnk for

all k ∈ N. If ‖znk‖L2(Ω) ≥ δ, then

‖ynk‖L2(Ω) + ‖h−(ynk)‖L2(Ω) ≥ ‖ynk ⊕ h−(ynk)‖L2(Ω) ≥ δ.

Since ζnk < δ/b, if ‖znk‖L2(Ω) ≥ δ we have that

bζnk
‖ynk‖L2(Ω) + ‖h−(ynk)‖L2(Ω)

<
b(δ/b)

δ
= 1.

It follows from (3.59) that 0 < ank ≤ 1 if ‖znk‖L2(Ω) ≥ δ. For each k ∈ N, we define

unk ∈ graph(h−) by

unk :=




znk if ‖znk‖L2(Ω) < δ

ankynk ⊕ h−(ankynk) if ‖znk‖L2(Ω) ≥ δ.
(3.60)

Clearly, ‖znk − unk‖L2(Ω) = 0 if ‖znk‖L2(Ω) < δ. Moreover, if ‖znk‖L2(Ω) ≥ δ, then

‖znk − unk‖L2(Ω) = ‖(ynk ⊕ h−(ynk))− (ankynk ⊕ h−(ankynk))‖L2(Ω)

≤ ‖ynk − ankynk‖L2(Ω) + ‖h−(ynk)− h−(ankynk)‖L2(Ω)

≤ ‖ynk − ankynk‖L2(Ω) + ‖h−(ynk)− h−(ankynk)‖X+

≤ ‖ynk − ankynk‖L2(Ω) + µ‖ynk − ankynk‖X−
≤ (1 + µM1)‖ynk − ankynk‖L2(Ω)

≤ (1 + µM1)|1− ank | ‖ynk‖L2(Ω)

≤ (1 + µM1)
bζnk

‖ynk‖L2(Ω) + ‖h−(ynk)‖L2(Ω)
‖ynk‖L2(Ω)

≤ (1 + µM1)bζnk .

Hence, ‖znk − unk‖L2(Ω) ≤ (1 + µM1)bζnk for all k ∈ N. As ζnk → 0, we conclude that

‖znk − unk‖L2(Ω) → 0 (3.61)

as k →∞. It remains to show that unk ∈ BL2(Ω)(0, δ) for all k ∈ N. If ‖znk‖L2(Ω) < δ,
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then unk ∈ BL2(Ω)(0, δ). If ‖znk‖L2(Ω) ≥ δ, we can write

‖unk‖L2(Ω) ≤ ‖unk − ankznk‖L2(Ω) + ‖ankznk‖L2(Ω)

= ‖(ankynk ⊕ h−(ankynk))− ank(ynk ⊕ h−(ynk))‖L2(Ω)

+ ‖ankznk‖L2(Ω)

≤ ‖h−(ankynk)− ankh−(ynk)‖L2(Ω) + ‖ankznk‖L2(Ω)

≤ ‖h−(ankynk)− h−(ynk)‖L2(Ω) + ‖h−(ynk)− ankh−(ynk)‖L2(Ω)

+ ‖ankznk‖L2(Ω).

(3.62)

Now, if ‖znk‖L2(Ω) ≥ δ, then by the Lipschitz continuity of h− and (3.57)

‖h−(ankynk)− h−(ynk)‖L2(Ω) ≤ ‖h−(ankynk)− h−(ynk)‖X+

≤ µ‖ankynk − ynk‖X−
≤ µM1|ank − 1| ‖ynk‖L2(Ω)

=
µ0

M1M2
M1

bζnk‖ynk‖L2(Ω)

‖ynk‖L2(Ω) + ‖h−(ynk)‖L2(Ω)

≤ µ0bζnk .

(3.63)

Similarly, if ‖znk‖L2(Ω) ≥ δ, then

‖h−(ynk)− ankh−(ynk)‖L2(Ω) ≤ |1− ank | ‖h−(ynk)‖L2(Ω)

≤ |1− ank | ‖h−(ynk)‖X+

≤ µ|1− ank | ‖ynk‖X−
≤ µM1|1− ank | ‖ynk‖L2(Ω)

=
µ0

M1M2
M1

bζnk‖ynk‖L2(Ω)

‖ynk‖L2(Ω) + ‖h−(ynk)‖L2(Ω)

≤ µ0bζnk .

(3.64)

Since ‖znk‖L2(Ω) ≥ (‖ynk‖L2(Ω) + ‖h−(ynk)‖L2(Ω))/(‖P+‖+ ‖P−‖), it follows that

bζnk‖znk‖L2(Ω)

‖ynk‖L2(Ω) + ‖h−(ynk)‖L2(Ω)
≥ bζnk
‖P+‖+ ‖P−‖ .
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Hence, if ‖znk‖L2(Ω) ≥ δ, then

‖ankznk‖L2(Ω) = |ank |‖znk‖L2(Ω)

= ank‖znk‖L2(Ω)

=

(
1− bζnk
‖ynk‖L2(Ω) + ‖h−(ynk)‖L2(Ω)

)
‖znk‖L2(Ω)

= ‖znk‖L2(Ω) −
bζnk‖znk‖L2(Ω)

‖ynk‖L2(Ω) + ‖h−(ynk)‖L2(Ω)

≤ ‖znk‖L2(Ω) −
bζnk

‖P+‖+ ‖P−‖

< δ + ζnk −
bζnk

‖P+‖+ ‖P−‖ .

(3.65)

Therefore, by (3.62) – (3.65), if ‖znk‖L2(Ω) ≥ δ, then

‖unk‖L2(Ω) < µ0bζnk + µ0bζnk + δ + ζnk −
bζnk

‖P+‖+ ‖P−‖

= δ +
(

2µ0b−
b

‖P+‖+ ‖P−‖ + 1
)
ζnk .

(3.66)

By the choice of b in (3.58), we get

2µ0b−
b

‖P+‖+ ‖P−‖ + 1 =

(
2µ0 −

1

‖P+‖+ ‖P−‖

)
b+ 1

= −
(

(‖P+‖+ ‖P−‖)−1 − 2µ0

)
b+ 1

< −1 + 1

= 0.

It follows from (3.66) that ‖unk‖L2(Ω) < δ if ‖znk‖L2(Ω) ≥ δ. Hence, we conclude that

unk ∈ graph(h−) ∩BL2(Ω)(0, δ) for all k ∈ N and statement (i) follows.

Statement (ii) can be proved similarly. The only difference is that the sequence zn

belongs to different spaces L2(Ωn) for each n ∈ N. We only need to adjust the proof in

part (i) and keep track of the dependence on n. In particular, we replace (3.58) by

b > sup
n∈N

{
1

(‖P+
n ‖+ ‖P−n ‖)−1 − 2µ0

}
> 0

and (3.59) by

ank := 1− bζnk
‖ynk‖L2(Ωnk ) + ‖h−(ynk)‖L2(Ωnk )

,

for each k ∈ N.
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We now show the upper semicontinuity of local stable invariant manifolds.

Proof of Theorem 3.3.4 (i). By Lemma 3.4.9, we need to show that for any sequence

{ξn}n∈N with ξn ∈ graph(h−n )∩Bn, if {ξnk}k∈N is a subsequence then there exist a further

subsequence (denoted again by ξnk) and a sequence {unk}k∈N with unk ∈ graph(h−)∩B
such that ‖ink(ξnk)− i(unk)‖L2(D) → 0 as k →∞.

Let {ξn}n∈N be a sequence with ξn ∈ graph(h−n ) ∩Bn and (ξnk)k∈N be an arbitrary

subsequence. We write ξnk := vnk ⊕h−nk(vnk) for some vnk ∈ X−nk . Since ‖ξnk‖L2(Ωnk ) =

‖vnk ⊕h−nk(vnk)‖L2(Ωnk ) < δ for all k ∈ N, we can extract a subsequence of vnk (indexed

again by nk) such that

ink(vnk) ⇀ v

in L2(D) as k →∞. By the assumption that |Ωn| → |Ω|, we conclude that v = 0 almost

everywhere in D\Ω, that is, v ∈ L2(Ω). Hence,

ink(vnk) ⇀ i(v) (3.67)

in L2(D) as k → ∞. Moreover, by the convergence of inP
−
n rn → iP−r in L (L2(D))

(see Remark 3.4.2) and the weak convergence of vnk , it follows that

∣∣∣
(
ink(vnk)− iP−(v)|φ

)
L2(D)

∣∣∣ ≤
∣∣∣
(
ink(vnk)− iP−rink(vnk)|φ

)
L2(D)

∣∣∣

+
∣∣∣
(
iP−rink(vnk)− iP−(v)|φ

)
L2(D)

∣∣∣

≤ ‖inkP−nkrnk − iP
−r‖‖ink(vnk)‖L2(D)‖φ‖L2(D)

+
∣∣∣
(
ink(vnk)− i(v)|(iP−r)∗φ

)
L2(D)

∣∣∣

→ 0

as k →∞ for all φ ∈ L2(D), where (iP−r)∗ is the adjoint operator of iP−r. This means

ink(vnk) ⇀ iP−(v) in L2(D) as k →∞. By the uniqueness of weak limit, v = P−(v) and

hence v ∈ X−. Since ‖inkh−nk(vnk)‖L2(D) is uniformly bounded, we can apply Corollary

3.4.6 to extract a further subsequence (indexed again by nk) such that

inkh
−
nk

(vnk)→ i(w) (3.68)

in L2(D) as k →∞ with the limit w ∈ X+. Thus, we get

ink(vnk ⊕ h−nk(vnk)) ⇀ i(v ⊕ w) (3.69)
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in L2(D) as k →∞. By a standard property of weak convergence,

‖i(v ⊕ w)‖L2(D) ≤ lim inf
k→∞

‖ink(vnk ⊕ h−nk(vnk))‖L2(D)

≤ lim sup
k→∞

‖ink(vnk ⊕ h−nk(vnk))‖L2(D)

≤ δ.

(3.70)

Hence, u := v ⊕ w belongs to B. Applying domain perturbation result for solutions of

semilinear equations in (3.20), we get from (3.69) and globally Lipschitz assumption for

the modified function f̃ that

inkΦt,nk(vnk ⊕ h−nk(vnk))→ iΦt(v ⊕ w)

in L2(D) as k →∞ for all t > 0. Lemma 3.4.1 (i) implies that

inkP
−
nk

Φt,nk(vnk ⊕ h−nk(vnk))→ iP−Φt(v ⊕ w)

and

inkP
+
nk

Φt,nk(vnk ⊕ h−nk(vnk))→ iP+Φt(v ⊕ w)

in L2(D) as k →∞ for all t > 0. By the construction of h−nk(vnk) (see Theorem 3.2.4),

we have that

‖P+
nk

Φt,nk(vnk ⊕ h−nk(vnk))‖X+
nk
≤ µ‖P−nkΦt,nk(vnk ⊕ h−nk(vnk))‖X−nk ,

for all t ≥ 0. Taking the norms on X+
n and X−n in (3.27) and (3.28) into account, the

above implies

‖P+
nk

Φt,nk(vnk ⊕ h−nk(vnk))‖L2(Ωnk ) ≤ µM1‖P−nkΦt,nk(vnk ⊕ h−nk(vnk))‖L2(Ωnk ),

for all t ≥ 0. Passing to the limit as k →∞, we obtain

‖P+Φt(v ⊕ w)‖L2(Ω) ≤ µM1‖P−Φt(v ⊕ w)‖L2(Ω)

for all t > 0. By the assumptions on µ0 and µ in (3.56) and (3.57), and the equivalence

of norms on X− and X+ (see (3.10) and (3.11)), it follows that

‖P+Φt(v ⊕ w)‖X+ ≤ µM1M2‖P−Φt(v ⊕ w)‖X− = µ0‖P−Φt(v ⊕ w)‖X− , (3.71)

for all t > 0. We claim that ‖w‖X+ ≤ µ0‖v‖X− . If ‖w‖X+ > µ0‖v‖X− , that is v ⊕ w is

in the interior of the cone Kµ0 defined by (3.13), we can find a product neighbourhood
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U(v, w) of v⊕w such that U(v, w) ⊂ Int(Kµ0). Since the solution of parabolic equation

with the initial condition v⊕w is continuous, there exists t0 > 0 such that Φt(v⊕w) ∈
U(v, w) for 0 ≤ t ≤ t0. This implies that ‖P+Φt(v ⊕ w)‖X+ > µ0‖P−Φt(v ⊕ w)‖X−
for 0 ≤ t ≤ t0, which is a contradiction to (3.71). Hence, by the definition of ĥ− (a

modification with the cone Kµ0), we conclude that w = ĥ−(v). As both modification

agree on B̄, we have w = h−(v). Therefore, (3.68) implies

inkh
−
nk

(vnk)→ ih−(v) (3.72)

in L2(D) as k →∞.

The remainder of this proof deals with the existence of the required sequence unk ∈
graph(h−) ∩B. At this stage, we keep the index of our subsequence as in the previous

part. We define

ynk := P−rink(vnk) ∈ X−,

for each k ∈ N. By the convergence of inP
−
n rn → iP−r in L (L2(D)) (see Remark 3.4.2)

and the boundedness of ‖ink(vnk)‖L2(D), we get

‖i(ynk)− ink(vnk)‖L2(D) = ‖iP−rink(vnk)− ink(vnk)‖L2(D)

≤ ‖iP−r − inkP−nkrnk‖‖ink(vnk)‖L2(D)

→ 0

(3.73)

as k → ∞. In particular, ‖ynk‖L2(Ω) is uniformly bounded. Moreover, by (3.73) and

the weak convergence of vnk ,

∣∣∣(i(ynk)− i(v)|φ)L2(D)

∣∣∣ ≤
∣∣∣(i(ynk)− ink(vnk)|φ)L2(D)

∣∣∣

+
∣∣∣(ink(vnk)− i(v)|φ)L2(D)

∣∣∣

≤ ‖i(ynk)− ink(vnk)‖L2(D)‖φ‖L2(D)

+
∣∣∣(ink(vnk)− i(v)|φ)L2(D)

∣∣∣

→ 0

as k →∞ for all φ ∈ L2(D). Hence,

i(ynk) ⇀ i(v) (3.74)

in L2(D) as k →∞. By the Lipschitz continuity of h− together with (3.10) and (3.11),

‖h−(ynk)‖L2(Ω) ≤ ‖h−(ynk)‖X+ ≤ µ‖ynk‖X− ≤ µM1‖ynk‖L2(Ω) <∞
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for all k ∈ N. Since X+ is a finite dimensional space, we can extract a further subse-

quence (indexed again by nk) such that

ih−(ynk)→ i(w̃) (3.75)

in L2(D) as k →∞ with the limit w̃ ∈ X+. Therefore,

i(ynk ⊕ h−(ynk)) ⇀ i(v ⊕ w̃) (3.76)

in L2(D) as k → ∞. By the convergence of solutions under domain perturbation in

(3.20) (with Ωn = Ω for all n ∈ N), we get from (3.76) that

iΦt(ynk ⊕ h−(ynk))→ iΦt(v ⊕ w̃)

in L2(D) as k →∞ for all t > 0. Hence,

P−Φt(ynk ⊕ h−(ynk))→ P−Φt(v ⊕ w̃)

and

P+Φt(ynk ⊕ h−(ynk))→ P+Φt(v ⊕ w̃)

in L2(Ω) as k →∞ for all t > 0. Since these sequences are in the fixed spaces X− and

X+ respectively, (3.10) and (3.11) imply that they converge under ‖ · ‖X− and ‖ · ‖X+ ,

respectively. By the construction of h−(ynk) (see Theorem 3.2.4), we have that

‖P+Φt(ynk ⊕ h−(ynk))‖X+ ≤ µ‖P−Φt(ynk ⊕ h−(ynk))‖X− ,

for all t ≥ 0. Passing to the limit as k →∞, we obtain

‖P+Φt(v ⊕ w̃)‖X+ = µ‖P−Φt(v ⊕ w̃)‖X− (3.77)

for all t > 0. By a similar argument appeared after (3.71), we conclude that ‖w̃‖X+ ≤
µ‖v‖X− . Hence, w̃ agrees with w = h−(v). Therefore, (3.75) implies

ih−(ynk)→ ih−(v) (3.78)

in L2(D) as k →∞. Recall that ξnk = vnk ⊕h−nk(vnk). If we set znk := ynk ⊕h−(ynk) ∈
graph(h−), then by (3.72), (3.73) and (3.78)

‖ink(ξnk)− i(znk)‖L2(D)

= ‖ink(vnk ⊕ h−nk(vnk))− i(ynk ⊕ h−(ynk))‖L2(D)

≤ ‖ink(vnk)− i(ynk)‖L2(D) + ‖inkh−nk(vnk)− ih−(ynk)‖L2(D)

≤ ‖ink(vnk)− i(ynk)‖L2(D) + ‖inkh−nk(vnk)− ih−(v)‖L2(D)

+ ‖ih−(v)− ih−(ynk)‖L2(D)

→ 0

(3.79)
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as k →∞. Therefore, we can extract a further subsequence (indexed again by nk) and

ζnk > 0 with ζnk → 0 as k →∞ such that

‖ink(ξnk)− i(znk)‖L2(D) < ζnk ,

for all k ∈ N. It follows that

‖i(znk)‖L2(D) ≤ ‖ink(ξnk)‖L2(D) + ζnk < δ + ζnk ,

for all k ∈ N, that is, znk ∈ graph(h−) ∩BL2(Ω)(0, δ + ζnk) for all k ∈ N. We can apply

Lemma 3.6.2 (i) to obtain a subsequence (indexed again by nk) znk and a sequence

unk ∈ graph(h−) ∩B such that ‖znk − unk‖L2(Ω) → 0 as k →∞. It follows from (3.79)

that

‖ink(ξnk)− i(unk)‖L2(D) ≤ ‖ink(ξnk)− i(znk)‖L2(D) + ‖i(znk)− i(unk)‖L2(D)

→ 0

as k →∞. Hence, we obtain the required sequence unk . Since we start with an arbitrary

sequence ξn ∈ graph(h−n ) ∩Bn, the assertion of Theorem 3.3.4 (i) follows.

The lower semicontinuity of local stable invariant manifolds can be obtained by a

similar fashion.

Proof of Theorem 3.3.4 (ii). The statement follows by a similar argument to the proof

of Theorem 3.3.4 (i). We use Lemma 3.4.10 and Lemma 3.6.2 (ii) instead of Lemma

3.4.9 and 3.6.2 (i).



Chapter 4

Persistence of bounded entire

solutions of parabolic equations

under domain perturbation

In this chapter, we investigate domain perturbation for a class of bounded entire solu-

tions (solutions that are defined for all time t ∈ (−∞,∞) and are bounded in a suitable

function space) of parabolic equations. The existence of bounded entire solutions is com-

monly obtained from an exponential dichotomy assumption (see Definition 4.1.2 below).

A study of persistence of bounded entire solutions under perturbation has also attracted

interests. For example, the work of [83] deals with persistence of bounded solutions of

parabolic equations under a non-autonomous perturbation of the inhomogeneous terms.

Many other authors focus their studies on homoclinic and heteroclinic solutions to un-

derstand some complicated dynamical behaviour. For results on homoclinic solutions,

we refer to [17] and [82]. The persistence of heteroclinic orbits of semilinear heat equa-

tion under approximation of a (non-C1) nonlinearity by C1 functions is obtained in

[33] to calculate the Conley index. A usual technique to deal with perturbation of the

nonlinearity (or inhomogeneous terms) is the use of Liapunov-Schmidt decomposition

method and the implicit function theorem to derive a bifurcation equation (see [50]).

When dealing with domain perturbation, a standard implicit function theorem cannot

be applied because the differential operators vary upon domains.

In the literature, domain perturbation for bounded entire solutions seems only be

treated for particular types of solutions including stationary (equilibrium) solutions in

[51] and periodic solutions in [35, Section 5 and 7]. For periodic solutions, convergence

117
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of T -periodic solutions under domain perturbation can be obtained by applying do-

main perturbation results for initial value problems (see Chapter 1) and considering the

Time-T -operator, that is the operator U(T ) mapping u0 to the solution of the abstract

homogeneous parabolic equation ((2.2) with s = 0) at time T .

The purpose of this chapter is to study domain perturbation for general bounded

entire solutions of linear and semilinear parabolic equations. We restrict our attention

to autonomous parabolic equations under Dirichlet boundary condition. In Section 4.1,

we recall the existence and uniqueness of bounded entire solutions of linear parabolic

equations under an exponential dichotomy assumption. Persistence of bounded entire

solutions is studied in Section 4.2 and Section 4.3 for linear parabolic equations under

L2 and Lp-norms respectively. We consider semilinear equations in Section 4.4. The

technique in this chapter is not applicable to domain perturbation for homoclinic and

heteroclinic orbits. The problem is rather difficult but it is an interesting topic for

future research.

4.1 Bounded entire solutions of linear parabolic equations

Let Ω be a bounded domain in RN . We consider the following autonomous parabolic

equations subject to Dirichlet boundary condition on the whole real line




∂u

∂t
+Au = g(x, t) in Ω× (−∞,∞)

u = 0 on ∂Ω× (−∞,∞),

(4.1)

where g ∈ C(RN × R) and A is an elliptic operator defined by (2.31). As usual, we

write (4.1) in the abstract form in L2(Ω) as

u′(t) +Au = g(t), t ∈ (−∞,∞), (4.2)

where A is the maximal restriction operator of AΩ given in (2.37) on H = L2(Ω). In

particular, we have from Section 2.4.2 that −A is the generator of a strongly continuous

analytic semigroup S(t), t ≥ 0 on L2(Ω).

Let J ⊂ R and X be a Banach space, we write

BC(J,X) :=
{
v : J → X : v is continuous and sup

t∈J
‖v(t)‖X <∞

}
.

It is well known that BC(J,X) is a Banach space under the norm ‖ · ‖∞ given by

‖v‖∞ := sup
t∈J
‖v(t)‖X .
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Definition 4.1.1. A function u ∈ BC(R, L2(Ω)) is called a (mild) bounded entire

solution of (4.2) if for all t ≥ s

u(t) = S(t− s)u(s) +

∫ t

s
S(t− τ)g(τ)dτ

holds for any s ∈ R.

To obtain existence of bounded entire solutions, we require the notion of exponential

dichotomy. We give a definition below for a more general case of non-autonomous

problems.

Definition 4.1.2 (Exponential dichotomy (see e.g. [52, Secion 7.6])). We say that the

equation u′(t) + A(t)u(t) = 0 has an exponential dichotomy on interval J ⊂ R with

exponent β > 0 and bound M if there exist projections P (t), t ∈ J strongly continuous

in t such that the evolution systems U(t, s) ∈ L (H), t ≥ s satisfies

(i) U(t, s)P (s) = P (t)U(t, s) for all t ≥ s in J ;

(ii) The restriction U(t, s)|R(P (s)) is an isomorphism from R(P (s)) onto R(P (t)) for

all t ≥ s in J where R(P (s)) denotes the range of P (s). We define U(s, t) as the

inverse map from R(P (t)) to R(P (s));

(iii) ‖U(t, s)(I − P (s))‖ ≤Me−β(t−s) for all t ≥ s in J ;

(iv) ‖U(t, s)P (s)‖ ≤Meβ(t−s) for all s ≥ t in J .

Note that for autonomous problems, evolution systems are just semigroups e−A(t−s)

for t ≥ s. In this case, the projections P (t) is replaced by a constant projection P .

Example 4.1.3. Consider the autonomous parabolic equation u′(t) + Au(t) = 0 in a

Banach space X := L2(Ω) where −A is a generator of a strongly continuous analytic

semigroup S(t), t ≥ 0. The evolution systems are U(t, s) := S(t − s) for t ≥ s. The

equation u′(t) + Au(t) = 0 has an exponential dichotomy on R if the spectrum σ(−A)

can be decomposed as σ(−A) = σ+ ∪ σ− where

σ+ := {λ ∈ σ(−A) : Re(λ) > 0}
σ− := {λ ∈ σ(−A) : Re(λ) < 0}.

(4.3)

Indeed, the exponent β can be determined by the value of β such that σ(A) is disjoint

from the strip {λ : −β ≤ Re(λ) ≤ β}. As seen in Section 3.2.2, σ+ is a finite set. Let

P+ be the spectral projection defined by

P+ =
1

2πi

∫

Γ
(λ+A)−1dλ, (4.4)
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where Γ is a rectifiable closed curve separating σ+ from σ−. We can take constant

dichotomy projections P (t) := P+ and I − P (t) := I − P+ for all t ∈ R.

In fact, the above conditions imply exponential dichotomy in a fractional power

space (see examples in [52]).

We make the following assumption.

Assumption 4.1.4. We assume that the corresponding homogeneous equation of (4.2),

that is u′(t) + Au(t) = 0 has an exponential dichotomy on R with exponent β > 0 and

bound M .

We next prove the existence and uniqueness of bounded entire solutions of (4.2).

Theorem 4.1.5 ([69, Theorem 4]). Suppose that Assumption 4.1.4 is satisfied. For ev-

ery g ∈ BC(R, L2(Ω)), there exists a unique bounded entire solution u ∈ BC(R, L2(Ω))

of (4.2). Moreover, u can be represented by

u(t) =

∫ t

−∞
S(t− τ)(I − P )g(τ)dτ −

∫ ∞

t
S(t− τ)Pg(τ)dτ, (4.5)

for all t ∈ R.

Proof. Let g ∈ BC(R, L2(Ω)) be arbitrary. Consider u(t) defined by (4.5). Applying

the estimates (iii) and (iv) in the definition of exponential dichotomy, we see that

‖u(t)‖L2(Ω) ≤
∫ t

−∞
Me−β(t−τ)‖g‖∞dτ +

∫ ∞

t
Meβ(t−τ)‖g‖∞dτ ≤

2M

β
‖g‖∞,

for all t ∈ R. By the change of variables, we can write (4.5) as

u(t) =

∫ ∞

0
S(τ)(I − P )g(t− τ)dτ −

∫ 0

−∞
S(τ)Pg(t− τ)dτ, (4.6)

for all t ∈ R. From (4.6), it is easy to see (using the dominated convergence theorem)

that u is continuous on R. Hence, u ∈ BC(R, L2(Ω)). For t ≥ s, we have

u(t)− S(t− s)u(s) =

∫ t

−∞
S(t− τ)(I − P )g(τ)dτ −

∫ ∞

t
S(t− τ)Pg(τ)dτ

− S(t− s)
∫ s

−∞
S(s− τ)(I − P )g(τ)dτ

+ S(t− s)
∫ ∞

s
S(s− τ)Pg(τ)dτ

=

∫ t

s
S(t− τ)(I − P )g(τ)dτ +

∫ t

s
S(t− τ)Pg(τ)dτ

=

∫ t

s
S(t− τ)g(τ)dt.
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Therefore, u defined by (4.5) is a bounded entire solution of (4.2).

To prove the uniqueness, let u and v be bounded entire solutions of (4.2). Setting

w := u − v, we have w is a bounded entire solution of the homogeneous equation

w′(t) + Aw(t) = 0. Hence, for any t ∈ R, we have w(t) = S(s)w(t − s) for s ≥ 0. By

the exponential dichotomy,

‖(I − P )w(t)‖L2(Ω) ≤ ‖S(s)(I − P )‖‖w(t− s)‖L2(Ω) ≤Me−βs‖w‖∞ → 0

as s → ∞. Hence, (I − P )w(t) = 0 and Pw(t) = w(t) for all t ∈ R. Similarly, for any

t ∈ R, we have Pw(t) = S(−s)Pw(t+ s) for s ≥ 0. Thus,

‖Pw(t)‖L2(Ω) ≤ ‖S(−s)P‖‖Pw(t+ s)‖ ≤Me−βs‖w‖∞ → 0

as s→∞. Hence, we have Pw(t) = 0 for all t ∈ R. This implies w(t) = 0 for all t ∈ R
and thus u = v.

It follows from the above theorem that the operator

L−1 : BC(R, L2(Ω))→ BC(R, L2(Ω))

given by

L−1g(t) :=

∫ t

−∞
S(t− τ)(I − P )g(τ)dτ −

∫ ∞

t
S(t− τ)Pg(τ)dτ, (4.7)

for t ≥ 0 is well defined. Moreover, L−1 is bounded and linear with the operator

norm ‖L−1‖ ≤ 2M/β. Hence, L−1 is continuous under the topology induced by the

norm of BC(R, L2(Ω)). We also remark the continuity under the topology of uniform

convergence on compact subsets below.

Proposition 4.1.6. Suppose that gn, g ∈ BC(R, L2(Ω)) are functions such that gn(t)→
g(t) in L2(Ω) uniformly with respect to t on compact subsets of R and ‖gn‖∞ is uniformly

bounded. Then L−1gn(t) → L−1g(t) in L2(Ω) uniformly with respect to t on compact

subsets of R.

Proof. It is easy to see from the dominated convergence theorem and the representation

of bounded entire solution in (4.5) that L−1gn(t)→ L−1g(t) in L2(Ω) for all t ∈ R. Let

J ⊂ R be a compact set. We show that L−1gn(t)→ L−1g(t) in L2(Ω) uniformly on J .

Let ε > 0 be arbitrary. By the estimates (iii) and (iv) in the definition of exponential

dichotomy (Definition 4.1.2) and the uniform boundedness of ‖gn‖∞, we can choose
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T > 0 depending only on ε such that

∫ ∞

T
‖S(τ)(I − P )

(
gn(t− τ)− g(t− τ)

)
‖L2(Ω)dτ ≤

ε

4
∫ −T

−∞
‖S(τ)P

(
gn(t− τ)− g(t− τ)

)
‖L2(Ω)dτ ≤

ε

4
,

(4.8)

for all n ∈ N. Using the representation (4.6) of bounded entire solutions and (4.8), we

get from the exponential dichotomy that

‖L−1gn(t)− L−1g(t)‖L2(Ω) ≤
∫ ∞

0
‖S(τ)(I − P )

(
gn(t− τ)− g(t− τ)

)
‖L2(Ω)dτ

+

∫ 0

−∞
‖S(τ)P

(
gn(t− τ)− g(t− τ)

)
‖L2(Ω)dτ

≤
∫ T

0
‖S(τ)(I − P )

(
gn(t− τ)− g(t− τ)

)
‖L2(Ω)dτ

+

∫ 0

−T
‖S(τ)P

(
gn(t− τ)− g(t− τ)

)
‖L2(Ω)dτ +

ε

2

≤ sup
τ∈[0,T ]

‖gn(t− τ)− g(t− τ)‖L2(Ω)

∫ T

0
Me−βτdτ

+ sup
τ∈[−T,0]

‖gn(t− τ)− g(t− τ)‖L2(Ω)

∫ 0

−T
Meβτdτ

+
ε

2
,

(4.9)

for all n ∈ N. Since J and [−T, T ] are compact, we have {t− τ : t ∈ J, τ ∈ [−T, T ]} is a

compact subset of R. By our assumption, gn(t− τ)→ g(t− τ) in L2(Ω) uniformly with

respect to (t, τ) ∈ J × [−T, T ]. Hence, there exists N0 ∈ N such that

sup
t∈J

sup
τ∈[−T,T ]

‖gn(t− τ)− g(t− τ)‖L2(Ω)
M

β
(1− e−βT ) ≤ ε

4
,

for all n > N0. It follows from (4.9) that for every t ∈ J ,

‖L−1gn(t)− L−1g(t)‖L2(Ω) ≤ ε,

for all n > N0. As ε > 0 was arbitrary, this proves the required uniform convergence.

We show below that L−1 leaves some subspaces of BC(R, L2(Ω)) invariant. We
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denote the following subspaces of BC(R, L2(Ω)) by

BUC(R, L2(Ω)) := {f ∈ BC(R, L2(Ω)) : f is uniformly continuous on R}
AP (R, L2(Ω)) := {f ∈ BC(R, L2(Ω)) : f is almost periodic}
P (ω,L2(Ω)) := {f ∈ BC(R, L2(Ω)) : f is ω-periodic}
C1(R, L2(Ω)) := {f ∈ BC(R, L2(Ω)) : lim

t→±∞
f(t) exists}

C0(R, L2(Ω)) := {f ∈ BC(R, L2(Ω)) : lim
t→±∞

f(t) = 0}.

Recall that a function f : R→ L2(Ω) is almost periodic if {fτ}τ∈R is relatively compact

in BC(R, L2(Ω)), where

fτ (·) := f(τ + ·) (4.10)

is the τ -translation of f . This condition is called Bochner’s characterisation of almost

periodicity. An equivalent definition can be given in terms of relative dense sets in R
as follows: f is continuous and for every ε > 0 there exists `(ε) > 0 such that every

interval J of length `(ε) contains τ such that ‖f(t + τ) − f(t)‖L2(Ω) < ε for all t ∈ R.

We refer to [28] or [80] for the theory of almost periodic functions.

Proposition 4.1.7 ([69, Proposition 3]). The operator L−1 has the following properties.

(i) L−1gτ = (L−1g)τ for all τ ∈ R.

(ii) The following spaces BUC(R, L2(Ω)), AP (R, L2(Ω)), P (ω,L2(Ω)), C1(R, L2(Ω))

and C0(R, L2(Ω)) are invariant under L−1.

Proof. The assertion (i) is almost trivial. Let g ∈ BC(R, L2(Ω)). Then u(t) :=

(L−1g)(t+τ) is a bounded entire solution of (4.2) with g(t) replaced by gτ (t) = g(t+τ).

By the uniqueness of bounded entire solutions, the statement follows.

We next show the invariance of the above subspaces. It is evident by (i) that

P (ω,L2(Ω)) is invariant under L−1. Moreover, if g ∈ AP (R, L2(Ω)), then by def-

inition, {gτ}τ∈R is relatively compact in BC(R, L2(Ω)). By (i) again, we see that

{(L−1g)τ}τ∈R = {L−1gτ}τ∈R is relatively compact in BC(R, L2(Ω)) because L−1 is

a bounded linear map. This proves the invariance of AP (R, L2(Ω)). In addition, for

any g ∈ BC(R, L2(Ω)), we see from (i) that

‖(L−1g)τ − L−1g‖∞ = ‖L−1gτ − L−1g‖∞
≤ ‖L−1‖‖gτ − g‖∞,

for all τ ∈ R. Hence, BUC(R, L2(Ω)) is also invariant under L−1.
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Now, let g be a function in C1(R, L2(Ω)). We denote by g(∞) := limt→∞ g(t). We

define the constant function f by f(t) := g(∞) for all t ∈ R. Then gτ (t) converges to

f(t) in L2(Ω) as τ → ∞ uniformly on compact subsets of R. By Proposition 4.1.6, we

have

(L−1g)τ = L−1gτ → L−1f

in L2(Ω) as τ →∞ uniformly on compact subsets of R. In particular, this implies

L−1g(τ) = (L−1g)τ (0)→ L−1f(0) = A−1g(∞)

in L2(Ω) as τ →∞. By a similar argument, we see that the limit of L−1g(τ) as τ → −∞
exists. Hence, C1(R, L2(Ω)) is invariant under L−1. It is now clear for the invariance of

C0(R, L2(Ω)).

For the invariance of C0(R, L2(Ω)) under L−1, the proof above does not answer how

fast L−1g(t) converges to zero as t→ ±∞. We give an alternative (direct) proof below

to keep track of how large t is required for making L−1g(t) closed to zero.

Proposition 4.1.8. The operator L−1 maps C0(R, L2(Ω)) into itself.

Proof. Suppose g ∈ C0(R, L2(Ω)). Let ε > 0 be arbitrary. Then there exists T > 0 such

that

‖g(t)‖L2(Ω) ≤
β

4M
ε,

if |t| > T . Fix now t > T . If τ ∈ (−∞, t− T ), then t− τ > T . Hence, ‖g(t− τ)‖L2(Ω) ≤
β

4M ε for all τ ∈ (−∞, t− T ). Therefore,

∫ ∞

0
‖S(τ)(I − P )g(t− τ)‖L2(Ω)dτ =

∫ t−T

0
‖S(τ)(I − P )g(t− τ)‖L2(Ω)dτ

+

∫ ∞

t−T
‖S(τ)(I − P )g(t− τ)‖L2(Ω)dτ

≤ β

4M
ε

∫ t−T

0
Me−βτdτ + ‖g‖∞

∫ ∞

t−T
Me−βτdτ

≤ ε

4
+ ‖g‖∞

M

β
e−β(t−T ).

(4.11)

Moreover, ∫ 0

−∞
‖S(τ)Pg(t− τ)‖L2(Ω)dτ ≤

β

4M
ε

∫ 0

−∞
Meβτdτ ≤ ε

4
. (4.12)
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Combining (4.11) and (4.12), we have

‖L−1g(t)‖L2(Ω) ≤
∫ ∞

0
‖S(τ)(I − P )g(t− τ)‖L2(Ω)dτ +

∫ 0

−∞
‖S(τ)Pg(t− τ)‖L2(Ω)dτ

≤ ε

2
+ ‖g‖∞

M

β
e−β(t−T ).

(4.13)

Since the above argument works for any fixed t > T , we have that (4.13) holds for all

t > T . Choosing T̃ > T so that

‖g‖∞
M

β
e−β(T̃−T ) <

ε

2
,

it follows that ‖L−1g(t)‖L2(Ω) < ε if t > T̃ . Since ε > 0 was arbitrary, this implies

L−1g(t)→ 0 in L2(Ω) as t→∞.

To get L−1g(t)→ 0 in L2(Ω) as t→ −∞, we instead consider t < −T and follow a

similar argument as above. Then we estimate ‖L−1g(t)‖L2(Ω) by splitting it into

∫ t+T

−∞
‖S(τ)Pg(t− τ)‖L2(Ω)dτ +

∫ 0

t+T
‖S(τ)Pg(t− τ)‖L2(Ω)dτ

+

∫ ∞

0
‖S(τ)(I − P )g(t− τ)‖L2(Ω)dτ.

4.2 Convergence of bounded entire solutions of linear

equations: L2-Theory

Let Ωn and Ω be bounded open sets in RN satisfying Assumption 1.4.1. We consider

the perturbation of (4.1) given by





∂u

∂t
+Anu = gn(x, t) in Ωn × (−∞,∞)

u = 0 on ∂Ωn × (−∞,∞),

(4.14)

where gn ∈ C(RN × R) and An is an elliptic operator defined by (2.40). As previously

seen in Section 2.4.2, we can write (4.14) in the abstract form in L2(Ωn) as

u′(t) +Anu = gn(t), t ∈ (−∞,∞). (4.15)

The operator−An is the generator of a strongly continuous analytic semigroup Sn(t), t ≥
0 on L2(Ωn).
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As before, we use the inclusion operators in and i defined by (1.27) and (1.28)

respectively to handle domain perturbation. We also use the restriction operators rn

and r defined by (1.29) and (1.30), respectively. We make the following assumptions

for the unperturbed equation.

Assumption 4.2.1. We assume that σ(−A) can be decomposed as σ(−A) = σ+ ∪ σ−

where σ+ and σ− are given as in (4.3).

We see in Example 4.1.3 that Assumption 4.2.1 implies an exponential dichotomy of

u′(t)+Au(t) = 0 with the projection P = P+ given by (4.4). We assume the conditions

below for our perturbation.

Assumption 4.2.2. We assume that

(i) The coefficients of the operator An converge to the corresponding coefficients of

A as n→∞ (see Assumption 2.4.5);

(ii) H1
0 (Ωn) converges to H1

0 (Ω) in the sense of Mosco.

Lemma 4.2.3. Suppose that Assumption 4.2.1 and Assumption 4.2.2 are satisfied.

Then u′(t) + Anu(t) = 0 has an exponential dichotomy on R with uniform exponent β

and uniform bound M for all n sufficiently large. In particular, for n sufficiently large

the dichotomy projections Pn can be taken as the spectral projection

Pn := P+
n =

1

2πi

∫

Γ
(λ+An)−1dλ, (4.16)

where Γ is a rectifiable closed curve separating σ+ from σ−. Moreover, inPnrn → iPr

in L (L2(D)) as n→∞.

Proof. The assertion directly follows from Corollary 2.4.12 by noting that σn is separated

by the strip {λ : −β ≤ Re(λ) ≤ β} with the uniform parameter β for n sufficiently

large.

We prove the convergence of solutions in the stable and unstable directions below.

Lemma 4.2.4. Suppose that Assumption 4.2.1 and Assumption 4.2.2 are satisfied.

Let u0,n ∈ L2(Ωn) and u0 ∈ L2(Ω) be such that rinu0,n ⇀ u0 in L2(Ω) weakly and

‖inu0,n‖L2(D) is uniformly bounded. Then

(i) inSn(t)(I − Pn)u0,n → iS(t)(I − P )u0 in L2(D) for all t > 0 and uniformly on

compact subsets of (0,∞).
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(ii) inSn(t)Pnu0,n → iS(t)Pu0 in L2(D) for all t ≤ 0 and uniformly on compact

subsets of (−∞, 0].

Moreover, if inu0,n → iu0 in L2(D) strongly, then the convergence in assertion (i) holds

uniformly on compact subsets of [0,∞).

Proof. It follows from Lemma 3.4.1 (iv) that rin(I − Pn)u0,n ⇀ (I − P )u0 in L2(Ω)

weakly. Applying domain perturbation results for initial value problems in Theorem

1.4.9 (with homogeneous data fn, f = 0), assertion (i) follows. Taking Lemma 3.4.1 (i)

into account, the additional statement regarding to uniform convergence on compact

subset of [0,∞) holds.

We next prove assertion (ii). By Lemma 3.4.1 (iv), we have rinPnu0n ⇀ Pu0 in

L2(Ω) weakly. By uniform boundedness of inu0,n in L2(D), we have ‖Pnu0,n‖L2(Ωn)

is also uniformly bounded. Applying Corollary 3.4.6, we obtain a subsequence such

that inkPnku0,nk → iw in L2(D) for some w ∈ X+ := P (L2(Ω)). In particular,

rinkPnku0,nk → w in L2(Ω). Hence, we conclude that w = Pu0 and the whole se-

quence

inPnu0,n → iPu0 (4.17)

in L2(D) strongly. Let now T > 0 be arbitrary. By Lemma 4.2.3, we have

inPnrniS(−T )Pu0 → iPriS(−T )Pu0 = iS(−T )Pu0 (4.18)

in L2(D). Applying domain perturbation results in Theorem 1.4.9 (for homogeneous

equations), we get

inSn(T )PnrniS(−T )Pu0 → iS(T )S(−T )Pu0 = iPu0 (4.19)

in L2(D). On the other hand, using (4.17) we also get

inSn(T )PnSn(−T )Pnu0,n = inPnu0,n → iPu0 (4.20)

in L2(D). It follows from (4.19) and (4.20) that

inSn(T )PnSn(−T )Pnu0,n − inSn(T )PnrniS(−T )Pu0 → 0

in L2(D). In particular,

∥∥Sn(T )Pn
(
Sn(−T )Pnu0,n − PnrniS(−T )Pu0

)∥∥
L2(Ωn)

→ 0 (4.21)
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as n → ∞. By the exponential dichotomy for the perturbed equations (see Lemma

4.2.3) and (4.21), we see that

‖Sn(−T )Pnu0,n − PnrniS(−T )Pu0‖L2(Ωn)

≤ ‖Sn(−T )Pn‖
∥∥Sn(T )Pn

(
Sn(−T )Pnu0,n − PnrniS(−T )Pu0

)∥∥
L2(Ωn)

≤Me−βT
∥∥Sn(T )Pn

(
Sn(−T )Pnu0,n − PnrniS(−T )Pu0

)∥∥
L2(Ωn)

→ 0

(4.22)

as n→∞. Combining (4.22) and (4.18), we conclude that

inSn(−T )Pnu0,n → iS(−T )Pu0 (4.23)

in L2(D) as n→∞. As T > 0 was arbitrary and (4.17) holds, we have

inSn(t)Pnu0,n → iS(t)Pu0 (4.24)

in L2(Ω) for all t ≤ 0. The uniform convergence of (4.24) with respect to t in compact

subsets of (−∞, 0] immediately follows from Theorem 1.4.9 (by applying to the forward

problems with initial data Sn(−T )Pnu0,n for T > 0).

We next prove our first result on convergence of bounded entire solutions under

domain perturbation.

Theorem 4.2.5. Suppose that Assumption 4.2.1 and Assumption 4.2.2 are satisfied.

Let gn and g be functions in BC(R, L2(Ωn)) and BC(R, L2(Ω)), respectively. Assume

that ‖gn‖∞ is uniformly bounded. If ringn(t) ⇀ g(t) weakly in L2(Ω) uniformly with

respect to t ∈ R, that is

sup
t∈R

(ringn(t)− g(t)|v)L2(Ω) → 0, (4.25)

for all v ∈ L2(Ω), then inL
−1
n gn → iL−1g in BC(R, L2(D)).

Proof. Using the representation (4.6) of bounded entire solutions in Theorem 4.1.5, we

have

L−1
n gn(t) =

∫ ∞

0
Sn(τ)(I − Pn)gn(t− τ)dτ −

∫ 0

−∞
Sn(τ)Pngn(t− τ)dτ

L−1g(t) =

∫ ∞

0
S(τ)(I − P )g(t− τ)dτ −

∫ 0

−∞
S(τ)Pg(t− τ)dτ,
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for all t ∈ R. To show the uniform convergence of inL
−1
n gn(t) → iL−1g(t) in L2(D)

with respect to t ∈ R, it suffices to show that for every sequence {tn}n∈N with tn ∈ R,

we have
∫ ∞

0
‖inSn(τ)(I − Pn)gn(tn − τ)− iS(τ)(I − P )g(tn − τ)‖L2(D)dτ → 0

∫ 0

−∞
‖inSn(τ)Pngn(tn − τ)− iS(τ)Pg(tn − τ)‖L2(D)dτ → 0

as n→∞.

Let {tn}n∈N be an arbitrary sequence in R. We have from (4.25) that

(ringn(tn − τ)− g(tn − τ)|v)L2(D) → 0, (4.26)

for all v ∈ L2(Ω) and for all τ ∈ R. This implies

ringn(tn − τ)− g(tn − τ) ⇀ 0 (4.27)

in L2(Ω) weakly for all τ ∈ R. By the convergence of spectral projections inPnrn → iPr

(see Lemma 4.2.3) together with (4.27) and the uniform boundedness of ‖gn‖∞, it follows

that
(rinPngn(tn − τ)− Pg(tn − τ)|v)L2(Ω)

≤ (rinPngn(tn − τ)− Pringn(tn − τ)|v)L2(Ω)

+ (Pringn(tn − τ)− Pg(tn − τ)|v)L2(Ω)

≤ ‖r‖‖inPnrn − iPr‖‖ingn(tn − τ)‖L2(D)‖v‖L2(Ω)

(ringn(tn − τ)− g(tn − τ)|P ′v)L2(Ω)

→ 0,

for all v ∈ L2(Ω) and for all τ ∈ R where P ′ is the adjoint operator of P . This implies

rinPngn(tn − τ)− Pg(tn − τ) ⇀ 0 (4.28)

in L2(Ω) weakly for all τ ∈ R. By (4.27), we also have that

rin(I − Pn)gn(tn − τ)− (I − P )g(tn − τ) ⇀ 0 (4.29)

in L2(Ω) weakly for all τ ∈ R.

We fix now an arbitrary τ ∈ (0,∞). By the boundedness of ‖(I−P )g(tn− τ)‖L2(Ω),

we have that for any subsequence ‖(I − P )g(tnk − τ)‖L2(Ω), there exists a further weak

convergent subsequence (indexed again by nk) such that

(I − P )g(tnk − τ) ⇀ ξτ
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in L2(Ω) for some ξτ ∈ L2(Ω). We get from (4.29) that

rink(I − Pnk)gnk(tnk − τ) ⇀ ξτ

in L2(Ω). By Lemma 4.2.4 (i), we have

inkSnk(t)(I − Pnk)gnk(tnk − τ)→ iS(t)(I − P )ξτ

iS(t)(I − P )g(tnk − τ)→ iS(t)(I − P )ξτ

in L2(D) for all t ∈ (0,∞). In particular, taking t = τ we have

‖inkSnk(τ)(I − Pnk)gnk(tnk − τ)− iS(τ)(I − P )g(tnk − τ)‖L2(D) → 0.

Since the above argument holds for every subsequence, we conclude that

‖inSn(τ)(I − Pn)gn(tn − τ)− iS(τ)(I − P )g(tn − τ)‖L2(D) → 0. (4.30)

As τ ∈ (0,∞) was arbitrary, the above argument implies pointwise convergence of

(4.30) for each τ ∈ (0,∞). By the uniform boundedness of ‖gn‖∞ and the exponential

dichotomy, we see that
∫ ∞

0
‖inSn(τ)(I − Pn)gn(tn − τ)− iS(τ)(I − P )g(tn − τ)‖L2(D)dτ

≤ (‖gn‖∞ + ‖g‖∞)

∫ ∞

0
Me−βτdτ

<∞.

Using (4.30) and applying the dominated convergence theorem, we get
∫ ∞

0
‖inSn(τ)(I − Pn)gn(tn − τ)− iS(τ)(I − P )g(tn − τ)‖L2(D)dτ → 0

as n→∞.

By a similar argument as above (using (4.28) and Lemma 4.2.4 (ii) instead of (4.29)

and Lemma 4.2.4 (i), respectively), we have pointwise convergence

‖inSn(τ)Pngn(tn − τ)− iS(τ)Pg(tn − τ)‖L2(D) → 0, (4.31)

for each τ ∈ (−∞, 0). Applying the dominated convergence theorem, we get

∫ 0

−∞
‖inSn(τ)Pngn(tn − τ)− iS(τ)Pg(tn − τ)‖L2(D)dτ → 0

as n→∞.

Since a sequence {tn}n∈N was arbitrary, we conclude that inL
−1
n gn(t)→ iL−1g(t) in

L2(D) uniformly on R as required.
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In the next convergence result, we assume only weak-∗ convergence of the inhomo-

geneous terms in L∞(R, L2(Ω)).

Theorem 4.2.6. Suppose that Assumption 4.2.1 and Assumption 4.2.2 are satisfied.

Let gn and g be functions in BC(R, L2(Ωn)) and BC(R, L2(Ω)), respectively. Assume

that ‖gn‖∞ is uniformly bounded. If ringn
∗
⇀ g in L∞(R, L2(Ω)), then inL

−1
n gn con-

verges to iL−1g in BC(R, L2(D)) under the topology of uniform convergence on compact

sets.

Proof. By the uniform boundedness of ‖gn‖∞, we have that inL
−1
n gn is also uniformly

bounded in L∞(R, L2(D)). As R is separable, we can choose a dense sequence {t1, t2, . . .}
in R (e.g. a sequence of rational numbers). Since inL

−1
n gn(t1) is bounded in L2(D), we

can extract a subsequence {i1,nL−1
1,ng1,n(t1)}n∈N of {inL−1

n gn(t1)}n∈N so that it converges

in L2(D) weakly. Similarly, by the boundedness of i1,nL
−1
1,ng1,n(t2), we can extract a

subsequence {i2,nL−1
2,ng2,n(t2)}n∈N of {i1,nL−1

1,ng1,n(t2)}n∈N so that it converges in L2(D)

weakly. Inductively, we obtain for every k ≥ 2 a subsequence {ik,nL−1
k,ngk,n(tk)}n∈N

of {i(k−1),nL
−1
(k−1),ng(k−1),n(tk)}n∈N which converges in L2(D) weakly as n → ∞. We

denote the weak limit of ik,nL
−1
k,ngk,n(tk) in L2(D) by ψtk for each k ∈ N. In particular,

rik,nL
−1
k,ngk,n(tk) ⇀ rψtk =: φtk

in L2(Ω) as n → ∞ for all k ∈ N. Consider a diagonal subsequence {in,nL−1
n,ngn,n}n∈N.

By a standard diagonal argument, rin,nL
−1
n,ngn,n(tk) ⇀ φtk in L2(Ω) weakly for every

k ≥ 1. In other words, the diagonal subsequence converges weakly on a dense subset of

R.

By the weak ∗-convergence of ringn
∗
⇀ g in L∞(R, L2(Ω)), we have ringn ⇀ g in

L2(J, L2(Ω)) for every compact interval J ⊂⊂ R. To see this, let v ∈ L2(J, L2(Ω)) be

arbitrary and denote by ṽ the extension of v by zero on R\J̄ . We have ṽ ∈ L1((R, L2(Ω)).

It follows from the definition of weak ∗-convergence that
∫

J
(ringn(t)|v(t))L2(Ω)dt =

∫ ∞

−∞
(ringn(t)|ṽ(t))L2(Ω)dt

→
∫ ∞

−∞
(g(t)|ṽ(t))L2(Ω)dt =

∫

J
(g(t)|v(t))L2(Ω)dt.

This proves the required weak convergence in L2(J, L2(Ω)). We note that for every

k ≥ 1, the restriction of L−1
n,ngn,n on (tk,∞) satisfies the following initial value problem




v̇(t) +An,nv(t) = gn,n(t) for t ∈ (tk,∞)

v(tk) = L−1
n,ngn,n(tk).

(4.32)
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Since ringn ⇀ g in L2(J, L2(Ω)) for any J ⊂⊂ R and rin,nL
−1
n,ngn,n(tk) ⇀ φtk in L2(Ω),

we conclude from domain perturbation results in Theorem 1.4.9 that for every k ≥ 1, the

restriction in,nL
−1
n,ngn,n|(tk,∞) converges to the unique solution of the following problem




v̇(t) +Av(t) = g(t) for t ∈ (tk,∞)

v(tk) = φtk

(4.33)

uniformly on compact subsets of (tk,∞). Since for every t ∈ R there exists tk such that

tk < t (from the density of {tk, k ∈ N} in R), we conclude that in,nL
−1
n,ngn,n(t) converges

in L2(D) strongly for all t ∈ R. We denote the pointwise limit of in,nL
−1
n,ngn,n(t) in L2(D)

by iφt for each t ∈ R where φt ∈ L2(Ω). Note that for k ≥ 1 the strong limit agrees with

the weak limit φtk considered previously. Since supn∈N supt∈R ‖inL−1
n gn(t)‖L2(D) < K

for some K > 0, we see that ‖iφt‖L2(D) ≤ K for all t ∈ R. Setting φ(t) := φt for t ∈ R,

we have φ ∈ L∞(R, L2(Ω)).

Repeating the above argument for an arbitrary s ∈ R instead of tk, k ≥ 1, we have

that the restriction of φ on (s,∞) satisfies




v̇(t) +Av(t) = g(t) for t ∈ (s,∞)

v(s) = φ(s).

In particular, we have φ|(s,∞) ∈ C((s,∞), L2(Ω)). Since this is true for any s ∈ R, we

conclude that φ ∈ BC(R, L2(Ω)) and φ is a bounded entire solution of (4.2). By the

uniqueness of bounded entire solution, φ = L−1g and the whole sequence converges,

that is

inL
−1
n gn(t)→ iL−1g(t) (4.34)

in L2(D) pointwise for all t ∈ R. The uniform convergence of (4.34) with respect to t

in compact subsets of R immediately follows from Theorem 1.4.9.

4.3 Lp-Theory for bounded entire solutions of linear

parabolic equations

In this section, we prove the convergence of bounded entire solutions under domain

perturbation under the Lp-norm for a certain range of p ≥ 2. The main ingredients

for this result are the L2 results in Section 4.2 and the interpolation arguments. In

addition, we prove Hölder continuity of bounded entire solutions with respect to time

under a certain Lp norm.
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Recall that by our assumptions on the operator A, the semigroup S(t) for Dirichlet

problems satisfies the following heat kernel estimate

‖S(t− s)‖L (Lp(Ω),Lq(Ω)) ≤ C(t− s)−
N
2

(
1
p
− 1
q

)
, (4.35)

for all 1 ≤ p ≤ q ≤ ∞ and t ≥ s, where C is a positive constant independent of Ω (see

[36, Section 7]).

We first show that the solutions are actually bounded in Lp for some range of p ≥ 2.

For this, we need the following estimates.

Lemma 4.3.1. Let 2 ≤ p <∞ be such that αp := N
2 (1

2 − 1
p) ∈ [0, 1). Then there exists

M1(p),M2(p) > 0 such that

(i) ‖S(t)(I − P )‖L (L2(Ω),Lp(Ω)) ≤M1(p)t−αpe−
β
2
t for all t > 0.

(ii) ‖S(t)P‖L (L2(Ω),Lp(Ω)) ≤M2(p)eβt for all t < 0.

Proof. Let t > 0. It follows from the heat kernel estimate (4.35) and the exponential

dichotomy that

‖S(t)(I − P )‖L (L2(Ω),Lp(Ω)) ≤ ‖S(t/2)‖L (L2(Ω),Lp(Ω))‖S(t/2)(I − P )‖L (L2(Ω))

≤ C
(
t

2

)−αp
Me−

β
2
t

≤M1(p)t−αpe−
β
2
t,

for all t > 0 where M1(p) := CM2αp . Similarly, for t < 0 we have

‖S(t)P‖L (L2(Ω),Lp(Ω)) ≤ ‖S(1)‖L (L2(Ω),Lp(Ω))‖S(t− 1)P‖L (L2(Ω))

≤ C1−αpMeβ(t−1)

≤M2(p)eβt,

for all t < 0 where M2(p) := CMe−β.

Remark 4.3.2. The range of p satisfying the condition in the above theorem depends on

N . In fact, for domains in two, three or four dimensional spaces, 2 ≤ p < ∞ is valid.

For N ≥ 5, we require 2 ≤ p < 2N
N−4 .

We next show that the bounded entire solutions are bounded with respect to a

stronger Lp norm.
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Theorem 4.3.3. Let g be a function in BC(R, L2(Ω)). The bounded entire solution

u = L−1g of (4.2) belongs to BC(R, Lp(Ω)) for all p satisfying 2 ≤ p < ∞ with

αp := N
2 (1

2 − 1
p) ∈ [0, 1).

Proof. Using the representation (4.6) of bounded entire solutions, we show that

∫ ∞

0
‖S(τ)(I − P )g(t− τ)‖Lp(Ω)dτ −

∫ 0

−∞
‖S(τ)Pg(t− τ)‖Lp(Ω)dτ

is uniformly bounded for all t ∈ R. By Lemma 4.3.1 (i), we see that

∫ ∞

0
‖S(τ)(I − P )g(t− τ)‖Lp(Ω)dτ

≤
∫ ∞

0
‖S(τ)(I − P )‖L (L2(Ω),Lp(Ω))‖g(t− τ)‖L2(Ω)dτ

≤ ‖g‖∞
∫ ∞

0
M1(p)τ−αpe−

β
2
τdτ

= ‖g‖∞M1(p)

∫ ∞

0

(
2τ

β

)−αp
e−τ

2

β
dτ

= ‖g‖∞M1(p)

(
2

β

)1−αp ∫ ∞

0
τ−αpe−τdτ

= ‖g‖∞M1(p)

(
2

β

)1−αp
Γ(1− αp),

for all t ∈ R. By Lemma 4.3.1 (ii), we have

∫ 0

−∞
‖S(τ)Pg(t− τ)‖Lp(Ω)dτ ≤

∫ 0

−∞
‖S(τ)P‖L (L2(Ω),Lp(Ω))‖g(t− τ)‖L2(Ω)dτ

≤ ‖g‖∞
∫ 0

−∞
M2(p)eβtdτ

= ‖g‖∞
M2(p)

β
,

for all t ∈ R.

As a direct application of the convergence results in Section 4.2, we state the fol-

lowing theorems.

Theorem 4.3.4. Suppose that all assumptions in Theorem 4.2.5 are satisfied. Then

inL
−1
n gn → iL−1g in BC(R, Lp(D)) for all p satisfying 2 ≤ p <∞ and N

2 (1
2− 1

p) ∈ [0, 1).

Proof. Taking Remark 4.3.2 into account, we fix p such that 2 ≤ p <∞ for N = 2, 3, 4

and 2 ≤ p < 2N
N−4 for N ≥ 5. There exists q such that p < q < ∞ for N = 2, 3, 4
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or p ≤ q < 2N
N−4 for N ≥ 5. By the uniform estimate of semigroups Sn(t) and the

uniform exponential dichotomy, we see from Theorem 4.3.3 that ‖inL−1
n gn‖BC(R,Lq(D))

and ‖iL−1g‖BC(R,Lq(D)) are uniformly bounded for all n ∈ N. Hence, by Theorem 4.2.5

and interpolation inequality with θ := (p−2)q
(q−2)p ,

‖inL−1
n gn(t)− iL−1g(t)‖Lp(D)

≤ ‖inL−1
n gn(t)− iL−1g(t)‖θLq(D)‖inL−1

n gn(t)− iL−1g(t)‖1−θ
L2(D)

≤ ‖inL−1
n gn − iL−1g‖θBC(R,Lq(D))‖inL−1

n gn − iL−1g‖1−θ
BC(R,L2(D))

→ 0

as n→∞ uniformly with respect to t ∈ R.

Theorem 4.3.5. Suppose that all assumptions in Theorem 4.2.6 are satisfied. Then

inL
−1
n gn converges to iL−1g in BC(R, Lp(D)) under the topology of uniform convergence

on compact subsets for all p satisfying 2 ≤ p <∞ and N
2 (1

2 − 1
p) ∈ [0, 1).

Proof. The result follows from Theorem 4.2.6 and a similar interpolation argument as

in the proof of Theorem 4.3.4.

In the remainder of this section, we obtain the Hölder continuity of the bounded

entire solution of (4.2) with respect to time in BC(R, Lp(Ω)). The result is similar

to the Hölder continuity proved in Daners [40] (see Lemma 5.3, Lemma 5.5, Corollary

5.6) for evolution equations in interpolation spaces, or in Henry [52, Section 3.3] for

evolution equations in fractional power spaces. As we work in the Lp scales, the estimate

‖AS(t)‖L (Lp(Ω)) ≤ cp
t for t > 0 leads to a singularity when integrating near t = 0. This

difficulty does not occur when working in interpolation spaces or fractional power spaces.

This is because we can get a better estimate of ‖AS(t)‖α,β for certain α and β due to

the use of graph norm in the definition of these spaces (X1 = D(A) for interpolation

spaces, Xα = D(Aα) for fractional power spaces). However, we exploit the boundedness

and use that the solution is defined on R to establish Hölder continuity of bounded

entire solutions under the Lp norm in Proposition 4.3.7 below. This result seems to be

interesting and its proof is a little more involved than those in [40] and [52]. We first

give the following lemma.

Lemma 4.3.6. For every 2 < p <∞ satisfying αp := N
2 (1

2 − 1
p) ∈ (0, 1), there exists a

constant Cp > 0 depending only on p such that

‖S(t)− S(s)‖L (L2(Ω),Lp(Ω)) ≤
Cp
s
|t− s|1−αp ,
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for all 0 < s ≤ t.

Proof. Let 0 < s < t be arbitrary. Using a standard heat kernel estimate (4.35) and the

estimate ‖AS(t)‖L (Lp(Ω)) ≤ cp
t for t > 0 (see e.g. [40, p.21] or [66, Chapter 2, Theorem

5.2 (d)]), we compute

‖S(t)x− S(s)x‖Lp(Ω) ≤
∫ t

s

∥∥∥ d
dτ
S(τ)x

∥∥∥
Lp(Ω)

dτ

=

∫ t

s
‖AS(τ)x‖Lp(Ω)dτ

≤
∫ t

s
‖AS(s)‖L (Lp(Ω))‖A(τ − s)‖L (L2(Ω),Lp(Ω))‖x‖L2(Ω)dτ

≤ ‖x‖L2(Ω)
cp
s

∫ t

s
C(τ − s)−αpdτ

= ‖x‖L2(Ω)
cp
s

C

1− αp
(t− s)1−αp

≤ Cp
s

(t− s)1−αp‖x‖L2(Ω),

for all x ∈ L2(Ω) where we set Cp :=
cpC

1−αp . This implies the assertion of the lemma.

Proposition 4.3.7. Let g be a function in BC(R, L2(Ω)). For every p, q with 2 < p <

q < ∞ and αp := N
2 (1

2 − 1
p), αq := N

2 (1
2 − 1

q ) ∈ (0, 1), there exists a constant C > 0

depending on ‖g‖∞, p, q, the bound M and the exponent β of the exponential dichotomy

such that the bounded entire solution u = L−1g of (4.2) satisfies

‖u(t1)− u(t2)‖Lp(Ω) ≤ C|t1 − t2|1−αq ,

for all t1, t2 ∈ R.

Proof. If |t1 − t2| ≥ 1, then we see from the proof of Theorem 4.3.3 that

‖u(t1)− u(t2)‖Lp(Ω) ≤ 2 sup
t∈R
‖u(t)‖Lp(Ω)

≤ 2‖g‖∞
(
M1(p)

(
2

β

)1−αp
Γ(1− αp) +

M2(p)

β

)

≤ 2‖g‖∞
(
M1(p)

(
2

β

)1−αp
Γ(1− αp) +

M2(p)

β

)
|t1 − t2|1−αq

≤ C1|t1 − t2|1−αq ,
(4.36)

for some constant C1 > 0 depending on the parameters listed in the theorem (excluding

q).
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Let now t1, t2 ∈ R with t1 < t2 and |t1 − t2| < 1. We set δ := t2 − t1 > 0 and take

s := t1 − 1. It is clear that

δ < t1 − s = 1. (4.37)

By the variation of constants formula in the definition of bounded entire solution (Def-

inition 4.1.1), we see that

‖u(t1)− u(t2)‖Lp(Ω)

≤ ‖S(t1 − s)− S(t2 − s)‖L (L2(Ω),Lp(Ω))‖u(s)‖L2(Ω)

+

∫ t1

s
‖S(t1 − τ)− S(t2 − τ)‖L (L2(Ω),Lp(Ω))‖g(τ)‖L2(Ω)dτ

+

∫ t2

t1

‖S(t2 − τ)‖L (L2(Ω),Lp(Ω))‖g(τ)‖L2(Ω)dτ.

(4.38)

Applying Lemma 4.3.6 and using t1 − s = 1, we have

|S(t1 − s)− S(t2 − s)‖LL2(Ω),Lp(Ω))‖u(s)‖L2(Ω) ≤
Cp

t1 − s
|t1 − t2|1−αp‖u‖∞

≤ Cp‖u‖∞|t1 − t2|1−αp

≤ Cp‖L−1‖‖g‖∞|t1 − t2|1−αp .

(4.39)

Moreover, a standard heat kernel estimate (4.35) implies

∫ t2

t1

‖S(t2 − τ)‖L (L2(Ω),Lp(Ω))‖g(τ)‖L2(Ω)dτ ≤
∫ t2

t1

C(t2 − τ)−αp‖g‖∞dτ

=
C

1− αp
‖g‖∞|t1 − t2|1−αp .

(4.40)

The most difficult part is to estimate the second term on the right hand side of (4.38)

which involves a singularity near τ = t1. By the change of variables, we can write

∫ t1

s
‖S(t1 − τ)− S(t2 − τ)‖L (L2(Ω),Lp(Ω))‖g(τ)‖L2(Ω)dτ

=

∫ t1−s

0
‖S(τ)− S(t2 − t1 + τ)‖L (L2(Ω),Lp(Ω))‖g(t1 − τ)‖L2(Ω)dτ

=

∫ δ

0
‖S(τ)− S(δ + τ)‖L (L2(Ω),Lp(Ω))‖g(t1 − τ)‖L2(Ω)dτ

+

∫ 1

δ
‖S(τ)− S(δ + τ)‖L (L2(Ω),Lp(Ω))‖g(t1 − τ)‖L2(Ω)dτ,

(4.41)

where we use that δ = t2−t1 < t1−s = 1 from (4.37). Now, by the heat kernel estimate
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(4.35), we get

∫ δ

0
‖S(τ)− S(δ + τ)‖L (L2(Ω),Lp(Ω))‖g(t1 − τ)‖L2(Ω)dτ

≤ ‖g‖∞
∫ δ

0
C[τ−αp + (δ + τ)−αp ]dτ

= ‖g‖∞
C

1− αp
[δ1−αp + (2δ)1−αp − δ1−αp ]

= ‖g‖∞
21−αpC

1− αp
|t1 − t2|1−αp .

(4.42)

By Lemma 4.3.6, we have
∫ 1

δ
‖S(τ)− S(δ + τ)‖L (L2(Ω),Lp(Ω))‖g(t1 − τ)‖L2(Ω)dτ

≤ ‖g‖∞
∫ 1

δ

Cp
τ
δ1−αpdτ

= ‖g‖∞Cp|t1 − t2|1−αq
∫ 1

δ

1

τ
δαq−αpdτ.

Note that by our assumption, αq−αp = N
2 (1

p− 1
q ) ∈ (0, 1) holds. Thus, δαq−αp ≤ ταq−αp

for all τ ∈ [δ, 1]. Hence, it follows that

∫ 1

δ
‖S(τ)− S(δ + τ)‖L (L2(Ω),Lp(Ω))‖g(t1 − τ)‖L2(Ω)dτ

≤ ‖g‖∞Cp|t1 − t2|1−αq
∫ 1

δ
ταq−αp−1dτ

= ‖g‖∞
Cp

αq − αp
|t1 − t2|1−αq

(
1αq−αp − δαq−αp

)

≤ ‖g‖∞
Cp

αq − αp
|t1 − t2|1−αq .

(4.43)

Combining (4.42) and (4.43), we get from (4.41) that

∫ t1

s
‖S(t1 − τ)− S(t2 − τ)‖L (L2(Ω),Lp(Ω))‖g(τ)‖L2(Ω)dτ

≤ ‖g‖∞
21−αpC

1− αp
|t1 − t2|1−αp + ‖g‖∞

Cp
αq − αp

|t1 − t2|1−αq .
(4.44)

Since |t1 − t2| < 1, we see that

|t1 − t2|1−αp = |t1 − t2|1−αq |t1 − t2|αq−αp ≤ |t1 − t2|1−αq .

Therefore, we obtain from (4.38) – (4.40), and (4.44) that

‖u(t1)− u(t2)‖Lp(Ω) ≤ C2|t1 − t2|1−αq ,
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for all t1, t2 ∈ R with |t1 − t2| < 1 where C2 > 0 is a constant depending on the

parameters indicated in the theorem. Taking C to be the maximum of C1 and C2, the

assertion of the proposition follows.

Remark 4.3.8. Let gn ∈ BC(R, L2(Ω)) be such that ‖gn‖∞ is uniformly bounded. Using

Hölder continuity of bounded entire solutions in Proposition 4.3.7, we have that the

family {L−1gn : n ∈ N} is equicontinuous on any compact subset of R. Hence, we can

simplify the proof of Proposition 4.1.6. Indeed, the uniform convergence of L−1gn(t)→
L−1g(t) with respect to t in compact subsets of R follows from the above discussion and

Arzelà -Ascoli theorem for vector valued functions (see [43, Proposition 7.3]).

4.4 Domain Perturbation for bounded entire solutions of

semilinear parabolic equations

In this section, we study the persistence of bounded entire solutions of semilinear

parabolic equations under domain perturbation. For a certain class of bounded entire

solutions, we prove that the perturbed problem has a bounded entire solution closed to a

known bounded entire solution of the unperturbed equation. The existence of bounded

entire solutions of semilinear equations is generally difficult to prove. One of standard

techniques to deal with nonlinear problems is applying degree theory to the equivalent

fixed point problem. In particular, the Leray-Schauder degree ([43, Chapter 2.8] or [62,

Chapter 4]) is commonly used when working in Banach spaces. In [35], persistence

result is proved for periodic solutions using Leray-Schauder degree theory. Indeed, the

same technique was used in the context of nonlinear elliptic equations in [31]. Since the

Leray-Schauder degree is defined for completely continuous (compact) perturbations of

the identity, this method relies on compactness of the corresponding fixed point map.

In general, for solutions of semilinear problems in BC(R, L2(Ω)), we do not have such

compactness.

For example, consider the autonomous equation

u′(t) +Au(t) = f(u(t)) for t ∈ R

in L2(Ω), where A is the operator as in the previous sections and f : L2(Ω)→ L2(Ω) is

globally Lipschitz continuous with f(0) = 0. It is easy to see that u ∈ BC(R, L2(Ω)) is

a bounded entire solution of the above equation if and only if u is a fixed point of the
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map Q : BC(R, L2(Ω))→ BC(R, L2(Ω)) defined by

Q(u) := L−1f(u(·)),

where L−1 is given by (4.7). Let u ∈ BC(R, L2(Ω)). The τ -translation uτ of u defined

by (4.10) belongs to BC(R, L2(Ω)) and ‖uτ‖∞ = ‖u‖∞ for all τ ∈ R. By Proposition

4.1.7 (i), we have Q(uτ ) = (Q(u))τ for all τ ∈ R. In particular, choosing a non-constant

u ∈ C0(R, L2(Ω)) ⊂ BC(R, L2(Ω)) by

u(t) =




e
− 1

1−t2 u0 t ∈ (−1, 1)

0 |t| ≥ 1,

where u0 ∈ L2(Ω), we have that f(u(t)) = 0 for |t| ≥ 1. The family {Q(uτ )}τ∈R
is the translation of of Q(u) containing no convergent subsequence in BC(R, L2(Ω)).

Therefore, Q is not completely continuous.

In this work, we restrict to study the persistence of bounded entire solutions in the

class of C0(R, L2(Ω)) for semilinear parabolic equations

u′(t) +Au(t) = f(t, u(t)) for t ∈ R (4.45)

in L2(Ω), where f : R×L2(Ω)→ L2(Ω) is continuous. As in the case of linear problems,

we assume that Assumption 4.2.1 is satisfied. Furthermore, we assume that f is of the

form f(t, ξ) = φ(t)h(ξ) for some continuous functions φ : R→ R and h : L2(Ω)→ L2(Ω).

Under suitable assumptions, we show that Q is completely continuous as a map on

C0(R, L2(Ω)). Hence, the Leray-Schauder degree theory can be applied. We discuss

persistence of C0(R, L2(Ω)) solutions in Section 4.4.1 below. It is also worthwhile to

remark the case of almost periodic solutions where Q fails to be completely continuous.

We comment on this difficulty in Section 4.4.2.

4.4.1 Persistence of C0(R, L2(Ω)) solutions

We investigate the persistence of bounded entire solutions of semilinear equations (4.45)

with the nonlinear term f(·, u(·)) converges to zero as t→ ±∞.

Assumption 4.4.1. Assume that f : R×L2(Ω)→ L2(Ω) is of the form f(t, ξ) = φ(t)h(ξ)

for (t, ξ) ∈ R× L2(Ω) where

(i) φ ∈ C0(R);
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(ii) h : L2(Ω)→ L2(Ω) is locally Lipschitz, that is for any R > 0, there exists kR > 0

such that

‖h(ξ1)− h(ξ2)‖L2(Ω) ≤ kR‖ξ1 − ξ2‖L2(Ω),

for all ξ1, ξ2 ∈ L2(Ω) with ‖ξ1‖L2(Ω), ‖ξ2‖L2(Ω) ≤ R.

Note that we could assume as in Section 2.4 that h is a substitution operator of a

function θ : RN × R→ R satisfying the conditions similar to Assumption 2.4.2 (with g

replaced by θ), that is h(ξ)(x) = θ(x, ξ(x)) a.e. x ∈ Ω.

By the above assumption, it follows that for u ∈ BC(R, L2(Ω)), we have

‖f(t, u(t))‖L2(Ω) = ‖φ(t)h(u(t))‖L2(Ω)

≤ |φ(t)|
(
‖h(0)‖L2(Ω) + ‖h(u(t))− h(0)‖L2(Ω)

)

≤ |φ(t)|
(
‖h(0)‖L2(Ω) + k‖u‖∞‖u(t)‖L2(Ω)

)

≤ |φ(t)|
(
‖h(0)‖L2(Ω) + k‖u‖∞‖u‖∞

)
,

(4.46)

for all t ∈ R. Since φ belongs to C0(R), we have that f(·, u(·)) ∈ C0(R, L2(Ω)) for all

u ∈ BC(R, L2(Ω)). Hence, Proposition 4.1.7 (ii) implies that the map Q defined by

Q(u) := L−1f(·, u(·)) (4.47)

maps C0(R, L2(Ω)) into itself, that is Q : C0(R, L2(Ω))→ C0(R, L2(Ω)). Moreover, u is

a solution of (4.45) in C0(R, L2(Ω)) if and only if u is a fixed point of Q.

Let Ωn and Ω be domains satisfying Assumption 1.4.1. We consider the perturbation

of (4.45) of the form

u′(t) +Anu(t) = fn(t, u(t)) for t ∈ R (4.48)

in L2(Ωn), where fn : R×L2(Ωn)→ L2(Ωn) is continuous. We assume that Assumption

4.2.2 is satisfied. Moreover, we impose the following assumptions on the nonlinearity

fn.

Assumption 4.4.2. Assume that fn : R × L2(Ω) → L2(Ω) is of the form fn(t, ξ) =

φn(t)hn(ξ) for (t, ξ) ∈ R× L2(Ωn) where

(i) φn ∈ C0(R);

(ii) hn : L2(Ωn) → L2(Ωn) is locally Lipschitz uniformly with respect to n ∈ N, that

is for any R > 0, there exists kR > 0 independent of n ∈ N such that

‖hn(ξ1)− hn(ξ2)‖L2(Ωn) ≤ kR‖ξ1 − ξ2‖L2(Ωn),

for all ξ1, ξ2 ∈ L2(Ωn) with ‖ξ1‖L2(Ωn), ‖ξ2‖L2(Ωn) ≤ R and for all n ∈ N;
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(iii) φn → φ in BC(R) and rinhn(rnξ) ⇀ h(rξ) in L2(Ω) weakly for all ξ ∈ L2(D).

One important example of functions fn satisfying Assumption 4.4.2 is the restriction

of a fixed semilinear term to the domains Ωn. We discuss this in the example below.

Example 4.4.3. Let φ ∈ C0(R) and θ : RN × R → R with θ(x, 0) = 0 for almost

everywhere x ∈ RN . Denoted by h the substitution operator h(ξ)(x) = θ(x, ξ(x))

for ξ ∈ L2(D). We assume that h ∈ C(L2(D), Lp(D)) for some p > 2 and h is locally

Lipschitz. Note that a sufficient condition for the acting and locally Lipschitz continuity

is similar to Assumption 2.4.2 with some modification to achieve the acting from L2(D)

to Lp(D) (see [35, Section 6] for the precise conditions and [3, Chapter 3] for general

details).

Since θ(x, 0) = 0 for a.e. x ∈ RN , we see that if ξ ∈ L2(Ω) we have h(iξ) = 0

a.e x ∈ D\Ω. This implies that h maps L2(Ω) into itself if we identify a function in

L2(Ω) with the trivial extension iξ ∈ L2(D). A similar statement holds for a function

in L2(Ωn). We take

fn(t, ξ) := φ(t)rnh(inξ) for (t, ξ) ∈ R× L2(Ωn)

f(t, ξ) := φ(t)rh(iξ) for (t, ξ) ∈ R× L2(Ω).

Recall from Lemma 1.4.8 that Mosco convergence implies cap(K ∩ Ωc
n)→ 0 as n→∞

for all compact set K ⊂ Ω. Since rh(irξ) ∈ Lp(Ω), we have ‖rh(irξ)‖L2(Ω\Ωn) → 0 for

all ξ ∈ L2(Ω). It follows that rh(inrnξ) → rh(irξ) in L2(Ω). Hence, condition (iii) of

Assumption 4.4.2 is satisfied.

A similar calculation as in (4.46) shows that fn(·, u(·)) ∈ C0(R, L2(Ωn)) for all

u ∈ BC(R, L2(Ωn)). Moreover, un is a solution of (4.48) in C0(R, L2(Ωn)) if and only

if un is a fixed point of Qn : C0(R, L2(Ωn))→ C0(R, L2(Ωn)) defined by

Qn(u) := L−1
n fn(·, u(·)). (4.49)

As usual, we need to consider the inclusion and the restriction operators when deal-

ing with domain perturbation. In particular, we consider the maps Qn and Q on

C0(R, L2(D)) into itself given by

Qn(u) := inQn(rn(u)) = inL
−1
n fn(·, rnu(·))

Q(u) := iQ(r(u)) = iL−1f(·, ru(·)),
(4.50)

for all u ∈ C0(R, L2(D)).

Our next step is to show that Qn and Q are completely continuous.
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Lemma 4.4.4. Let {vn}n∈N be a bounded sequence in BC(R, L2(D)). Then for every

t ∈ R, the families {Qn(vn)(t)}n∈N and {Q(vn)(t)}n∈N are relatively compact in L2(D).

Proof. Denoted by gn ∈ C0(R, L2(Ωn)) where gn(t) := fn(t, rnvn(t)) for all t ∈ R. By

the uniform boundedness of ‖vn‖∞ and the assumptions on fn, there exists C > 0 such

that

‖gn‖∞ = sup
t∈R
|φn(t)|‖hn(rnvn(t))‖L2(Ωn) < C, (4.51)

for all n ∈ N. Hence, ‖Qn(vn)‖∞ is uniformly bounded.

Fix now t0 ∈ R. We can find a subsequence Qnk(vnk)(t0 − 1) such that

rQnk(vnk)(t0 − 1) ⇀ ξ

in L2(Ω). By extracting a further subsequence (indexed again by nk), we can assume

that rinkgnk ⇀ g in L2((t0−1, t0 +1), L2(Ω)) weakly. Since Qn(un) = L−1
n fn(·, rnvn(·)),

we have that the restriction of Qnk(vnk) to [t0 − 1, t0 + 1] satisfies




v′(t) +Ankv(t) = fnk(t, rnkv(t)), t ∈ (t0 − 1, t0 + 1]

v(t0 − 1) = Qnk(rnkvnk)(t0 − 1).

By Theorem 1.4.9, we have

inkQnk(rnkvnk) = Qnk(vnk)(t)→ iv(t)

in L2(D) on t ∈ (t0 − 1, t0], where v is the solution of




v′(t) +Av(t) = g(t), t ∈ (t0 − 1, t0 + 1]

v(t0 − 1) = ξ.

In particular, Qnk(vnk)(t0) → iv(t0) in L2(D). Since this is true for every t0 ∈ R, we

have the relative compactness of {Qn(vn)(t)}n∈N in L2(D) for all t ∈ R. The relative

compactness of {Q(vn)(t)}n∈N is a special case of what we have just proved (by taking

a sequence of constant domains Ωn = Ω for all n ∈ N).

Remark 4.4.5. The assertion of Lemma 4.4.4 remains valid for a more general map

Q : BC(R, L2(D))→ BC(R, L2(D)) (not just for the map on C0(R, L2(D)) into itself)

as long as

‖gn‖∞ := sup
t∈R
‖fn(t, rnvn(t))‖L2(Ωn)

is uniformly bounded, that is (4.51) holds.
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Theorem 4.4.6. For every bounded sequence {vn}n∈N in C0(R, L2(D)), the sequence

Qn(vn) has a convergence subsequence in C0(R, L2(D)). In particular,

Qn,Q : C0(R, L2(D))→ C0(R, L2(D))

are completely continuous.

Proof. Denoted by gn ∈ C0(R, L2(Ωn)) where gn(t) := fn(t, rnvn(t)) for all t ∈ R.

We have from (4.51) that ‖gn‖∞ is uniformly bounded. Moreover, by Lemma 4.4.4,

{Qn(vn)(t)}n∈N is relatively compact in L2(D) for all t ∈ R. By our assumptions, we

have the uniform exponential dichotomy (see Lemma 4.2.3). Hence, it follows from

Theorem 4.3.7 that

‖Qn(vn)(t1)−Qn(vn)(t2)‖L2(D) ≤ C|t1 − t2|1−αq ,

for all t1, t2 ∈ R and for all n ∈ N, where the constant C is independent of n ∈ N and

q is chosen so that 2 < p < q < ∞ and αp := N
2 (1

2 − 1
p), αq := N

2 (1
2 − 1

q ) ∈ [0, 1).

This means the family {Qn(vn)}n∈N is equicontinuous on R. By Arzelà-Ascoli theo-

rem for vector valued functions (see e.g. [43, Proposition 7.3(b)]), we can extract a

subsequence {Q1,n(v1,n)}n∈N of {Qn(vn)}n∈N so that Q1,n(v1,n) converges uniformly on

[−1, 1]. Applying Arzelà-Ascoli theorem again, we can extract a further subsequence

{Q2,n(v2,n)}n∈N of {Q1,n(v1,n)}n∈N so that Q2,n(v2,n) converges uniformly on [−2, 2].

Applying the above argument inductively, we obtain for every k ≥ 2 a subsequence

{Qk,n(vk,n)}n∈N of {Q(k−1),n(v(k−1),n)}n∈N such that {Qk,n(vk,n)}n∈N converges uni-

formly on [−k, k]. By a standard diagonal argument, we see that Q(vn,n)(t) converges

uniformly on any compact sets of R. In particular, Qn,n(vn,n)(t)→ vt in L2(D) for all

t ∈ R with the limit vt ∈ L2(D). Let v(t) := vt for t ∈ R. We have that v is continuous

on R and supt∈R ‖v(t)‖L2(D) is finite. It remains to show that Qn,n(vn,n) converges to

v uniformly on R.

Let ε > 0 be arbitrary. By a calculation as in (4.46) and the assumption that φn → φ

in C0(R), we can choose T > 0 independent of n ∈ N so that

‖gn(t)‖L2(Ωn) = ‖fn(t, rnvn(t))‖L2(Ωn) <
β

4M
ε

if |t| > T for all n ∈ N. By the uniform boundedness of ‖gn‖∞, we can find T̃ > T

independent of n ∈ N such that

‖gn‖∞
M

β
e−β(T̃−T ) = ‖fn(·, rnvn(·))‖∞

M

β
e−β(T̃−T ) <

ε

2
,
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for all n ∈ N. By the argument appeared in the proof of Proposition 4.1.8, the above

two inequalities imply ‖L−1
n fn(t, vn(t))‖L2(Ω) < ε if |t| > T̃ for all n ∈ N. Therefore, the

limit function v satisfies ‖v(t)‖L2(Ω) ≤ ε if |t| > T̃ . Hence,

‖Qn,n(vn,n)(t)− v(t)‖L2(Ω) ≤ ε+ ε = 2ε (4.52)

if |t| > T̃ for all n ∈ N. As Qn,n(vn,n) converges uniformly on the compact interval

[−k, k] for all k ∈ N, there exists N ∈ N such that

‖Qn,n(vn,n)(t)− v(t)‖L2(D) ≤ ε, (4.53)

for all t ∈ [−T̃ , T̃ ] and for all n > N . Therefore, (4.52) and (4.53) implies

‖Qn,n(vn,n)(t)− v(t)‖L2(D) ≤ 2ε,

for all t ∈ R and for all n > N . As ε > 0 was arbitrary, this proves the uniform con-

vergence of Qn,n(vn,n) on R. Since C0(R, L2(D)) is a closed subspace of BC(R, L2(D)),

the limit v belongs to C0(R, L2(D)). This gives the first assertion of the theorem.

The complete continuity of Q immediately follows by the same argument above as a

special case with Ωn := Ω for all n ∈ N. Similarly, by choosing a sequence of Ωn := Ωn0

for all n ∈ N where n0 is fixed, we obtain complete continuity of Qn0 .

If U is a bounded open subset of C0(R, L2(D)) such that u 6= Q(u) for all u ∈ ∂U ,

then by complete continuity of Q, the Leray-Schauder degree deg(I − Q, U, 0) ∈ Z
is well-defined. We show that the Leray-Schauder degree is persistent under domain

perturbation. The proof is similar to the argument for periodic solutions of parabolic

equations in [35, Theorem 7.1] or the argument for L∞ solutions of elliptic equations in

[5, Theorem 8.2]. However, we also consider perturbation of the nonlinear terms. We

first give the following lemma.

Lemma 4.4.7. Suppose that fn and f satisfy Assumptions 4.4.1 and Assumption 4.4.2

respectively. If v ∈ C0(R, L2(D)), then

rinfn(·, rnv(·)) ∗⇀ f(·, rv(·))

in L∞(R, L2(Ω)) as n→∞.

Proof. By a similar calculation as in (4.46), we have

‖fn(·, rnv(·))‖∞ ≤ ‖φn‖∞
(
‖hn(0)‖L2(Ωn) + k‖v‖∞‖v‖∞

)

‖f(·, rv(·))‖∞ ≤ ‖φ‖∞
(
‖h(0)‖L2(Ω) + k‖v‖∞‖v‖∞

)
.
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As φn → φ in BC(R) and rinh(0) ⇀ h(0) in L2(Ω) (condition (iii) in Assumption 4.4.2),

it follows that rinfn(·, rnv(·)) and f(·, rv(·)) are uniformly bounded in L∞(R, L2(Ω)).

By Assumption 4.4.2 (iii) again, we see that

rinfn(t, rnv(t))− f(t, rv(t)) = φn(t)rinhn(rnv(t))− φ(t)h(rv(t))

= φn(t)
(
rinhn(rnv(t))− h(rv(t))

)

+
(
φn(t)− φ(t)

)
h(rv(t))

⇀ 0

(4.54)

in L2(Ω) weakly as n→∞ for all t ∈ R.

Let g ∈ L1(R, L2(Ω)) be arbitrary. It follows from (4.54) that

(
rinfn(t, rnv(t))− f(t, rv(t)) | g(t)

)
L2(Ω)

→ 0

as n → ∞ for almost every t ∈ R. Applying the dominated convergence theorem, we

get ∫ ∞

−∞

(
rinfn(t, rnv(t))− f(t, rv(t)) | g(t)

)
L2(Ω)

dt→ 0

as n → ∞. Since this is true for any g ∈ L1(R, L2(Ω)), we obtain the required weak-∗
convergence in L∞(R, L2(Ω)).

Theorem 4.4.8. Suppose that all assumptions mentioned in this subsection are sat-

isfied. Let U be a bounded open subset of C0(R, L2(D)) such that u 6= Q(u) for all

u ∈ ∂U . Then u 6= Qn(u) for all u ∈ ∂U and

deg(I −Qn, U, 0) = deg(I −Q, U, 0),

for all n sufficiently large.

Proof. We apply the homotopy invariance of the Leray-Schauder degree (see [43, section

2.8.3] or [62, Theorem 4.3.4]) to prove the assertion of the theorem. For this, it suffices

to show that

v 6= λQ(v) + (1− λ)Qn(v)

if v ∈ ∂U and 0 ≤ λ ≤ 1 for all n sufficiently large.

By way of contradiction, we assume there exists 0 ≤ λn ≤ 1 and vn ∈ ∂U such that

vn = λnQ(vn) + (1− λn)Qn(vn), (4.55)

for all n ∈ N. We can assume (by possibly selecting a subsequence) that λn converges

to some λ in [0, 1]. Since vn is bounded in C0(R, L2(D)) and Q is completely continuous
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(Lemma 4.4.6), we can extract a subsequence (indexed again by n) such that Q(vn)

converges to some limit in C0(R, L2(D)). Similarly, by Lemma 4.4.6, we extract a

further subsequence (still indexed again by n) such that Qn(vn) converges to some

limit in C0(R, L2(D)). Hence, we get from (4.55) that (for a subsequence) vn → v in

C0(R, L2(D)) for some v ∈ C0(R, L2(D)). Moreover, v ∈ ∂U because ∂U is closed.

Now by Assumption 4.4.1 and that ‖vn‖∞ < R for some R > 0, we get

‖f(t, rvn(t))− f(t, rv(t))‖L2(Ω) ≤ |φ(t)|kR‖rvn(t)− rv(t)‖L2(Ω)

≤ kR‖φ‖∞ sup
t∈R
‖rvn(t)− rv(t)‖L2(Ω),

(4.56)

for all t ∈ R. As vn → v in C0(R, L2(D)), the above implies f(·, rvn(·)) → f(·, rv(·))
in C0(R, L2(Ω)). Applying Theorem 4.2.5 (with a sequence of domains Ωn = Ω for all

n ∈ N), we get

Q(vn) = iL−1f(·, rvn(·))→ iL−1f(·, rv(·)) = Q(v) (4.57)

in C0(R, L2(D)). By a similar calculation as in (4.56) (using Assumption 4.4.2 instead),

we have

infn(·, rnvn(·))− infn(·, rnv(·))→ 0

in C0(R, L2(D)) as n→∞. Together with Lemma 4.4.7, it follows that

rinfn(·, rnvn(·)) ∗⇀ f(·, rv(·))

in L∞(R, L2(Ω)) as n→∞. We conclude from Theorem 4.2.6 that

Qn(vn) = inL
−1
n fn(·, rnvn(·))→ iL−1f(·, rv(·)) = Q(v)

in C0(R, L2(D)) under the topology of uniform convergence on compact subsets. There-

fore, we get from (4.55) that v = λQ(v) + (1 − λ)Q(v) = Q(v). This contradicts our

assumption that Q has no fixed point on ∂U . By the homotopy invariance of the

Leray-Schauder degree, this implies that

deg(I −Qn, U, 0) = deg(I −Q, U, 0)

for all n large.

We are interested in the persistence of a known solution of the unperturbed problem

(4.45). In Particular, if deg(I −Q, U, 0) 6= 0, then (4.45) has a C0(R, L2(Ω)) solution in

U (see [62, Theorem 4.3.2]). We follow [5] to state a sequence of results below.
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Corollary 4.4.9. Let U be a bounded open subset of C0(R, L2(D)) such that u 6= Q(u)

for all u ∈ ∂U . If deg(I − Q, U, 0) 6= 0, then (4.48) has a bounded entire solution in

U ∩ C0(R, L2(Ωn)) for all n sufficiently large.

In addition, if u is an isolated solution of (4.45), then the excision property of the

degree implies that for open balls B(iu, ε) of radius ε and center iu in C0(R, L2(D)) we

have deg(I −Q, B(u, ε), 0) is constant for small ε > 0. The index of u is defined by

index(u) := lim
ε→0

deg(I −Q, B(iu, ε), 0).

Theorem 4.4.10. Suppose that u is an isolated solution of (4.45) with index(u) 6= 0.

For n sufficiently large, there exist solutions un ∈ C0(R, L2(Ωn)) of (4.48) such that

inun → iu in C0(R, L2(D)) as n→∞.

Proof. By assumption there exists ε0 > 0 such that

index(u) = deg(I −Q, B(u, ε), 0) 6= 0,

for all ε ∈ (0, ε0). Corollary 4.4.9 implies that (4.48) has a solution in B(iu, ε) for all

ε ∈ (0, ε0) if n sufficiently large. Suppose the required sequence of solutions un does not

exist. Then we can find ε ∈ (0, ε0) and a subsequence nk →∞ such that (4.48) (with nk

in place of n) has no solution in B(iu, ε) for all k ∈ N. This gives a contradiction.

4.4.2 Some remarks on almost periodic solutions

The aim of this section is to discuss some difficulties of using the Leray-Schauder de-

gree for almost periodic solutions. We first collect some preliminary results on almost

periodic functions below.

Definition 4.4.11. Let X and Y be Banach spaces. A continuous function g : R×X →
Y is called uniformly almost periodic (with respect to x) if for every ε > 0 and compact

set K ⊂ X there exists `(ε,K) > 0 such that every interval J of length `(ε,K) contains

τ such that ‖g(t+ τ, x)− g(t, x)‖Y < ε for all t ∈ R and for all x ∈ K.

Lemma 4.4.12. Let X and Y be Banach spaces. Suppose that g : R × X → Y is

uniformly almost periodic. If u : R → X is almost periodic then the function t 7→
g(t, u(t)) is also almost periodic, that is g(·, u(·)) ∈ AP (R, Y ).

Proof. The proof follows the same argument as either in [80, Theorem I.2.7], [47, The-

orem 2.11] or [28, Theorem 2.8] for functions taking values in finite dimensional space
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(RN ). The only point we need to be careful is that for almost periodic functions with

values in RN , the compactness of {u(t) : t ∈ R} in RN simply follows from the bound-

edness of |u(t)|. However, we also have the compactness of {u(t) : t ∈ R} in X for

u ∈ AP (R, X) from [28, Theorem 6.5]. Hence, we can find a compact set K ⊂ X

containing the range of u and complete the proof in the same way as RN -valued func-

tions.

Definition 4.4.13. A family F of functions from AP (R, X) is called equi-almost peri-

odic if for every ε > 0, there exists `(ε) > 0 such that every compact interval J ⊂ R of

length `(ε) contains τ such that

‖f(t+ τ)− f(t)‖X < ε,

for all t ∈ R and for all f ∈ F .

Lemma 4.4.14 ([28, Theorem 6.10]). Let X be a Banach space. A family F of func-

tions from AP (R, X) is relatively compact if and only if the following conditions hold:

(i) F is equicontinuous;

(ii) F is equi-almost periodic;

(iii) for any t ∈ R, the set {f(t) : f ∈ F} is relatively compact in X.

Suppose that f satisfies Assumption 4.4.1 with φ ∈ C0(R) replaced by φ ∈ AP (R).

Then

‖f(t+ τ, ξ)− f(t, ξ)‖L2(Ω) = |φ(t+ τ)− φ(t)|‖h(ξ)‖L2(Ω)

≤ |φ(t+ τ)− φ(t)|
(
‖h(0)‖L2(Ω) + k‖ξ‖L2(Ω)

‖ξ‖L2(Ω)

)
,

(4.58)

for all t, τ ∈ R and ξ ∈ L2(Ω). Let K be a compact subset of L2(Ω). We have

‖h(0)‖L2(Ω) + k‖ξ‖L2(Ω)
‖ξ‖L2(Ω) < CK ,

for all ξ ∈ K, where CK > 0 is a constant depending on the set K. By the almost

periodicity of φ, we get from (4.58) that f is uniformly almost periodic. As a consequence

of Lemma 4.4.12, we have that f(·, u(·)) ∈ AP (R, L2(Ω)) for all u ∈ AP (R, L2(Ω)).

Hence, Proposition 4.1.7 (ii) implies that Q defined by (4.47) maps AP (R, L2(Ω)) into

itself, that is Q : AP (R, L2(Ω)) → AP (R, L2(Ω)). Moreover, u is an almost periodic
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solutions of (4.45) if and only if it is a fixed point of Q. We show that the technique of

using the Leray-Schauder degree cannot be applied as Q is not completely continuous.

Let {vn}n∈N be a bounded sequence in AP (R, L2(Ω)). We set gn(t) := f(t, vn(t))

for all t ∈ R. A similar calculation as in (4.51) implies that that ‖gn‖∞ is uniformly

bounded. By Remark 4.4.5, {Q(vn)(t)}n∈N is relatively compact in L2(Ω) for all t ∈ R.

In addition, Theorem 4.3.7 implies that {Q(vn)}n∈N is equicontinuous on R. The above

argument shows that the family {Q(vn)}n∈N satisfies condition (i) and condition (iii) in

Lemma 4.4.14. However, we do not generally have equi-almost periodicity of the family

{Q(vn)}n∈N when {vn}n∈N is a bounded sequence in AP (R, L2(Ω)). To see this, let

v1 ∈ AP (R, L2(Ω)) be a periodic function with (minimal) period one. For n ≥ 2, we

let vn(t) := v1(t/n) for t ∈ R. We have vn ∈ AP (R, L2(Ω)) is a periodic function with

period n and ‖vn‖∞ = ‖v1‖∞ for all n ∈ N. If φ is also a periodic function, then the

substitution f(·, vn(·)) = φ(·)h(vn(·)) is also periodic with larger period as n increases.

This means {Q(vn)}n∈N cannot be equi-almost periodic. By Lemma 4.4.14, the family

{Q(vn)}n∈N is not relatively compact in AP (R, L2(Ω)). Therefore, Q is not completely

continuous.

Recall that u is an almost periodic solutions of (4.45) if and only if it is a fixed

point of Q. An alternative (rather trivial) approach is using the contraction mapping

theorem. This method is used to establish the existence and uniqueness of almost

periodic solutions of semilinear non-autonomous problems in [13, Theorem 3.2] under

the assumption that the seminlinear term is globally Lipschitz with a sufficiently small

Lipschitz constant. Suppose that ‖f(t, ξ1) − f(t, ξ2)‖L2(Ω) ≤ k‖ξ1 − ξ2‖L2(Ω) for all

ξ1, ξ2 ∈ L2(Ω). A straightforward calculation using (4.7) implies that

‖Q(u)(t)−Q(v(t)‖L2(Ω) ≤
2M

β
k‖u− v‖∞,

for all u, v ∈ AP (R, L2(Ω)). Hence, Q is a contraction map if the Lipschitz constant k is

small enough. We can prove the convergence of almost periodic solutions under domain

perturbation by a similar argument as in Theorem 2.3.3 provided that the family of

the maps Qn is a uniform contraction and Qn converges to Q pointwise. In fact, this

method can be applied to any class of bounded entire solutions.
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[67] O. Perron. Die Stabilitätsfrage bei Differentialgleichungen. Math. Z., 32(1):703–

728, 1930.

[68] M. Prizzi and K. P. Rybakowski. The effect of domain squeezing upon the dynamics

of reaction-diffusion equations. J. Differential Equations, 173(2):271–320, 2001.



BIBLIOGRAPHY 157

[69] J. Prüss. On the spectrum of C0-semigroups. Trans. Amer. Math. Soc., 284(2):847–

857, 1984.

[70] J. Rauch and M. Taylor. Potential and scattering theory on wildly perturbed

domains. J. Funct. Anal., 18:27–59, 1975.

[71] W. Rudin. Functional analysis. McGraw-Hill Book Co., New York, 1973. McGraw-

Hill Series in Higher Mathematics.
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