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Abstract

The buzzword of this decade has been convergence: the convergence of telecommunications, Internet, entertainment, and information technologies for the seamless provisioning of multimedia services across different network types. Thus the future Next Generation Mobile Network (NGMN) can be envisioned as a group of co-existing heterogeneous mobile data networking technologies sharing a common Internet Protocol (IP) based backbone. In such all-IP based heterogeneous networking environments, ongoing sessions from roaming users are subjected to frequent vertical handoffs across network boundaries.

Therefore, ensuring uninterrupted service continuity during session handoffs requires successful mobility and session management mechanisms to be implemented in these participating access networks. Therefore, it is essential for a common interworking framework to be in place for ensuring seamless service continuity over dissimilar networks to enable a potential user to freely roam from one network to another. For the best of our knowledge, the need for a suitable unified mobility and session management framework for the NGMN has not been successfully addressed as yet. This can be seen as the primary motivation of this research.

Therefore, the key objectives of this thesis can be stated as:

- To propose a mobility-aware novel architecture for interworking between heterogeneous mobile data networks
- To propose a framework for facilitating unified real-time session management (inclusive of session establishment and seamless session handoff) across these different networks.

In order to achieve the above goals, an interworking architecture is designed by incorporating the IP Multimedia Subsystem (IMS) as the coupling mediator between dissipate mobile data networking technologies. Subsequently, two different mobility management frameworks are proposed and implemented over the initial interworking architectural design. The first mobility management framework is fully handled by the IMS at the Application Layer. This framework is primarily dependant on the IMS’s default session management protocol, which is the Session Initiation Protocol (SIP). The second framework is a combined
method based on SIP and the Mobile IP (MIP) protocols, which is essentially operated at the Network Layer.

An analytical model is derived for evaluating the proposed scheme for analyzing the network Quality of Service (QoS) metrics and measures involved in session mobility management for the proposed mobility management frameworks. More precisely, these analyzed QoS metrics include vertical handoff delay, transient packet loss, jitter, and signaling overhead/cost. The results of the QoS analysis indicates that a MIP-SIP based mobility management framework performs better than its predecessor, the Pure-SIP based mobility management method. Also, the analysis results indicate that the QoS performances for the investigated parameters are within acceptable levels for real-time VoIP conversations. An OPNET based simulation platform is also used for modeling the proposed mobility management frameworks. All simulated scenarios prove to be capable of performing successful VoIP session handoffs between dissimilar networks whilst maintaining acceptable QoS levels.

Lastly, based on the findings, the contributions made by this thesis can be summarized as:

- The development of a novel framework for interworked heterogeneous mobile data networks in a NGMN environment.
- The final design conveniently enables 3G cellular technologies (such as the Universal Mobile Telecommunications Systems (UMTS) or Code Division Multiple Access 2000 (CDMA2000) type systems), Wireless Local Area Networking (WLAN) technologies, and Wireless Metropolitan Area Networking (WMAN) technologies (e.g., Broadband Wireless Access (BWA) systems such as WiMAX) to interwork under a common signaling platform.
- The introduction of a novel unified/centralized mobility and session management platform by exploiting the IMS as a universal coupling mediator for real-time session negotiation and management.
- This enables a roaming user to seamlessly handoff sessions between different heterogeneous networks.
- As secondary outcomes of this thesis, an analytical framework and an OPNET simulation framework are developed for analyzing vertical handoff performance. This OPNET simulation platform is suitable for commercial use.
Publications Arising from the Thesis

Book Chapters


Journal Articles


Conference Proceedings


Technical Reports


# Table of Contents

Declaration .................................................................................................................................ii

Acknowledgements ....................................................................................................................iv

Abstract ........................................................................................................................................v

Publications Arising from the Thesis .................................................................................... vii

List of Figures and Tables .......................................................................................................... xiii

Glossary of Acronyms and Abbreviations .............................................................................. xvii

1 An Introduction to Interworking Heterogeneous Wireless Networks ..................1

1.1 Wireless Data Networks: An Overview ................................................................. 1

1.1.1 Wireless Local Area Network (WLAN) .............................................................. 2

1.1.2 Wireless Metropolitan Area Network (WMAN) ..................................................... 3

1.1.3 Wireless Wide Area Network (WWAN) ................................................................. 4

1.2 Interworking Trends and Issues ........................................................................... 5

1.3 Objectives ..................................................................................................................... 6

1.4 Approach ....................................................................................................................... 7

1.5 Contribution .................................................................................................................... 8

1.6 Outline of the Thesis ............................................................................................... 8

1.7 Summary and Conclusions ..................................................................................... 10

2 Interworking of Heterogeneous Networks: Architectures, Issues, and Trends ..11

2.1 Introduction ................................................................................................................ 11

2.2 The Tight Coupling Architecture ........................................................................... 13

2.3 The Loose Coupling Architecture ............................................................................. 15

2.4 Peer-to-Peer Networking Architecture ...................................................................... 17

2.5 3GPP’s Approach to WLAN and Cellular Interworking ........................................... 19

2.6 3GPP2’s Approach to WLAN and Cellular Interworking ......................................... 21

2.7 Interworking between other Disparate Networks ..................................................... 23

2.7.1 Interworking between UMTS and CDMA2000 system ........................................ 23

2.7.2 Interworking between UMTS and WiMAX system ............................................. 28

2.7.3 Interworking between WLAN and WiMAX system .......................................... 28

2.8 IEEE 802.21 Media Independent Handover Services ............................................. 29

2.9 Open Issues and Research Themes ............................................................................. 32
List of Figures and Tables

Figures

Figure 2.1  A Reference Diagram Showing Tight and Loose Coupling Points.
Figure 2.2  WLAN–3G Integration with Tight Coupling: System Overview.
Figure 2.3  Tight Coupling Architecture: The New Interworking Components.
Figure 2.4  WLAN–3G Integration with Loose Coupling: With 3G Based Access Control and Charging.
Figure 2.5  WLAN–3G Integration with Peer-to-Peer Coupling.
Figure 2.6  Non-Roaming 3GPP Reference Architecture.
Figure 2.7  Roaming Reference Architecture — 3GPP PS-Based Services Provided via the (a) 3GPP Home Network and (b) 3GPP Visiting Network.
Figure 2.8  3GPP’s Proposed CDMA2000-WLAN Interworking Architecture.
Figure 2.9  UMTS and CDMA2000 Interworking: MIPv4 based Approach.
Figure 2.10  Interworking IISA Architecture for 4G Networks.
Figure 2.11  An Interworking Architecture based on the Gateway Solution.
Figure 2.12  An Interworking Architecture based on the Dual-Stack Solution.
Figure 2.13  IEEE 802.21 Media Independent Handover Architecture.
Figure 2.14  The IP Multimedia Subsystem (IMS) Architecture.
Figure 2.15  The 3GPP2-IMS Architecture.
Figure 3.1  Architecture for WLAN-3G Cellular Internetworking.
Figure 3.2  IMS-SIP Based Session Handoff.
Figure 3.3  Vertical Handoff Scenarios for Overlapped and Non-Overlapped Coverage.
Figure 3.4  IMS-SIP Based Session Retrieval.
Figure 3.5  The New Attributes of the IMS CSCF (SIP Proxy Server).
Figure 3.6  The New Attributes of the SIP User Agent Client.
Figure 3.7  The OPNET Simulation Model.
Figure 3.8  Numbers of Active IMS-SIP Sessions (above) and Corresponding Application Traffic Flow (below) during a make-before-break Handoff from UMTS to WLAN.
Figure 3.9 Numbers of Active IMS-SIP Sessions (above) and Corresponding Application Traffic Flow (below) during a Break-before-make type Handoff from WLAN to UMTS.

Figure 3.10 Transient Packet Loss during Vertical Handoff.

Figure 3.11 End-to-End Delay and Jitter.

Figure 3.12 Timing Diagram for a UMTS-to-WLAN Session Handoff.

Figure 3.13 Relative Distances in Hops.

Figure 3.14 Vertical Handoff Delay vs. Number of Handoffs.

Figure 3.15 Packet loss for a UMTS-to-WLAN Handoff.

Figure 3.16 Packet loss for a WLAN-to-UMTS Handoff.

Figure 3.17 Variation of End-to-End Delay (Jitter).

Figure 3.18 Behavior of Jitter vs. Number of Handoffs.

Figure 3.19 Normalized Signaling Cost vs. Average Session Arrival Rate ($\lambda$ calls/min).

Figure 3.20 $P_1$ vs. Average Session Arrival Rate ($\lambda$ calls/min).

Figure 3.21 $P_2$ vs. Average Session Arrival Rate ($\lambda$ calls/min).

Figure 3.22 Normalized Signaling Cost vs. Average Network Mobility Rate ($\eta$ min$^{-1}$).

Figure 3.23 $P_1$ vs. Average Network Mobility Rate ($\eta$ min$^{-1}$).

Figure 3.24 $P_2$ vs. Average Network Mobility Rate ($\eta$ min$^{-1}$).

Figure 3.25 Normalized Signaling Cost vs. CMR ($\lambda$ constant).

Figure 3.26 Normalized Signaling Cost vs. CMR ($\eta$ constant).

Figure 4.1 Interworking Architecture with MIP-SIP based Mobility Management.

Figure 4.2 MIP-SIP Signaling Framework.

Figure 4.3 Relative distances in hops.

Figure 4.4 Vertical handoff delay from UMTS-to-WLAN.

Figure 4.5 Vertical handoff delay from WLAN-to-UMTS.

Figure 4.6 Packet loss for a UMTS-to-WLAN handoff.

Figure 4.7 Packet loss for a WLAN-to-UMTS handoff.

Figure 4.9 Normalized Signaling Cost vs. Average Session Arrival Rate ($\lambda$).

Figure 4.10 Normalized Signaling Cost vs. Average Network Mobility Rate ($\eta$).

Figure 4.11 Normalized Signaling Cost vs. CMR ($\lambda$ constant).

Figure 4.12 Normalized Signaling Cost vs. CMR ($\eta$ constant).
Figure 4.13  Transient packet loss comparison for UMTS-to-WLAN vertical handoff for MIP-SIP and Pure-SIP mechanisms.

Figure 4.14  Transient packet loss comparison for WLAN-to-UMTS vertical handoff for MIP-SIP and Pure-SIP mechanisms.

Figure 5.1  WiMAX Network Architecture.

Figure 5.2  The Extended Interworking Architecture.

Figure 5.3  UMTS-WLAN Session Handoff Signaling.

Figure 5.4  Relative distances in hops.

Figure 5.5  Vertical Handoff Delay vs. Number of Session Handoffs.

Figure 5.6  Transient Packet Loss vs. Number of Handoffs.

Figure 5.7  Jitter vs. Number of Handoffs.

Figure 5.8  Signaling Cost vs. Call-to-Mobility Rate (CMR).

Figure 5.9  Signaling Cost vs. η when μC_i and λ are constant.

Figure 5.10  Signaling Cost vs. λ when μC_i and η are constant.

Figure 5.11  OPNET 14.0 Simulation Model.

Figure 5.12  Transient Packet Loss for a UMTS-to-WiMAX Handoff.

Figure 5.13  Transient Packet Loss for a WiMAX-to-UMTS Handoff.

Figure 5.14  Transient Packet Loss Comparison for a UMTS-to-WiMAX Handoff and a UMTS-to-WLAN Handoff.

Figure 5.15  Variation of Delay (Jitter) for a WiMAX-to-UMTS Handoff.

Figure A.1  Packet-Switching Network Delay.

Figure B.1  WiMAX-to-UMTS Handoff Delay vs. System Utilization.

Figure B.2  UMTS-to-WiMAX Handoff Delay vs. System Utilization.

Figure B.3  Transient Packet Loss vs. System Utilization.
Tables

Table 3.1. IMS Message Sizes and Parameter Values Used for Analysis.

Table 4.1. IMS-SIP Message Sizes and Parameter Values Used for Analysis.

Table 6.1. Summary of OPNET based Simulation Results.

Table 6.2. Summary of Analytically Modeled Results.
# Glossary of Acronyms and Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3G</td>
<td>3rd Generation</td>
</tr>
<tr>
<td>3GPP</td>
<td>3rd Generation Partnership Project</td>
</tr>
<tr>
<td>3GPP2</td>
<td>3rd Generation Partnership Project 2</td>
</tr>
<tr>
<td>3PCC</td>
<td>Third-Party Call Control</td>
</tr>
<tr>
<td>4G</td>
<td>4th Generation</td>
</tr>
<tr>
<td>AAA</td>
<td>Authentication, Authorization, and Accounting</td>
</tr>
<tr>
<td>AEN</td>
<td>Access Edge Node</td>
</tr>
<tr>
<td>ASN</td>
<td>Access Service Network</td>
</tr>
<tr>
<td>B2BUA</td>
<td>Back-to-Back User Agent</td>
</tr>
<tr>
<td>BEN</td>
<td>Border Edge Node</td>
</tr>
<tr>
<td>BS</td>
<td>Base Stations</td>
</tr>
<tr>
<td>BSS</td>
<td>Basic Service Set</td>
</tr>
<tr>
<td>BU</td>
<td>Binding Update</td>
</tr>
<tr>
<td>BWA</td>
<td>Broadband Wireless Access</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access</td>
</tr>
<tr>
<td>CMR</td>
<td>Call-to-Mobility Ratio</td>
</tr>
<tr>
<td>CoA</td>
<td>Care of Address</td>
</tr>
<tr>
<td>CS</td>
<td>Circuit-Switched</td>
</tr>
<tr>
<td>CSCF</td>
<td>Call State Control Functions</td>
</tr>
<tr>
<td>CSMA/CA</td>
<td>Carrier Sense Multiple Access with Collision Avoidance</td>
</tr>
<tr>
<td>CSN</td>
<td>Connectivity Services Network</td>
</tr>
<tr>
<td>DFS</td>
<td>Dynamic Frequency Selection</td>
</tr>
<tr>
<td>DHCP</td>
<td>Domain Host Configuration Protocol</td>
</tr>
<tr>
<td>DSSS</td>
<td>Direct Sequence Spread Spectrum</td>
</tr>
<tr>
<td>ETSI</td>
<td>European Telecommunications Standards Institute</td>
</tr>
<tr>
<td>FA</td>
<td>Foreign Agent</td>
</tr>
<tr>
<td>FCC</td>
<td>Federal Communications Commission</td>
</tr>
<tr>
<td>FHSS</td>
<td>Frequency Hopping Spread Spectrum</td>
</tr>
<tr>
<td>FMIPv6</td>
<td>Fast Handover for Mobile IPv6</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------------------------------------</td>
</tr>
<tr>
<td>FTP</td>
<td>File Transfer Protocol</td>
</tr>
<tr>
<td>GGSN</td>
<td>Gateway GPRS Support Node</td>
</tr>
<tr>
<td>GIF</td>
<td>GPRS Interworking Function</td>
</tr>
<tr>
<td>GPRS</td>
<td>General Packet Radio Service</td>
</tr>
<tr>
<td>GSM</td>
<td>Global System for Mobile communications</td>
</tr>
<tr>
<td>HA</td>
<td>Home Agent</td>
</tr>
<tr>
<td>HiperMAN</td>
<td>High Performance Radio Metropolitan Area Network</td>
</tr>
<tr>
<td>HLR</td>
<td>Home Location Register</td>
</tr>
<tr>
<td>HSDPA</td>
<td>High-Speed Downlink Packet Access</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext Transfer Protocol</td>
</tr>
<tr>
<td>I-CSCF</td>
<td>Interrogating-CSCF</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronic Engineers</td>
</tr>
<tr>
<td>IISA</td>
<td>Integrated InterSystem Architecture</td>
</tr>
<tr>
<td>IMS</td>
<td>IP Multimedia Subsystem</td>
</tr>
<tr>
<td>IMS-MGW</td>
<td>IMS Media Gateway</td>
</tr>
<tr>
<td>IMT-2000</td>
<td>International Mobile Telecommunications 2000</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>ISM</td>
<td>Industrial, Scientific, and Medical</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunications Union</td>
</tr>
<tr>
<td>LLC</td>
<td>Logical Link Control</td>
</tr>
<tr>
<td>LoS</td>
<td>Line-of-Sight</td>
</tr>
<tr>
<td>MAC</td>
<td>Media Access Control</td>
</tr>
<tr>
<td>MAP</td>
<td>Mobility Anchor Point</td>
</tr>
<tr>
<td>MGCF</td>
<td>Media Gateway Control Function</td>
</tr>
<tr>
<td>MICS</td>
<td>Media Independent Command Service</td>
</tr>
<tr>
<td>MIES</td>
<td>Media Independent Event Service</td>
</tr>
<tr>
<td>MIH</td>
<td>Media Independent Handover</td>
</tr>
<tr>
<td>MIHF</td>
<td>Media Independent Handover Function</td>
</tr>
<tr>
<td>MIIS</td>
<td>Media Independent Information Service</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple-Input Multiple-Output</td>
</tr>
<tr>
<td>MIP</td>
<td>Mobile IP</td>
</tr>
<tr>
<td>Acronym</td>
<td>Full Form</td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>MMD</td>
<td>Multi Media Domain</td>
</tr>
<tr>
<td>MMS</td>
<td>Multimedia Message Service</td>
</tr>
<tr>
<td>MN</td>
<td>Mobile Node</td>
</tr>
<tr>
<td>MRFC</td>
<td>Media Resource Function Controller</td>
</tr>
<tr>
<td>MRFP</td>
<td>Media Resource Function Processor</td>
</tr>
<tr>
<td>MSS</td>
<td>Mobile Subscriber Station</td>
</tr>
<tr>
<td>MVNO</td>
<td>Mobile Virtual Network Operator</td>
</tr>
<tr>
<td>NAT</td>
<td>Network Address Translation</td>
</tr>
<tr>
<td>NGMN</td>
<td>Next Generation Mobile Network</td>
</tr>
<tr>
<td>NLOS</td>
<td>Non-Line-of-Sight</td>
</tr>
<tr>
<td>NWG</td>
<td>Network Working Group</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency Division Multiplexing</td>
</tr>
<tr>
<td>OFDMA</td>
<td>Orthogonal Frequency Division Multiple Access</td>
</tr>
<tr>
<td>PCF</td>
<td>Packet Control Function</td>
</tr>
<tr>
<td>P-CSCF</td>
<td>Proxy-CSCF</td>
</tr>
<tr>
<td>PDCP</td>
<td>Packet Data Convergence Protocol</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PDG</td>
<td>Packet Data Gateway</td>
</tr>
<tr>
<td>PDN</td>
<td>Packet Data Network</td>
</tr>
<tr>
<td>PDP</td>
<td>Packet Data Protocol</td>
</tr>
<tr>
<td>PDS</td>
<td>Packet Data Subsystem</td>
</tr>
<tr>
<td>PDSN</td>
<td>Packet Data Serving Node</td>
</tr>
<tr>
<td>PDU</td>
<td>Protocol Date Unit</td>
</tr>
<tr>
<td>PHY</td>
<td>Physical</td>
</tr>
<tr>
<td>PLMN</td>
<td>Public Land Mobile Network</td>
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</tr>
<tr>
<td>SCC</td>
<td>Seamless Connection Control</td>
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</tr>
<tr>
<td>SLA</td>
<td>Service Level Agreements</td>
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</tr>
<tr>
<td>TMM</td>
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<td>VoIP</td>
<td>Voice over Internet Protocol</td>
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<td>VGSN</td>
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<td>WAF</td>
<td>WLAN Adaptation Function</td>
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<td>W-CDMA</td>
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<tr>
<td>WiMAX</td>
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<tr>
<td>WLAN</td>
<td>Wireless Local Area Networks</td>
</tr>
<tr>
<td>WMAN</td>
<td>Wireless Metropolitan Area Networks</td>
</tr>
<tr>
<td>WPAN</td>
<td>Wireless Personal Area Networks</td>
</tr>
<tr>
<td>WWAN</td>
<td>Wireless Wide Area Networks</td>
</tr>
</tbody>
</table>
Chapter 1 – An Introduction to Interworking Heterogeneous Wireless Networks

An Introduction to Interworking Heterogeneous Wireless Networks

The emergence of various radio access technologies and wireless data communication networks over the past decade has revolutionized the entire telecommunications industry. By and large, these wireless networking technologies can be categorized as Wireless Personal Area Networks (WPAN), Wireless Local Area Networks (WLAN), Wireless Metropolitan Area Networks (WMAN), and Wireless Wide Area Networks (WWAN), which have been widely accepted as a convenient alternative to the conventional wired networks. The increasing demand for ubiquitous high speed data access has resulted in widespread deployment of heterogeneous wireless networking domains. However, in order to ensure anywhere anytime wireless data access, roaming facilities between dissimilar networks must be in place, which is also the primary requirement of an NGMN. Hence, there is growing demand for efficient architectures and platforms for interworking heterogeneous wireless networks, which is the primary motivation of this research. Therefore the aim of this Chapter is to establish the objective and scope of this thesis. The remainder of this Chapter is organized as follows. Firstly, an overview on wireless data networks is presented. Secondly, the basic concepts of interworking and trends are introduced. Followed by this are the sections on the objectives, approach, and contributions of the thesis. The Chapter concludes by presenting an outline of the thesis, which briefly presents a summary of the forthcoming Chapters.

1.1 Wireless Data Networks: An Overview

The development of new wireless technologies and the increased user demand for ubiquitous high speed data access has given rise to the rapid deployment of wireless networks such as WWAN, WMAN, WLAN, and WPAN over the last decade. Despite the rapid growth of the above mentioned networks, physical characteristics such as underlying radio access
technologies, data rates, geographical coverage, and mobility support of each of these technologies are highly diverse in nature. For example, a modern third generation (3G) cellular network (considered under a WWAN) is capable of providing high speed mobility and relatively large coverage, but has relatively lower data rates. On the other hand, a WLAN supports relatively high data rates, but relatively smaller area of coverage with limited mobility. Therefore, this section presents a brief overview about various wireless technologies comprised in a typical NGMN.

1.1.1 Wireless Local Area Network (WLAN)

The Institute of Electrical and Electronic Engineers (IEEE) formed the 802.11 Work Group in September 1990 with the objective of developing a standard for wireless LANs to operate on a low-power unlicensed frequency range. The selected frequency range was the Industrial, Scientific, and Medical (ISM) bands, either the 2.4 GHz band or the 5 GHz band, which was set aside by the Federal Communications Commission (FCC). As a result, the first IEEE’s 802.11 standard was released in 1997 [1].

This standard addresses the Media Access Control (MAC) and Physical (PHY) standards separately. The original PHY standard provides data rates of 1-2 Mbps and three fundamentally different mechanisms of operation. They are namely: Infrared, 2.4 GHz Frequency Hopping Spread Spectrum (FHSS), and 2.4 GHz Direct Sequence Spread Spectrum (DSSS). The task assigned to the 802.11 MAC is to coordinate an access mechanism, which allows fair access to the medium. Since wireless stations do not have the capability of detecting collisions, the IEEE 802.11 WLANs have an access method that made every effort to avoid collisions, which is known as Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA).

In 1999, the IEEE released a new PHY standard named the IEEE 802.11b [2]. This standard is capable of providing higher bit rates up to 11 Mbps using DSSS within the 2.4 GHz range. About the same time, IEEE released another PHY standard named IEEE 802.11a. It provides bit rates up to 54 Mbps and operates on the 5 GHz range [3]. However, instead of using DSSS as in the previous cases, IEEE 802.11a uses a new modulation method called Orthogonal Frequency Division Multiplexing (OFDM). A later contribution (June 2003) to the family of IEEE 802.11 PHY standards was the IEEE 802.11g standard, operating in the 2.4 GHz range and using OFDM [4]. This works in the 2.4 GHz band (like IEEE 802.11b), but uses the same
OFDM based transmission scheme as IEEE 802.11a and capable of providing maximum data rates up to 54 Mbps.

The IEEE 802.11n is a much recently proposed amendment to the IEEE 802.11 wireless networking standard to significantly improve network throughput over previous standards with a significant increase in the raw data rate from 54 Mbps to a maximum of 600 Mbps [5]. The IEEE 802.11n is built on previous IEEE 802.11 standards by adding Multiple-Input Multiple-Output (MIMO) and channel-bonding operation to the PHY layer, and frame aggregation to the MAC layer. Although the work on the IEEE 802.11n standard dates back to 2004, the draft is yet to be finalized in March 2009 with possible publication in December 2009 [6].

Another amendment added to the IEEE 802.11 is the standard for Spectrum and Transmit Power Management Extensions, which is known as IEEE 802.11h-2003 (or 802.11h) [7]. It solves problems like interference with satellites and radar using the same 5 GHz frequency band. The standard provides Dynamic Frequency Selection (DFS) and Transmit Power Control (TPC) to the 802.11a MAC [8]. It has been integrated into the full IEEE 802.11-2007 standard.

1.1.2 Wireless Metropolitan Area Network (WMAN)

A WMAN provides network access to buildings through exterior antennas communicating with central radio Base Stations (BS). Because wireless systems have the capacity to address broad geographic areas without the costly infrastructure development required in deploying cable links to individual sites, the technology may prove less expensive to deploy and may lead to more ubiquitous broadband access [9].

The IEEE 802.16 Working Group is the IEEE group working on WMANs, in particular the air interface for fixed broadband wireless access systems. The working group develops standards and recommended practices to support the development and deployment of fixed broadband wireless access systems. The first IEEE 802.16 standard was approved in December 2001. It delivered a standard for point to multipoint broadband wireless transmission in the 10-66 GHz band, with only a Line-of-Sight (LoS) capability. It uses a Single Carrier (SC) PHY standard [10].

The IEEE 802.16a was an amendment to the IEEE 802.16 and delivered a point to multipoint capability in the 2-11 GHz band [11]. For this to be of use, it also required a non-
line-of-sight (NLOS) capability, and the PHY standard was therefore extended to include OFDM and Orthogonal Frequency Division Multiple Access (OFDMA). The IEEE 802.16a was ratified in January 2003 and was intended to provide "last mile" fixed broadband access. The IEEE 802.16c, a further amendment to the IEEE 802.16, delivered a system profile for the 10-66 GHz IEEE 802.16 standard [12].

In September 2003, a revision project called the IEEE 802.16d commenced with the aim to align the standard with aspects of the European Telecommunications Standards Institute’s (ETSI) High Performance Radio Metropolitan Area Network (HiperMAN) standard [13]. This project concluded in 2004 with the release of IEEE 802.16-2004 which superseded the earlier IEEE 802.16 documents, including the a/b/c amendments [14]. The IEEE 802.16e-2005 is an amendment to the IEEE 802.16-2004 standard and is often referred to in shortened form as the IEEE 802.16e. This new amendment introduced support for mobility, amongst other things and called as Mobile Worldwide Interoperability for Microwave Access, which is better known as “Mobile WiMAX” [15].

1.1.3 Wireless Wide Area Network (WWAN)

A WWAN essentially comprises of an umbrella of 3G cellular networking technologies such as UMTS [16], General Packet Radio Service (GPRS) [17], CDMA2000 (i.e., CDMA2000 1xRTT [18], CDMA2000 EV-DO [19], and CDMA2000 EV-DV [20]).

Currently, the most common form of UMTS uses Wideband Code Division Multiple Access (W-CDMA) as the underlying air interface. It is standardized by the 3rd Generation Partnership Project (3GPP), and addresses the International Telecommunications Union’s (ITU) International Mobile Telecommunications 2000 (IMT-2000) [21] requirements for 3G cellular radio systems. UMTS supports up to 14.0 Mbps data transfer rates (theoretically) with High-Speed Downlink Packet Access (HSDPA) [22], despite the fact that at the moment users in deployed networks can expect a transfer rates of up to 384 kbps for UMTS Release 99 handsets, and 7.2 Mbps for HSDPA handsets in the downlink connection.

The 3rd Generation Partnership Project 2’s (3GPP2) CDMA2000 can be deployed in several phases. The first phase, CDMA2000 1x, supports an average of 144 kbps packet data in a mobile environment. The second release of 1x, called 1x-EV-DO supports data rates up to 2
Mbps on a dedicated data carrier. Finally, 1x-EV-DV (which probably will rarely be deployed) will support even higher peak rates, simultaneous voice and high-speed data, as well as improved QoS mechanisms.

1.2 **Interworking Trends and Issues**

As mentioned earlier, the future NGMN can essentially be seen as a group of overlapping heterogeneous mobile data networks that are interworked together [23],[24]. Therefore, the integration of these dissimilar technologies using a common framework can enable a potential user to freely roam from one network to another. Furthermore, seamless session handoff from one network to another will also become a possibility.

The main benefits of interworking can be summarized as:

- Ability for catering bandwidth demands for high performance applications such as multimedia, video, and teleconferencing,
- Provisioning of global mobility and service portability across heterogeneous networking boundaries,
- Realization of an all-IP based packet switched telecommunications system with converged voice and data capability,
- Realization of the future NGMN or 4G networking platform which supports ubiquitous data services and very high data rates across heterogeneous networks, and
- Provisioning of always best connectivity to the subscriber (in an NGMN).

In the recent years, much research has been done in the area of interworking between various wireless data networks such as WLAN, 3G Cellular (i.e., UMTS and CDMA2000), WiMAX [25]. By and large, these internetworking architectures can be categorized as tight coupling, loose coupling, and peer-to-peer networking (also referred as no-coupling) [26], [27]. The design concepts behind the categorization of these architectures can be summarized as follows. In the tight coupling architecture, the WLAN is directly connected to the UMTS core network. Thus the WLAN data traffic gets routed via the UMTS core network before reaching the external Packet Data Networks (PDNs). Therefore, UMTS mobility management techniques may be directly applied in this method. On the other hand, the loosely coupled architecture exchanges signaling between the WLAN and the UMTS core network while the
data flows via independent IP based networks. There are also other variants to this internetworking architecture, which may require the data traffic to be routed via the UMTS core network [28], [29]. Since the data traffic is routed directly via an IP network this method may help avoiding a potential traffic bottleneck. Nevertheless, in this method, the handoffs are less efficient and therefore real-time session mobility may not always be guaranteed [27]. Lastly, the peer-to-peer coupling framework can be described as coupling the 3G cellular network and the WLAN as peers, which may also be argued to be a variant of the loose coupling architecture [26]. In this case, a higher layer mobility management protocol such as Mobile IP (MIP) could be used for provisioning mobility management [30]. However, due to known deficiencies of the MIP protocol itself (i.e., the issue of triangular routing, conflict with security frameworks of cellular systems, and so on), this may not be the best solution for frequently roaming users.

Despite these recent attempts, many open and unresolved issues still exist in this area. The first of which is the issue of session mobility across WLAN and UMTS networks. Efficient ways to provide/enable seamless continuity of service across WLAN and 3G cellular networks can be ranked as a top issue. Another important issue is to define a mechanism for data routing in heterogeneous networks. Additionally, matching the QoS requirements and service provisioning in such environments are other related issues. Therefore, there exists a need for the development of an architecture capable of overcoming these challenges, which motivates this work.

1.3 Objectives

The objective of this thesis is to propose a mobility-aware novel architecture for interworking heterogeneous mobile data networks, which facilitates real-time session management including session establishment and seamless session handoff across dissipate networks. This framework must conveniently enable a 3G cellular technology (such as UMTS or CDMA2000 system), a WLAN technology, and a WMAN technology (i.e., a WiMAX system) to interwork under a common signaling platform. Therefore, a roaming user in such a heterogeneous network will be controlled via a centralized common mobility management platform where terminal mobility and session mobility is managed in a real-time environment. This framework will
essentially exploit the IP Multimedia Subsystem (IMS) as a universal coupling mediator for real-time session negotiation and management [31]. This thesis also analyses and simulates vertical handoff performance measures such as delay, transient packet loss, jitter, and signaling overhead/cost.

1.4 Approach

The approach used for achieving the above objectives can be explained in three main stages as follows. Initially an in-depth review of the current literature published in the area was carried out. This was essential for identifying the trends and issues, formulating the problem, and defining the motivations.

The first stage of the research was to design and develop an initial framework for interworking UMTS and WLAN systems (with limited mobility). This framework used the IMS as a universal coupling mediator for real-time session negotiation and management. Since the initial goal was merely to interwork between UMTS and WLAN systems and the design was somewhat close to a loose coupling model, the 3GPP’s IMS became the natural candidate for a coupling mediator. Along with this, the Session Initiation Protocol (SIP) was used as the protocol for mobility and session management (since it is already used within the IMS for session management). As a result, the initial architecture inherited a pure SIP-based mobility management platform, which was fully controlled at the Application Layer.

The second stage of the research further extended the existing framework to be capable of interworking between different 3G cellular technologies (i.e., UMTS and CDMA2000) and WLAN. However, this required major architectural changes within the initial design. As a result, the mobility management concepts used in the 3GPP’s core network and the 3GPP2 IMS framework were adopted. However, at this stage, it became obvious that re-designing of the entire mobility management framework was necessary. Therefore, instead of having a pure SIP-based mobility management framework, a MIP and SIP combined mobility management framework was designed. Within this new framework, terminal/IP mobility is managed at the network layer by MIP and session mobility is handled by SIP at the application layer.

The third and the last stage of the research further extended the model to interwork between 3G cellular, WLAN, and BWA (WiMAX) networks. Similar to the second stage, terminal/IP
mobility was managed at the network layer by MIP and session mobility was handled by SIP at
the application layer. Since the default mobility management protocol for mobile WiMAX
networks was MIP, major modifications were not required for the initial mobility management
framework. Therefore, it can now be said that the final design is capable of interworking with a
variety of heterogeneous mobile networks, and thus proposes a suitable platform for a NGMN
or a 4G network [32].

An analytical model was derived for evaluating the proposed scheme for analyzing the
performance of QoS metrics and measures involved in call or session mobility management.
Furthermore, an OPNET based simulation platform was also used for modeling the proposed
interworking architectures.

1.5 Contribution

This thesis proposes two novel interworking architectures and mobility management
frameworks capable of providing session and terminal mobility for a roaming user in a NGMN.
The thesis also provides a reliable analytical model for evaluating the performance of such
heterogeneous networks. The introduction of the OPNET based interworking platform can also
be a considered as a commercially useful tool for simulating similar interworked scenarios
under controlled environments. The presented performance results (i.e., vertical handoff delay,
transient packet loss, and jitter) can be used by network designers as a performance guideline
or a bench mark for evaluating similar scenarios. Furthermore, these results can also be used by
application designers/providers and Telco’s for fine tuning their application parameters for
achieving optimal QoS levels and reliability over a heterogeneous wireless networking
environment.

1.6 Outline of the Thesis

This thesis is organized in such a way that it initially introduces different wireless data
communication networks (i.e., WLAN, WMAN, and WWAN) to the reader and explains the
growing possibility of experiencing the presence of more than one wireless network at a given
geographical location. Thus the reader is gradually exposed to the concept of the NGMN and
the benefits of roaming between such dissimilar wireless networks. Once the motivations are clarified for this research the objectives, approach, and contribution are clearly specified.

This section intends to provide a general overview of the forthcoming Chapters of this thesis with the relevant corresponding publications. Each Chapter starts with a brief introduction to its contents and ends with a summary and conclusion outlining the main topics discussed with additional ending remarks. A complete set of references is cited at the end of the thesis with the most relevant literature for the reader’s easy access.

Chapter 2 provides an in-depth discussion on the current architectures, future trends, and research issues in relation to interworked heterogeneous mobile data networks. The discussion begins by introducing the current and the most notable interworking architectures. The next section presents the open issues and research trends. This Chapter concludes by introducing the IMS and establishing its importance as a coupling media for the newly proposed interworking architectures. The contents presented in this Chapter are partly generated from [33], [34].

Chapter 3 introduces an initial interworking architecture with the IMS as a universal coupling mediator for real-time session negotiation and management. This initial model was aimed for interworking UMTS and WLAN systems with limited mobility. The mobility management framework proposed in this Chapter is fully dependant on the IMS, and its session management protocol. Subsequently, a Queuing Theory based analytical model is introduced for analyzing its vertical handoff performance and an OPNET based test bed is introduced for simulating the architectural design. The interworking architecture and the OPNET simulation platform presented in this Chapter is generated from [35], the basic introduction to the analytical model is obtained from [36] and [37], the extended analysis using the Queuing Theory is generated from [38], and lastly the signaling cost analysis method is generated form [39].

Chapter 4 focuses on extending the proposed WLAN-UMTS interworking architecture presented in Chapter 3 to a unified framework for interworking dissimilar 3G cellular networking standards. As a result, global roaming and interoperability beyond one cellular system (say, UMTS) to another cellular system (say, CDMA2000) becomes possible. Subsequently the sections on analytical modeling and performance evaluations are presented. Finally an OPNET based simulation model is introduced for validation. The interworking
architecture and the OPNET simulation platform presented in this Chapter is generated from [40] and the OPNET simulation results are partly obtained from [41] and [42].

Chapter 5 further extends the proposed interworking architecture in to a unified mobility and session management framework for interworking heterogeneous mobile and wireless networks. More specifically, this Chapter introduces interworking BWA networks (such as WiMAX) with the existing platform. Therefore, the proposed platform will not only be capable of providing global roaming between multiple cellular systems, but also be able to successfully interwork with WLAN and WiMAX networks, thus creating a truly seamless inter-network roaming experience for the user. The interworking architecture and the analytical model presented in this Chapter is generated from [43] and the OPNET simulation results are partly obtained from [44]. Finally, Chapter 6 presents the concluding remarks for this thesis by summarizing the important conclusions based on the overall results of the research.

1.7 Summary and Conclusions

The purpose of this Chapter was to expose the reader to the concept of the NGMN or the 4G Networks. Subsequently the reader was introduced to different wireless data communication networks (i.e., WLAN, WMAN, and WWAN) and established the growing possibility of experiencing the presence of more than one wireless network at a given time and a geographical location. Followed by this, the importance of roaming between such dissimilar wireless networks was explained. Once the motivations were clarified for this research the objectives, approach, and contribution was clearly specified. Finally, an outline of the thesis is briefly presented, which was an outline of the forthcoming Chapters.
Chapter 2

Interworking of Heterogeneous Networks: Architectures, Issues, and Trends

This Chapter provides an in-depth discussion on the current architectures, research issues, and future trends on interworking heterogeneous mobile data networks. The discussion begins by introducing the current and the most notable interworking architectures and relating design issues. This Chapter also discusses the open issues and research trends in interworking and introduces the IMS as a potential coupling media for interworking dissimilar networks. The organization of this Chapter can be outlined as follows. Firstly the reader is introduced to the concept and benefits of interworking heterogeneous networks. Then the main flavours and standards/specifications of interworking architectures are introduced. Subsequently, the sections on the IEEE 802.21 Media Independent Handover and the IMS follow prior to the concluding remarks. The contents presented in this Chapter have contributed to [33] and [34].

2.1 Introduction

Modern cellular networks are capable of providing better mobility, whereas WLANs are known for their relatively higher bandwidth. Ubiquitous data services and very high data rates across heterogeneous networks may be achieved by the use of a WLAN as a complementary technology to cellular data networks. Hence there is a strong need for efficient interworking mechanisms between WLANs and cellular data networks [45]. These interworking mechanisms, are expected to be equipped with integrated authentication, integrated billing, roaming, terminal mobility, and service mobility [25],[46]. A variety of interworking architectures have been proposed by numerous researchers and groups. By and large, these proposed integration architectures can be categorized as tight coupling, loose coupling, and
peer-to-peer networking (also referred as no-coupling) [26],[27],[47]. As described in [27], the definitions for these coupling mechanisms can be given as follows.

In tight coupling scenario, an IEEE 802.11 WLAN is connected to the 3G cellular core network via a Serving GPRS Support Node (SGSN) emulator. Both data and UMTS signaling are transported by the IEEE 802.11 WLAN to the 3G core network via an SGSN emulator. Thus, the IEEE 802.11 Basic Service Set (BSS) acts as another SGSN coverage area to the UMTS core network. On the other hand, a loosely coupled architecture transports UMTS signaling over the IEEE 802.11 WLAN to the 3G core network, while data flows directly to the IP based network. Fig. 2.1 is a reference diagram showing these tight and loose coupling points.

In tight and loose coupling methods, GPRS/UMTS signaling is carried over WLAN, where the two networks look like one from the Network Layer and above. In both of these cases the 3G core network acts as the “master” network and the IEEE 802.11 WLAN behaves as the “slave” network. Although the last coupling mechanism, which is peer-to-peer networking,
may be seen as an extension to the loose coupling architecture, it treats the two networks as peers [26]. MIP is used to provide a framework for mobility among these peers. Last but not least, there are also other various proposals of hybrid coupling schemes [48]. Such methods are capable of differentiating the data and signaling paths according to the type of traffic. For example, in the case of [48], a tightly coupled architecture is used for real-time traffic, and a loosely coupled network architecture is used for non-real time and bulky traffic.

### 2.2 The Tight Coupling Architecture

As mentioned previously, in tight coupling, the WLAN is directly connected to the 3G cellular core network [49]. Fig. 2.2 illustrates a basic system configuration diagram for a tight coupling architecture. Thus the WLAN data traffic passes through the GPRS core network before reaching the external PDNs.

The key functional element in the system is the GPRS Interworking Function (GIF), which interconnects an IEEE 802.11 Extended Service Set (ESS) to a SGSN via the standard G7 interface [25]. This is also referred to as an SGSN emulator [27]. The GIF is the function that makes the SGSN consider the WLAN as a typical GPRS Routing Area (RA) composed of only one cell.

The handover between the WLAN and the GPRS can be considered as a handover between two individual cells. It is also worth noting that the GIF and all interconnected WLAN terminals use a 48-bit IEEE 802 MAC address. The WLAN Adaptation Function (WAF) is the main component, which helps the Mobile Node (MN) to identify the MAC address of the GIF (Fig. 2.3). Hence, there is a WAF implemented in every dual mode MN as well as the GIF for 3G signaling and data exchange over the IEEE 802.11 WLAN. The WAF also provides the following functions:

- Signaling the activation of WLAN interface as the MS enters a WLAN area,
- Discovering the MAC address of the GIF,
- Helping the SGSN page a mobile station over the G7 interface,
- Transferring Logical Link Control (LLC) Protocol Data Units (PDU) from mobile station to the GIF and vice-versa, and
- Supporting QoS by implementing transmission scheduling in the GFS and the MN.
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**Fig. 2.2. WLAN–3G Integration with Tight Coupling: System Overview [25].**

**Fig. 2.3. Tight Coupling Architecture: The New Interworking Components [25].**
Additionally, the tight coupling architecture can be conveniently extended by adding new functionalities such as location based service support by enabling efficient support for location aware secure fast roaming with location privacy control functions and a location based policy authority [50].

Since the WLAN and GPRS networks connect to the same Gateway GPRS Support Node (GGSN), IP addresses are assigned by the same pool. Hence, the mobility across the two networks do not require a change of an IP address [27]. Lastly, a tight coupling architecture provides the following benefits [25]:

- Seamless service continuation across WLAN and 3G networks,
- Less complicated mobility management mechanisms (since it follows GPRS/UMTS mobility management mechanisms),
- Ability to use the GPRS/UMTS Authentication, Authorization, and Accounting (AAA) system,
- Ability to use the GPRS/UMTS infrastructure for routing (e.g., core network resources, subscriber database, billing systems),
- Increased security (GPRS/UMTS security can be applied on top of WLAN security),
- Common provisioning and customer care, and
- Access to core GPRS/UMTS services (Short Message Service (SMS), location-based service, Multimedia Message Service (MMS), etc.)

However, it is important to note that, the tight coupling architecture is primarily designed for WLANs owned by cellular operators [51]. Thus it lacks implementation capability for third-party WLANs. Further, there are cost and capacity concerns associated with the connection of a WLAN to an SGSN.

2.3 The Loose Coupling Architecture

Similar to the previous coupling method, loose coupling architecture is also a master/slave framework. As shown in Fig. 2.4, the GPRS network acts as a master and the IEEE 802.11 WLAN acts as a slave network (or a visiting network) where only the AAA traffic is routed through the 3G core network (not the user data traffic) [28] [52]. In this scenario, only AAA signaling is exchanged between the WLAN and the 3G home Public Land Mobile Network.
(PLMN) (via the 3G visited PLMN) to provide authentication, authorization and accounting (charging).

Two alternative authentication models (or flavors) for loose coupling can been identified in the literature [53], [54]. These are described as the “IETF flavor” and the “UMTS flavor” [53]. The primary difference between these two is essentially the authentication server itself [54].

![Diagram of WLAN-3G Integration with Loose Coupling](image)

**Fig. 2.4. WLAN–3G Integration with Loose Coupling: With 3G Based Access Control and Charging [28].**

During the authorization phase, the 3G AAA server can establish policies for the user data traffic. It can also serve as a proxy to route AAA signaling to/from other 3G PLMNs (Fig. 2.4). Thus the 3G AAA server is an important component introduced in the loosely coupled interworking architectures. However, more advanced types of interworking scenarios (as
discussed later) may also require the user data traffic to be routed to the UMTS core network [28], [29].

A clear advantage of the above method is that, since the data traffic is routed directly to and from the IP network (Internet) without having to route through the 3G network, a potential traffic bottleneck can be avoided. Since the 3G network and the WLAN are likely to be in different IP address domains, the MN will be allocated an IP address from the pool of addresses of the connected network. The changing of an IP address may result in loss of connectivity. Therefore, in the loose coupling architecture, handoffs are less efficient and mobility management is generally more complicated when the user is in an active session [27].

### 2.4 Peer-to-Peer Networking Architecture

Unlike the previously discussed master/slave coupling methods, this approach treats the two networks as peers. In a peer-to-peer networking architecture, 3G access and WLAN access can be provided by the same or different operators. Further, MIP and AAA servers are used for providing a framework for mobility [30]. MIP is used to restructure connections when an MN roams from one peer network to another and AAA servers provide AAA functionality.

![WLAN–3G Integration with Peer-to-Peer Coupling](image.png)

**Fig. 2.5.** *WLAN–3G Integration with Peer-to-Peer Coupling [55].*
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The MIP framework consists of a MIP client (i.e., the MN), a MIP Foreign Agent (FA), and a MIP Home Agent (HA) as illustrated in Fig. 2.5. Outside of the home network the MN is identified by a care-of-address associated with its point of attachment. The MN registers its care-of-address with its HA. The HA resides in the home network of the MN and is responsible for intercepting datagrams addressed to the MN’s home address and tunnel them to the associated care-of-address.

When a 3G network and a WLAN are accessing a public IP network, MIP can be used in the following manner [56]. The HA function could be implemented in the GGSN of the 3G network. As the MN (whose home network is 3G) moves to a foreign network (the WLAN), it registers with the HA (the GGSN) its current care-of-address through the FA at the foreign network. When the GGSN (the HA) receives packets whose destination is the MN, which tunnels these IP packets to the FA, and eventually reaches the MN. Likewise, the FA functionality may be implemented at the GGSN or SGSN of the 3G network.

Nevertheless, implementation of the HA does not necessarily have to be at the GGSN. The HA could also be implemented at an external IP network [25]. This architecture implements the FA functionality at the 3G and WLAN networks, which is integrated with the HA located on an external IP network. However, both 3G and WLAN networks may need to subscribe to this IP network. Although the peer-to-peer networking architecture is identified as a separate interworking architecture, some literature merely considers it as a variation of the previously discussed loose coupling mechanism [26].

Although MIP is recognized as an acceptable solution for mobility in general, it suffers from several drawbacks [57]. Firstly, since it is a purely Network Layer oriented solution, it is unable to solve any link layer handoff problems. Secondly, triangular routing may also result in extended delays [58], [59]. Thirdly, it may not deal with vertical handoffs due to discrepancies in the mobility management techniques of a heterogeneous networking environment (e.g., UMTS core network does not use MIP) [60].

Additionally, during the time frame between the MN leaving its current subnet to a new subnet, associating with a new FA, and updating the HA with the new care-of-address, a packet loss (or disruption of service) can be noticed. This is due to the fact that during this time interval the HA is still tunneling packets to the old FA’s care-of-address. Further, as the distance between the MN and HA increases the service, the latency and packet loss increases.
Therefore the, MIP framework is not be the best solution for frequently roaming users between two networks [61], [56].

Another variation to the peer-to-peer networking architecture, which is better known as a gateway (or proxy based) approach, have also been proposed in related literature [28], [30], [55], [61], [62]. However, due to the above mentioned deficiencies, not all rely on the MIP framework. Finally, despite mobility and seamless handover still exist as open issues, the use of a Virtual GPRS Support Node (VGSN) has also been proposed as an interim solution in [30], [61].

### 2.5 3GPP’s Approach to WLAN and Cellular Interworking

The 3GPP has made some recent attempts in standardizing and developing a WLAN-Cellular interworking architecture [63], [64], [65], [66]. The 3GPP proposes a specific WLAN-3G cellular interworking architecture capable of supporting common AAA, WLAN sharing, consistent service provisioning, and several access control schemes.

Under this proposed framework, six common interworking scenarios have been discussed [28], [65], [67]. The first scenario, which is the simplest, provides only a common bill and customer care to the subscriber but no real interworking between the WLAN and the 3G PLMN.

Scenario two provides the 3G cellular subscriber with a basic IP network connection via the WLAN and includes no other 3G services. The goal of scenario three is to extend the access to the 3G Packet-Switched (PS) services to subscribers in the WLAN environment. In addition, an IP service selection scheme is used for selecting the PS based service to which to connect. Such services may include IP multimedia, location-based services, instant messaging, presence-based services, and MMS.

However, scenario three does not address service continuity across these access networks. Therefore scenario four addresses this issue and helps maintain service continuity across 3G cellular and WLAN radio access technologies.

Scenario five takes it one step further by introducing seamless service continuity between the 3G and WLAN systems. That is, PS-based services should be utilized across the 3G cellular and WLAN radio access technologies in a seamless manner, without the user noticing
any significant differences. Finally, scenario six describes access to 3G Circuit-Switched (CS) services from the WLAN system including seamless mobility for these services.

The frameworks proposed by 3GPP include a non-roaming (Fig. 2.6) and a roaming (Fig. 2.7) interworking architecture [63]. The roaming architecture is further divided into two categories. That is, when the 3GPP PS services are provided via the home (Fig. 2.7a) or visited 3G network (Fig. 2.7b).

The $W_n$ interface connects the WLAN access network and WLAN Access Gateway (WAG). $W_a$ is the reference point between the WLAN access network and the 3GPP AAA server/proxy, which is used for charging and control signaling. $W_i$ is the interface between the Packet Data Gateway (PDG) and an external IP network (or the Internet), and $W_p$ is the interface between WAG and PDG. Further, $W_u$ is the reference point between WLAN interface and a PDG, and $W_d$ the reference point between the 3GPP AAA proxy and the 3GPP AAA server. Detailed explanations on the above and the remaining reference points can be found in [63].

The functioning of the interworking mechanism can be best summarized as follows [68]. The WLAN MN uses a WLAN Access Point Name (W-APN) to indicate the network the service or the set of services, which it requires to access. Therefore, a service request is firstly delivered to the 3GPP AAA server to obtain a service authorisation to the PDG. After receiving the service authorisation form 3GPP AAA server, the PDG returns a return response to the 3GPP AAA server containing filtering attributes, IP configuration and other information.

![Fig. 2.6. 3GPP’s Non-Roaming Reference Architecture [64].](image)
Then the 3GPP AAA server responds to the WLAN Access Network with service authorisation information, which is relayed to the WLAN UE (or MN). Finally, the WLAN UE initiates a tunnel establishment request to the PDG. Once the tunnel is established between PDG and the IP network, WLAN UE can access the service and user data can be routed through the tunnel.

**Fig. 2.7. 3GPP’s Roaming Reference Architecture: PS Based Services Provided via the a) 3GPP Home Network and b) 3GPP Visiting Network [64].**

### 2.6 3GPP2’s Approach to WLAN and Cellular Interworking

Similar to the previously mentioned case of 3GPP, 3GPP2 has also identified the benefits of interworking the existing CDMA2000 network with the WLAN. The intention of 3GPP2–WLAN interworking is to extend the 3GPP2 packet data services and/or capabilities to the WLAN environment. The following briefly outlines the specifications for a proposal for interworking between 3GPP2 systems and WLANs as specified by [69].

A logical interworking model depicting the interworking relationship scenarios is shown in Fig. 2.8. The logical model in Fig. 2.8 shows the 3GPP2-WLAN interworking relationships where the relationships are either direct or indirect (i.e. through a broker system). In the case of a direct 3GPP2-WLAN interworking relationship, the interworking relationship is defined between the 3GPP2 system and the WLAN system. In the case of an indirect 3GPP2-WLAN interworking relationship, the interworking relationship is defined between a broker system and
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A WLAN system, and between a broker system and a 3GPP2 System. An interworking relationship between a 3GPP2 system and a WLAN system can be considered as a many-to-many relationship. As an extension to the above report [69], descriptions of requirements, scenarios and networking architectures based on the IPv6 environment has been presented in [70]. Furthermore, the authors have suggested specific cases or scenarios, which the interworking model should carefully comply in order to comply with IPv6 mobility management.

Although it is of lesser importance, there are other contributions made in this area of study. For example, [71] proposes a solution for smart seamless handoff with QoS guarantee for CDMA2000 and WLAN systems. According to this proposal, the MN conducts the QoS negotiation with the new network during the handoff. Similar ideas with respect to end-to-end QoS over CDMA2000 and WLANs have been expressed in [72]. Also, another proposal that presents a Seamless Connection Control (SCC) scheme for interworking between CDMA2000 and WLAN systems by a method where the MN drives handover is available in [73].

Fig. 2.8. 3GPP2’s Proposed CDMA2000-WLAN Interworking Architecture [69].
2.7 Interworking between other Disparate Networks

Although the discussion so far has been concentrated around various interworking techniques between WLAN and 3G cellular (UMTS in particular) networks, there is growing interest in interworking with other disparate networks. Furthermore, interworking of heterogeneous networks has become an important area of research with the emergence of the concept of 4G networks. In this regards, there are some (although not many) works on interworking between UMTS and CDMA2000 networks, interworking between UMTS and WiMAX networks, and interworking between WLAN and WiMAX networks. This section provides a brief overview of some of the current works that are being done in this area.

2.7.1 Interworking between UMTS and CDMA2000 system

One of the primary motivations of the IMT-2000 project was to provide global access capability with a harmonized radio access network and a unified core network [74], [75]. Despite these motivations, the current 3G systems were developed as extensions of the platforms of the second generation predecessors.

For example, the Global System for Mobile communications (GSM) was extended to UMTS and the cdmaOne system was extended to CDMA2000 by the 3GPP and 3GPP2, respectively. Thus the goal of having a unified communication system was not achieved, and global roaming and interoperability beyond one system and carrier still remains a challenge.

Therefore, it is essential that in the development of the NGMN that there exists a unified platform for these systems to interwork with each other. This has given rise to much research activity aiming towards providing interoperability and global roaming among different cellular networking standards and technologies [76], [60]. Due to architectural and technical differences in these two core networking technologies many aspects need to be addressed prior to achieving fully seamless interworking between these networks.

Figure 2.9 shows a currently proposed architecture that interconnects UMTS and CDMA2000 systems [60]. This method shares much similarity with the previously stated peer-to-peer interworking mechanism and uses MIPv4 as the preferred mobility management mechanism [30]. In this figure, the UMTS network is connected to the IP network through the
GGSN that acts as the MIP FA. Following the GPRS attach and Packet Data Protocol (PDP) context activation procedures, the MN performs the MIP registration to its HA via the GGSN (i.e., MIP FA).

The HA maintains the MN’s location information (e.g., the GGSN, which is the MIP FA address) and tunnels the IP datagrams to the MN. In the CDMA2000 network, the PDSN is the MIP FA, which communicates with the HA through the IP network as previously described. Both the UMTS and CDMA2000 networks connect to the IP multimedia network through the MIP HA. That is when a terminal in the IP multimedia network originates a multimedia call to the UMTS or CDMA2000 MN by using protocols such as H.323 [21] and SIP [22], and the voice packets are first delivered to the MIP HA.

Then the MIP HA forwards these packets to the MN through the MIP FA (GGSN or the Packet Data Serving Node (PDSN)). Despite the successful interworking framework used for addressing IP mobility management, this architecture raises concerns such as service continuation, seamlessness, and session mobility management. Thus this interworking architecture cannot be successfully adopted in a heterogeneous networking environment such as the future 4G network.

Another conceptually similar proposal to the above mentioned is illustrated in Fig. 2.10 [77], [78]. This proposed architecture, called Integrated InterSystem Architecture (IISA), which adapts an integrated loose coupling model and implements MIPv6 [79] and Hierarchical
MIPv6 (HMIPv6) [80] functionalities. Despite the fact that this model overcomes the usual drawbacks of MIPv4, it requires substantial modifications within some functional entities of the UMTS and the CDMA 2000 core network.

Fig. 2.10. Interworking IISA Architecture for 4G Networks.

Therefore, SGSN/Packet Control Function (PCF) is enhanced with the functionalities of an access router and is called an Access Edge Node (AEN) and GGSN/PDSN is extended as a Mobility Anchor Point (MAP). Similarly, GGSN/PDSN is extended with MAP and interworking functionalities (to enable message formats conversion, QoS requirements mapping, etc.) and is called the Border Edge Node (BEN). The BEN has the information of ARs such as IP address, subnet prefix, link address within its domain. The WLAN Interworking Gateway (WIG) acts as a route policy element, ensuring message format conversion. Extended functionalities can be integrated into existing network entities or implemented separately.

However, incorporation of such modifications require major overhaul within the UMTS and CDMA2000 core networks, thus the current 3GPP and 3GPP2 standards need to be revised.
Therefore, it is not deemed as a feasible approach for interworking. Another reason for making this impracticable from the network operators’ point of view is that in order for MIPv6 to be implemented an IPv6 based networking platform must exist.

Two other possibly noteworthy proposals for interworking UMTS-CDMA2000 networks are found in [76]. The first is a network configuration based on the gateway solution. The gateway solution can be considered as the simplest way of implementing interworking and interoperability between two dissimilar technologies, without any modification to the existing CDMA2000 systems and the new UMTS systems. Fig. 2.11 depicts a network configuration of the gateway solution, which requires the introduction of a gateway system between UMTS and CDMA2000 networks.

According to the authors of [76], this solution is capable of addressing the global roaming problem between different technologies, where the basic concept and functions were standardized as per the TIA/EIA/Interim Standard (IS)-129 [81] and improved as in the 3GPP2’s N.S0028 [82]. The gateway solution may be of interest to new UMTS operators that do not own a legacy CDMA2000 network, but directly adopts the UMTS system and only require support for global roaming among other international CDMA2000 service providers.

\[\text{Fig. 2.11. An Interworking Architecture based on the Gateway Solution.}\]
The lack of total seamlessness for every function may not affect the global roaming market, especially where roaming subscribers are accustomed to differences in the capabilities supported by the home and visited networks. Another shortcoming of this solution is that the subscriber database must be managed in three different places, which is not a technical problem but requires another interface from the central database to the gateway system.

Secondly, Fig. 2.12 depicts a network configuration of a dual-stack solution, which requires the Home Location Register (HLR), Service Control Point (SCP), and Short Message Centre (SMC) to be modified and upgraded to support both protocol stacks required by the CDMA2000 and UMTS technologies. A simple implementation of the two protocol stacks in these systems is not sufficient to achieve integration of the two networks. Also, each protocol stack performs and operates its own mobility management, call delivery, supplementary service management functionalities.

However, coordination of mobility management, call delivery, and supplementary service management between the two networks is kept through the dual-stack HLR, SCP, and SMC. In summary, it can be said that the dual-stack solution best suits a network service provider that wants to provide its customers both number portability and service transparency across its CDMA2000 and UMTS systems. However, this solution does not sufficiently address the issue of IP/terminal mobility or the session mobility for a potential user roaming between these two networks.

Fig. 2.12. An Interworking Architecture based on the Dual-Stack Solution.
2.7.2 Interworking between UMTS and WiMAX system

With the above motivations, similar attempts have also been made for interworking WiMAX systems with 3G cellular technologies [83]. The initial works concentrated on different flavours of the commonly known Loose and Tight Coupling architectures where a series of proposals about different mobility management mechanisms have been presented in [84]. In the case of interworking WiMAX with 3G cellular systems, MIP based approaches for mobility management have been the most widely proposed [85]. Furthermore, despite its well known drawbacks, MIP has become the popular choice for mobility management in mobile WiMAX networks [57].

2.7.3 Interworking between WLAN and WiMAX system

Similar to the above two sections, there are also some notable contributions towards interworking WLAN and WMAN systems in the current literature. A novel scheme for achieving the above is given in [86], where a generic framework based on the IEEE 802.21 [87] has been proposed. Firstly this framework aims to provide continuity of service by introducing a mechanism of QoS adaptation by which applications can adjust their QoS in order to cope with the QoS provisioned in the visited network. Secondly, it points towards making an intelligent handoff decision according to policies predefined in the system. Another simple and straight forward proposal for interworking WLAN and WiMAX system is given in [88], which also uses the IEEE 802.21 [87] standard as a coupling mediator.
2.8 **IEEE 802.21 Media Independent Handover Services**

The current IEEE 802 standards do not support vertical handover between different types of networks. They also do not provide triggers or other services (such as methods for selecting the optimal network) to facilitate vertical handovers in a heterogeneous networking environment. Therefore a new standard called IEEE 802.21 for supporting algorithms for enabling seamless handover between different network types has been proposed for providing information to allow handing over to and from cellular, GSM, GPRS, Wi-Fi, Bluetooth, IEEE 802.11, and IEEE 802.16 networks through different handover mechanisms. This standard is also called the Media Independent Handover (MIH) or vertical handover function [89].

The objectives of the IEEE 802.21 standard can be summarized as [90], [91]:

- Enable roaming and seamless handover between heterogeneous wireless networks:
  - To be available for use by multiple vendors and users,
  - To be compatible with other IEEE 802 standards (e.g. WiMAX and WLAN),
- Include definitions for managed objects that are compatible with management standards like the Simple Network Management Protocol (SNMP) [92],
- Include definition of a new link layer Service Access Point to provide a technology independent common Link layer interface,
- Define a set of handoff enabling functions to coordinate with the upper layers (e.g., MIP based mobility management at the Network Layer) to perform efficient vertical handoffs,
- Provide support for authentication, authorization, and network detection and selection (although security algorithms and security protocols are defined in the standard).

When a session is handed off from one access point to another access point using the same technology, the handover can usually be performed within that wireless technology itself without involving the Media Independent Handover Function (MIHF) or the IP. For instance a Voice over IP (VoIP) call from a Wireless Fidelity (Wi-Fi) handset to a Wi-Fi access point can be handed over to another Wi-Fi access point within the same network. However if the handover is from a Wi-Fi access point in a corporate network to a public Wi-Fi hotspot, then
the MIH is required, since the two access points cannot communicate with each other at the link layer, and are on different IP subnets [93].

The key functionalities provided by the MIH are communication among various wireless layers, and between them and the IP layer. This handover procedure uses the information from both MN and the network infrastructures. The IEEE 802.21 framework informs the available network nearby to the MN and helps the MN to detect and select the network. This information includes Link Layer information. The MIH may communicate with various IP protocols including SIP for signaling, MIP for mobility management and DiffServ and IntServ for QoS.

The required messages are relayed by the MIHF that is located in the protocol stack between the Layer 2 wireless technologies and IP at Layer 3 [89]. The MIHF provides homogeneous interfaces independent from access technologies [94]. This interface handles communications between the upper layer and lower layer as illustrated in Fig. 2.13.

Fig. 2.13. IEEE 802.21 Media Independent Handover Architecture.
The MIHF provides three services as:

- Media Independent Event Service (MIES)
- Media Independent Command Service (MICS)
- Media Independent Information Service (MIIS)

The MIES supports the transfer, filtering, and classification of dynamic changes from Layer 2 to Layer 3. This delivers triggers on events such as link up, link down, and new link available. The MICS offers the functions for managing and controlling Layer 2 from Layer 3. If the MIH application wants handover and mobility, it can control the MAC layer by using MICS. A set of standard commands for handover control would be switch link, configure link, and initiate handover.

The MIIS offers information that is needed to perform the handover. It defines a service that provides information for faster handovers such as a list of available networks, IP version, and network operators. Using this information, the mobile terminal is able to make a decision on the handover.

The transportation of the MICS, MIES, and MIIS messages over Layer 2 or Layer 3 is facilitated via the MIHF transport protocol. IEEE 802.11u defines transport for IEEE 802.21 messages over IEEE 802.11. This is a proposed amendment to the IEEE 802.11-2007 standard to add features that improve interworking with external networks [95].

As a current hot topic in research, many contributions have been made to the draft IEEE 802.21 standard [88],[86]. More specifically, there is growing interest towards investigating how the emerging IEEE 802.21 standard could enable seamless, inter-technology handover [96],[97].

One such proposal is for dynamically predicting and adjusting the buffer size to enhance the functionality of the IEEE 802.21 [98]. The mechanism of the proposed scheme includes a service specific layer, which decides the opportunity of handover and adjusts the buffer, which stores the temporal streaming data for applications between handover.

There is also another proposal of a multi-interface scheme for the IEEE 802.21 MIH [93]. This proposal aims for having multi-interface mobile nodes to work with the standard Transmission Control Protocol (TCP) and MIP protocols. Similarly, the problems and how to efficiently use these multi-interfaced devices to achieve best data throughput, reduced packet loss, and optimized handover is presented in [99].
There are also other contributions on how the IEEE 802.21 standard may be applied to fast moving vehicular networks [100]. In this, the authors’ have used the IEEE 802.21 MIH services for optimizing the handover procedure in the Fast Handover for Mobile IPv6 (FMIPv6) protocol.

### 2.9 Open Issues and Research Themes

Despite the fact that there is a vast range (or flavors) of interworking architectures that have recently been proposed, there exist many open issues. This section attempts to summarize some of these issues, which may be considered as potential research themes under the current project work.

The first of which is the issue of session mobility across WLAN and 3G cellular networks. For instance, when a MN with an active IP-based session (File Transfer Protocol (FTP) [101] or Hypertext Transfer Protocol (HTTP) [102], say) moves from a WLAN to a 3G cellular network (or vice-versa), the session must be seamlessly handed over from one network to another. Possible research questions that may arise from such a situation are: how to detect the entering and leaving from a hotspot; which part of the network to handoff; and which mechanisms to perform authenticated handoff. Thus, how to provide/enable seamless continuity of service across WLAN and 3G cellular networks can be ranked as a top issue.

Naturally, the solution/s to the above would depend on the type of integration architecture used. For instance, mobility management for a tight coupling architecture can be seen as a moderately complex issue since 3G mobility management schemes could be directly applied [1]. However, this becomes an extremely complex and a rather challenging issue for a loosely coupled architecture. It requires emulators for 3G signaling, possible protocol stack modifications, and multiple mobility management schemes [3]. Such mobility management schemes may comprise of 3G cellular and IEEE 802.11 mobility management schemes, IP and SIP registration schemes, and Domain Name System (DNS) [103] update schemes.

Lastly, the peer-to-peer interworking architecture, where each network behaves independently, is considered to be the least complex. The most commonly used mobility management scheme under this approach is the MIP approach [3]. However, other schemes may apply depending on the type and the level of integration. A similar concern, which is very
much related to the above is the problem of IP address allocation and distribution for a MN in a WLAN-3G heterogeneous networking environment.

Another important issue is to define a mechanism for user data routing via heterogeneous networks. How an optimal routing path can be decided is still an open issue, which is currently being investigated by the 3GPP. Matching the QoS requirements and service provisioning between WLAN and the 3G cellular networks can also be pointed out as another related issue.

Provisioning of unified/integrated mechanisms for AAA and security in general is another high priority concern. Among the related work done by the 3GPP in this area, one such recommendation is to eventually adopt the IEEE 802.11i standard [TS 33.234]. Although not much, [50] and [104] are some works that deals with this security aspect in regards to interworking heterogeneous networks. A mechanism for location aware authentication for interworked 3G-WLAN systems is proposed in [50] and a handover architecture for seamless mobility and an extended authentication mechanism is proposed in [104].

Another related question is: whether AAA is managed at the WLAN, 3G core network or independently? Furthermore, charging options such as post-paid, pre-paid charging and IP-flow based charging must also be considered. Last but not least, terminal capabilities such as support of high data rate applications, screen size, computational power, and network selection mechanisms must also be addressed.

Out of the above mentioned research challenges, this thesis aims towards proposing a mobility-aware novel architecture for interworking heterogeneous mobile data networks. This is expected to facilitate real-time session management including session establishment and seamless session handoff across dissipate networks. Further, by considering the complications of the existing network coupling mechanisms, a universal coupling mediator for real-time session negotiation and management is proposed. This mechanism is further capable of resolving the issue of IP mobility with mechanisms in place for the issue of IP address allocation and distribution in such environments. Finally, although it is out of the scope of this thesis, the proposed framework has adequate provisioning to comply with the current IEEE 802.11i AAA standards as outlined in the future works section.
2.10 **IMS: IP Multimedia Subsystem**

As stated above, the aim of this thesis is to propose an interworking model, which is capable of providing a MN the highest possible level of access over different heterogeneous networks, where fully seamless access is considered to be the optimal accomplishment. A novel approach for solving this problem is to explore the possibility of introducing one single centralized entity for handling mobility management between different networks.

The quest for such a centralized mobility management entity came across a somewhat similar idea expressed in [105] and [106]. According to [105], it was possible to use the 3GPP’s IMS [31] for supporting real-time session negotiation and management between heterogeneous networks. This was a positive direction since this could be the ideal candidate for session mobility management. However, apart from the concept of having the IMS as a session manager and a service delivery framework [107] and [108] do not address any issues pertaining to mobility management.

Furthermore, complementing to the ideas expressed in [105], there is also another paper expressing how the SIP protocol (i.e., the main signaling protocol used in the IMS), is capable of handling session management in a UMTS-WLAN networking environment [109]. However, the issue of mobility management was not addressed in this case either. Therefore, [105], [109] can be seen as the main inspirations to our works.

A similar idea of using the IMS as a coupling medium (only for session mobility management) has also been recently published at a much later stage in [110], it mainly focuses on the QoS guarantee and AAA aspects provided by the IMS. Most importantly the architecture fails to sufficiently describe a mechanism for seamless vertical handoff and mobility management. Additionally there are also similar works carried out in relation to using the 3GPP2 IMS [111] as a mediator for coupling in the process of interworking CDMA2000 networks with a WLANs as per the Telecommunications Industry Standard (TIA) report [112].

This thesis proposes a solution capable of overcoming the above limitations by adopting a unified coupling framework for interworking between heterogeneous networks [35]. This framework provides a MN the highest possible level of internetworking, with fully seamless continuity of service (mobility) across heterogeneous networks. As an arbitrator for
internetworking between the WLAN and the WiMAX systems with the 3G Cellular network (either UMTS or CDMA2000), the IMS is deployed.

A clear advantage of using the IMS is its ability for real-time session negotiation and management using the SIP [113]. Nevertheless, MIP also plays an important role in the IP (terminal) mobility management in the proposed approach. In order to set the ground for introducing our proposed interworking mechanisms the next sections provide a comprehensive overview of the 3GPP and 3GPP2’s IMS architectures.

### 2.10.1 3GPP IMS Architecture

In UMTS, prior to Release 4, IP connectivity was a service provided by the core network [114]. However, this was only limited for standardization of basic services such as initiation, modification, and termination of multimedia sessions. Even when the wireless provider offered (non-standard) enhanced IP services, end-to-end service provisioning across network boundaries was infeasible. Hence, subscribers had to use a variety of third-party applications and use third-party providers of IP multimedia services [115].

Fig. 2.14. The IP Multimedia Subsystem (IMS) Architecture.
The 3GPP’s UMTS Release 5 [116] and 6 [117] introduced the IMS to the UMTS core network to overcome the above drawbacks [31]. The IMS comprised the required characteristics for controlling of multimedia sessions, and thus essential for the provisioning of IP multimedia services in UMTS. It also provides for an entry point for third-party multimedia applications and services in a controlled and secure manner. In order to facilitate these services, the IMS is featured with a number of key mechanisms such as session negotiation and management, QoS, mobility management and provisioning for AAA.

Figure 2.14 provides a general overview of the IMS architecture, outlining the essential network elements used for providing real-time IP multimedia services [31]. Since the IMS architecture specifically relies on the packet-switching domain for transport and local mobility management, the IMS operates independently to the circuit-switched domain. Thus circuit-switching elements such as mobile switching centers have been excluded from Fig. 2.14.

2.10.1.1 Call Session Control Functions

The Call State Control Functions (CSCF) and the Home Subscriber Server (HSS) are the key elements of the IMS, which play a vital role in call/session control. By and large, the role of a CSCF can be seen analogous to the SIP Server in the IETF architecture [118]. They are essentially involved in processing signaling messages for controlling multimedia/call sessions for users. Apart from this, the CSCFs are also involved in the address translation, performing service switching and vocoder negotiation, and handling of the subscriber profile. Depending on various configurations and scenarios, the roles for the CSCFs are categorized as Proxy CSCF, Interrogating CSCF, and Serving CSCF.

2.10.1.2 Proxy CSCF

The Proxy-CSCF (P-CSCF) is the first contact point of the IMS, which is located in the same network as the GGSN. This could either be in the home network or the visiting network. The P-CSCF has two main functions. Its primary function is to be the QoS policy enforcement point within the IMS. Its secondary responsibility is to provide the local control for emergency services. It also provides the local numbering plans directory assistance. The P-CSCF forwards
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the SIP registration messages and session establishment messages to the home network of the user. The P-CSCF can be seen as equivalent to a proxy server in an IMS architecture.

2.10.1.3 Interrogating CSCF

The I-CSCF is the “main entrance” to the home network from a visited network. With the assistance of the HSS, the I-CSCF selects the appropriate Serving-CSCF (S-CSCF). This is an optional node in the IMS architecture as the P-CSCF may also be configured to contact the S-CSCF directly. Nevertheless, the I-CSCF has a number of functionalities. It performs load balancing between S-CSCFs with the support of the HSS. The I-CSCF can hide the home network form other network operators by providing a single point of entry into the network. It is also capable of performing some forms of billing. Lastly, since the I-CSCF acts as the gateway into the home network, it also supports the firewall function.

2.10.1.4 Serving CSCF

The S-CSCF is the node that eventually performs the actual user registration and session control for the IMS network. The S-CSCF may also be capable of provisioning a set of specialized services. There can be several S-CSCFs in the network. They can be added as needed based on the capabilities of the nodes or the capacity requirements of the network. One key advantage of this architecture is that the home network provides the service features to the MN. Thus the capabilities of the visited network do not restrict the functionality of the MN.

2.10.1.5 Home Subscriber Server

The HLR has evolved into the Home Subscriber Server (HSS). Interfacing with the I-CSCF and the S-CSCF, the HSS can be regarded as a master database, which acts as a repository for subscription and location information. Since multiple HSS functions may be available in a network, the subscription location function is queried by CSCFs during registration or session
initiation. The HSS uses a non IETF based protocol, the $C_r$ interface, which is an IP based protocol [119].

2.10.1.6 Media Gateway Control Function and Media Gateway

In an all-IP environment, there would be no need for anything other than the CSCFs and the HSS. However, this is not the case in reality. Hence the IMS must have facility to interwork with the legacy Public Switched Telephony Network (PSTN) and mobile networks. Therefore, the Media Gateway Control Function (MGCF) interconnects with circuit switched networks via the corresponding IMS Media Gateway (IMS-MGW). This feature supports for scenarios where sessions are established between the packet switching domain and the PSTN. The media translation from signals encoded in one format to another is performed by the IMS-MGW. Also there is the Media Resource Function Controller (MRFC), which performs processing of media streams through the corresponding Media Resource Function Processor (MRFP). Further discussion on the IMS-MGW and MGCF are not included since it is beyond the scope of this section.

2.10.1.7 IMS Related Protocols

The protocols which have been defined within the IMS architecture can be classified under thee broad categories. The first category, which is also the most important, comprises of the protocols used in the signaling and session control plane. The second and third categories consist of protocols used in the media plane and protocols used for authentication and authorisation.

2.10.1.8 The Session Control Protocol: SIP

The SIP is the core protocol chosen by the 3GPP to perform signaling and session management within the IMS [118]. It is essentially a standard application layer protocol designed to facilitate call information to be carried across network boundaries and control the attributes of
end-to-end sessions in IP based networks. Therefore, SIP is not a vertically integrated communication protocol. It is rather a component that needs to be used with other IETF protocols to build a complete multimedia architecture. The capabilities of SIP can be listed as:

- Determine the location of the target end point: SIP supports address resolution, name mapping, and call redirection,
- Determine the media capabilities of the target end point: SIP determines the lowest level of common services between end points using the Session Description Protocol (SDP),
- Determine the availability of the target endpoint: If the call cannot be completed, SIP determines why the target end point was unavailable,
- Establish a session between the originating and target end point: If the end point is located, SIP establishes a session. It also supports mid-call changes, and
- Handle transfer and termination of calls: SIP supports the transfer of calls form one end point to another.

It is also an extensible protocol, which enabled the IETF to introduce new methods, define new headers and easily integrate in to the core protocol. This extensible nature of the protocol was used for incorporating additional features to suit the needs of the 3GPP’s proposed IMS architecture. These new 3GPP SIP extensions can be broadly classified as general, session operation, QoS, AAA, and security. A detailed description and a comparison of the IETF SIP versus the 3GPP SIP is available from [105].

### 2.10.1.9 Other Protocols

As previously mentioned, the remaining protocols used within the IMS architecture can be broadly categorized as protocols used in the media plane and the AAA protocols. The IMS uses the Real Time Protocol (RTP) for transporting real time audio and video over the User Datagram Protocol (UDP) as the transport protocol [120]. It further uses the Real Time Control Protocol (RTCP) for providing the RTP with QoS statistics and information to provide inter-media synchronization on the media stream [120]. Lastly, the authentication protocol used by the IMS is DIAMETER [121]. Further details on the above protocols (RTP, RTCP and DIAMETER) are not included as it is beyond the scope of this thesis.
2.10.2 3GPP2 IMS Architecture

The 3GPP2’s Multi Media Domain (MMD) is a collection of core network entities providing 3G capabilities, which is based on IP protocols, elements, and principles. The MMD of the all-IP Network comprises of multimedia session capabilities built on top of the general packet data supporting capabilities. The general packet data support portion of the MMD is known as the Packet Data Subsystem (PDS) and the entities that facilitate the multimedia session capabilities in an all-IP network is collectively known as the IMS [111]. The initial release of the 3GPP2-IMS was based on the IMS specified in Release 5 of the 3GPP specifications [122], [123]. As per the illustration in Fig. 2.15, the key elements of the 3GPP2-IMS architecture are much similar to the descriptions provided in Fig. 2.14.

![Diagram](image)

**Fig. 2.15. The 3GPP2-IMS Architecture.**

Despite the fact that 3GPP2-IMS specifications closely follow their 3GPP-IMS counterparts, substantial differences exist between them [124]. Firstly the issue of mobility must be looked since it is handled in two different ways. The 3GPP2-IMS uses MIP for IP mobility (i.e., terminal mobility) management and SIP for session mobility management whereas 3GPP IMS exclusively uses SIP for all types of IP mobility management. Secondly,
attention can be drawn to the use of IPv4 vs. IPv6. Although 3GPP mandates the IMS over IPv6, the 3GPP2 IMS specification does not make such distinction.

As a common interworking platform for mobility management in NGMN is considered, resolving the interaction of 3GPP-IMS with MIP becomes a new challenge. Therefore, the framework proposed in this thesis uses MIP for providing terminal mobility and limits SIP for session mobility management in a generalized IMS architecture.

As previously mentioned, although 3GPP mandates IMS over IPv6, 3GPP2 does not make such a specification. Therefore, for 3GPP2, either MIPv4 [125] over IPv4 or MIPv6 [126] over IPv6 can be used, which also gives more freedom for network operators. As per the specifications of 3GPP2, if MIPv4 is deployed, the PDSN of the home network may act as the MIP HA. As the MN moves from one PDSN to another, the new PDSN may act as the MIP FA, which becomes the new point of contact for the MN.

Therefore when the MN is attached to a different PDSN the HA becomes an anchor point for the MN’s traffic flow, particularly when reverse tunneling and triangular routing are taking place. In the event when MIPv6 is being implemented, a direct peer-to-peer communication can be established through its route optimization operation [126]. Since 3GPP2’s standard for CDMA2000 does not fully support inter-PDSN mobility for IPv6, the proposed design will primarily be based on MIPv4 [127]. As a result the route optimization option will not be available in its current form. However, transition of this model to MIPv6 can be easily done by addressing user authentication, address allocation and enabling the MN to perform the MIPv6 update procedures [128].

Although it is of lesser importance, other differences between 3GPP and 3GPP2 IMS can be briefly stated as:

- 3GPP2’s Home AAA and its database being equivalent to 3GPP’s HSS. 3GPP2-IMS is not using PDP context activation for P-CSCF discovery,
- Unlike in 3GPP, the P-CSCF and PDSN do not need to reside in the same network,
- 3GPP2-IMS defines a new position server and a position determining entity for providing positioning information, and
- The other differences are codecs, QoS procedures, S-CSCF/P-CSCF/HSS interfaces, authentication procedures to name a few.
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Detailed discussions on the above are not provided as these issues are beyond the scope of this thesis.

2.11 Summary and Conclusions

The purpose of this Chapter was to provide an in-depth discussion on the current architectures, research issues, and future trends on interworking heterogeneous mobile data networks in a NGMN. The discussion was initiated by introducing the current and the most notable interworking architectures and related design issues. Amongst the discussed interworking architectures were the three coupling methods (i.e., Tight Coupling, Loose Coupling, and Peer-to-Peer Networking), 3GPP’s proposed approach for interworking, 3GPP2’s proposed approach for interworking, the IEEE’s proposed approach for interworking (i.e., IEEE 802.21 MIH), and other approaches adopted for interworking dissimilar networks such as different 3G cellular networking technologies and BWA networks. This Chapter also discussed the open issues and research trends in interworking and introduced the IMS as a potential candidate for a coupling media for interworking dissimilar networks. Finally the Chapter concludes by explaining the 3GPP’s and 3GPP2’s IMS architectures, which facilitates the necessary groundwork for the introduction of a novel interworking framework in the next Chapter.
This Chapter proposes a novel architecture for interworking WLAN-UMTS by using the IMS as a unified coupling media for real-time session negotiation and management. As a result, mobile users will be able to use WLANs as a complementary technology for 3G cellular data networks, thus experience ubiquitous data services and very high data rates across heterogeneous networks while providing the end user with a seamless experience. The remainder of the Chapter is organized as follows: Firstly the introduction section reiterates the motivations for this work and the importance of an interworking framework for heterogeneous networks. The next section describes the proposed architectural framework followed by a discussion on various interworking scenarios of the design. Subsequently OPNET based simulation model is introduced for validation. Finally the section on analytical modeling and performance evaluations are presented. The contents provided under this Chapter have contributed to the following publications: The interworking architecture and the OPNET simulation platform presented in this Chapter has contributed to [35], the basic analytical model has contributed to [36] and [37], the extended analysis using the Queueing Theory has contributed to [38], and lastly the signaling cost analysis method has contributed to [39].

3.1 Introduction

As modern high-speed data applications tend to impose a challenge on the bandwidth limitations of existing 3G cellular networks, a strong urge for the development of efficient mechanisms for interworking these with WLAN technologies have been raised. In the event of successful interworking of these two technologies, mobile users will be able to experience ubiquitous data services and very high data rates across heterogeneous networks by using
WLANs as a complementary technology for next generation cellular data networks, while providing the end user with a seamless experience [25]. This will enable a user to access 3G cellular services via a WLAN, while roaming within the range of a hotspot.

With the aim for addressing this need, a variety of internetworking architectures for 3G Cellular and WLANs have been proposed [31]. By and large, these internetworking architectures may be categorized as tight coupling, loose coupling, and peer-to-peer networking (also referred as no-coupling) [26], [27]. However, these approaches seem to provide limited internetworking capability as none of these designs have successfully addressed the issue of seamless continuation of services. A detailed and comprehensive discussion on the current research activities and trends in relation to interworking of dissimilar networks was presented in the previous Chapter.

Having realized the importance of such an interworking mechanism, our work was motivated towards developing a solution that is capable of achieving the highest possible level of service continuation during the vertical handoff of sessions between such heterogeneous networks. Therefore, this Chapter presents the proposed architecture for WLAN-UMTS interworking, which is capable of meeting these challenges as initially published in [33] and [34]. The novelty of this proposed solution for WLAN-UMTS interworking is that it uses the 3GPP’s IMS as an arbitrator for real-time session negotiation and management.

### 3.2 Architectural Framework

The recommended framework for internetworking is illustrated in Fig. 3.1. The flow of data originates from the source MN, through the SGSN and the GGSN of the visiting UMTS network, and reaches the destination network. This model uses the Visitor-GGSN approach to avoid the inter-PLMN backbone and to make data routing simpler for the network operator [129]. In whichever the approach, the data flow bypasses the IMS network. Thus the IMS is said to follow the philosophy of having different paths for user data and signaling through the network.

The SIP signaling messages originate from the MN via the UMTS Terrestrial Radio Access Network (UTRAN), through the SGSN and GGSN, out to the CSCFs and finally to the
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Fig 3.1. Architecture for WLAN-3G Cellular Internetworking.

- **Data Flow**
- **Signaling Flow via UMTS Interface** (sequences 1-7, 15-16)
- **Signaling Flow via WLAN Interface** (sequences 10-11, 13)

**CN** – Corresponding Node  
**GGSN** – Gateway GPRS Support Node  
**SGSN** – Serving GPRS Support Node  
**B2BUA** – Back to Back User Agent  
**IMS** – IP Multimedia Subsystem  
**P-CSCF** – Proxy Call Session Control Function  
**I-CSCF** – Interrogating Call Session Control Function  
**S-CSCF** – Serving Call Session Control Function  
**HSS** – Home Subscriber Server
destination network. It is important to note that when the MN requires establishing a session, this request is always sent to the (Home) S-CSCF via the (Visiting) P-CSCF. During the exchange of the SIP signaling, both the SGSN and the GGSN act as routers by merely forwarding SIP messages. The data originating from the WLAN gets routed via the SGSN emulator through the GGSN. Hence, it essentially emulates the WLAN as another SGSN belonging to the same UMTS network. Thus mobility can be managed by the UMTS network. Some of the functionalities of the BSS are bypassed in this approach and the load on the UMTS network, created by the high volume of the WLAN data traffic, may also be sufficiently reduced. Furthermore, the MN does not require any change of IP addressing between the WLAN and the UMTS network as long as the two networks are connected via the same GGSN.

### 3.2.1 Session Establishment

The establishment of a SIP session within an UMTS IMS environment is involved with several functions. The key steps required for obtaining access to SIP services can be outlined as follows. The first step involves with the MN powering on and locking to the UMTS network. It is assumed that this step is already performed by the MN, and will not be discussed in detail. Once the above mentioned system acquisition is done, the next step is to establish a data connection, or set up a data pipeline, for the SIP and other services. In order to perform the SIP session establishment the MN is initially unaware of the IP address of the P-CSCF. Thus the data connection must be completed in two-steps by using the Attach [130] and PDP context activation [131] message sequences. The activation of a PDP context assigns an IP address for the MN. With the activation of the PDP context the MN is able to identify the P-CSCF for the registration with the UMTS SIP network.

Prior to establishing a SIP session, the MN requires performing a service registration function to let the IMS know of its location. The MN acts as a SIP client and sends a SIP registration message to its home system through the P-CSCF. The basic steps for a SIP service registration can be summarized as follows. Firstly, the HSS for the MN is notified of its current location for the HSS to update the subscriber profile accordingly. Next the HSS checks if the MN is allowed to register in the network based on the subscriber profile and operator
limitations, and grants authorization. Once authorized, a suitable S-CSCF for the MN is assigned and its subscriber profile is sent to the designated S-CSCF.

![Diagram of IMS-SIP Based Session Handoff](image)

**Fig. 3.2. IMS-SIP Based Session Handoff.**

After the activation of the PDP context and the service registration, the MN is ready to establish a media/data/call session. As illustrated in Fig. 3.2, the sequence of the SIP session origination procedures can be described as follows. The mobile origination procedure is initiated by a SIP INVITE message sent from the UMTS interface of the source MN (step 1).
This initial message is forwarded from the P-CSCF to the S-CSCF of the originating network, via the CSCFs of the terminating network, and finally to the Corresponding Node of the destination. This SIP INVITE request carries a Session Description Protocol (SDP) [132] body indicating the IP address and port numbers where the source wants to receive the media streams. Furthermore, the INVITE also contains a request to follow the precondition call flow model. This is important because some clients require certain preconditions (that is, QoS levels) to be met before establishing a session. The requirement for using the preconditions call flow model in IMS is mainly because in cellular networks radio resources for the media plane are not always available. If the preconditions extension was not used, when the called party accepts the call, the source and destination may not be ready and consequently the first few packets may be lost.

Next, this model requires that the destination responds with a 183 Session Progress containing a SDP answer (step 2). The SDP answer contains the media streams and codecs that the destination is able to accept for this session [132]. The acknowledgement for the reception of this provisional response by a Provisional Response ACKnowledgement (PRACK) [133] request follows afterwards (step 3). If the destination does not receive a PRACK response within a determined time, it will transmit the provisional response. When the PRACK request successfully reaches the destination a 200 OK response is generated by the destination with an SDP answer (step 4). Next an UPDATE request [134] is sent by the source containing another SDP offer, in which the source indicates that the resources are reserved at his local segment (step 5). Once the destination receives the UPDATE request, it generates a 200 OK response (step 6). Once this is done, the MN can start the media/data flow and the session will be in progress (via the UMTS interface).

### 3.2.2 Session Handoff: UMTS to WLAN

When the MN, which is currently connected to the UMTS network, detects the presence of a WLAN around its vicinity, vertical handoff procedures may be initiated. This can specifically be seen as a make-before-break instance of vertical handoff where there exists an overlapping coverage. As per the illustration in of the overlapping coverage scenario in Fig. 3.3, the WLAN signal strength is first observed over time $t_0$ to $t_1$ (say). As the intensity of the WLAN signal
starts growing from $L$ (say) and exceeds a certain threshold level $H$ (say), the network selection algorithm will start making a decision for handoff. Apart from the WLAN signal strength, the network selection procedure will also be considering other conditions such as available/required bandwidth, delay, and user preferences. Since network selection criteria are beyond the scope of our current research, a detailed discussion will not be included.

However, once such a decision has been made, the next step is to activate the existing WLAN interface and initiate the IMS-SIP based handoff mechanism. As the WLAN interface becomes active, the ongoing media sessions may be handed-over any to its newly activated WLAN interface. This is where the need of a mechanism for a pure SIP (or Application Layer) based session handoff arises. This is because the IMS performs pure SIP based signaling at the Application Layer and IPv4 or IPv6 mobility can not directly support such session mobility. Current works point out that at least three such mechanisms for achieving the above exist [135]. These are namely; the SIP ReINVITE method with new location information [118], the third-party call control (3pcc) mechanism [136], and the SIP REFER method [137]. The SIP Re-INVITE method is the simplest mechanism for an ongoing session handoff with the least overheads. This method can successfully be implemented in an interworking environment where the IP address remains static or belongs to the same pool of addresses as in [35].

However, in a situation where the IP address allocation does not come from the same pool of addresses, it lacks the ability for handling terminal mobility at the Application Layer, thus, is incapable of providing seamless session handoff. Therefore, SIP ReINVITE method has been ruled out. On the other hand, the second mechanism, 3pcc method has the disadvantage of requiring the original session participant (interface in this case) to always be contacted as a proxy for all future session modifications. That is, if the WLAN interface was the original session participant, availability of a WLAN must always be there for it to be contacted. This is infeasible since it cannot be always guaranteed that a particular network service (WLAN in this case) will always be available when the original session participant interface needs to be contacted.
Hence the 3pcc method has also been ruled out. However, the SIP REFER method is capable of explicitly transferring the session to the new interface. Furthermore, it is capable of ensuring terminal mobility as well as session mobility at the Application Layer, and hence becomes the obvious choice for the given task. Also, under realistic conditions, vertical handoff decision must ideally be triggered by a network selection mechanism. Since the network selection criteria are beyond the scope of this thesis, a manual triggering for handoff is considered. It is also worth noting that all activated interfaces (WLAN, say) need to perform a SIP registration function with the S-CSCF of the originating home network.

The basic steps for an IMS-SIP based session handoff is illustrated in Fig. 3.2 and can be described as follows. The UMTS interface notifies the WLAN interface with a SIP REFER request (step 8). The REFER request contains a “Refer-To” header line containing the
destination SIP Uniform Resource Identifier (URI) and a “Replaces” header line identifying the existing session to be replaced by the new session. Next the WLAN interface sends the corresponding node an SIP INVITE message with the “Replaces” header received from the previously received REFER request (step 10). Also the new IP address and port numbers are also included in the SDP body of this INVITE message. The receipt of the “Replaces” header is what indicates that the initial session is to be replaced by the incoming INVITE request and hence be terminated. Now the WLAN interface has successfully established a direct signaling relationship with the corresponding node. Once the WLAN interface has successfully established a session with the corresponding node, it sends a NOTIFY request to the UMTS interface updating the final status of the REFER transaction (step 12). This NOTIFY message contains the session information of the newly established session allowing the UMTS interface to subsequently retrieve the session (if so desired). Once the data flow is established between the WLAN and the corresponding node, the UMTS interface tears down its session with the corresponding node (steps 15-16). Also note that in the event that the provided information in the replaced header does not match an existing session the triggered SIP INVITE does not replace the initial session and will be processed normally. Thus any failed session handoff attempt can not destroy the initial session.

3.2.3 Session Retrieval: WLAN to UMTS

When the MN roams out of the WLAN, as illustrated in Fig. 3.3, the situation relates to a non-overlapped coverage. That is, in the event of a fast roaming user, the WLAN link may be lost before MN reverts back to the UMTS interface. Thus there is a higher likelihood that a break-before-make instance of vertical handoff may take place. (It is also worth noting that as a result of a sudden drop in signal strength, a break-before-make handoff may result in situations where coverage is overlapping). In the non-overlapped coverage scenario depicted in Fig. 3.3, the WLAN is the preferred interface. As the WLAN signal strength starts dropping rapidly the network selection algorithm will be activated at time $t_3$ (say). Next, at time $t_4$ the UMTS interface activation and the IMS-SIP based session handoff mechanism will take into effect. During this time frame the WLAN signal strength will further deteriorate and consequently coverage disruption may result between $t_4$ and $t_5$. The typically long UMTS call setup delay
may further worsen the handoff delay for such a non overlapped break-before-make scenario. Nevertheless, due to various network conditions there could be other delays in the order of SIP requests reaching the destination.

Therefore, in the event when the UMTS interface wishes to retrieve a session which has been previously handed-off to a WLAN interface, the message flow illustrated in Fig. 3.4 takes place. As previously discussed, the UMTS interface must receive a SIP REFER request from the WLAN interface with its URI included in the “Referred-By” header (step 19). However, in order to prompt a REFER request from the WLAN interface is for the UMTS interface to send a “nested REFER”, which is a REFER request for another REFER according to RFC 3892 (step 17). The “Refer-To” header of a nested REFER request specifies the UMTS interface as the refer target and that the referral be in the form of a REFER request. Next the UMTS interface is ready for initiating a session with the corresponding node by sending a SIP INVITE.
with “Replaces” and “Referred-By” headers, which will replace the corresponding node’s existing session (steps 20-22). When the corresponding node accepts the INVITE request from the UMTS interface and once the session is established, the session with the WLAN interface will be terminated (steps 23-24).

3.3 Common Scenarios of Interworking

As a benchmark for identifying the capability of interworking, the suggested architecture is assessed against the scenarios defined by the 3GPP TR 22.934 [65]. As discussed under Section 2.5, this framework identifies and discusses six common interworking scenarios [34]. Prior to discussing the compliance of the proposed architecture, the six common interworking scenarios will be briefly revisited.

The first scenario is only capable of providing common billing and customer care to the subscriber, thus provides no real interworking between WLAN and UMTS PLMN. The second scenario limits the UMTS subscriber with a basic IP network connection through a WLAN. Scenario three extends the access to UMTS PS services for subscribers in a WLAN environment. However, it does not guarantee service continuity across these access networks. Scenario four helps maintain service continuity across UMTS and WLAN radio access technologies. Scenario five takes it another step further by introducing seamless service continuity between the UMTS and WLAN. Finally, scenario six ensures access to UMTS CS services via a WLAN system including seamless mobility. The following sections discuss how different scenarios of interworking may be achieved form the presented architecture.

3.3.1 Scenario 1: Common Billing and Customer Care

The first scenario includes common billing and common customer care. As the WLAN routes the data traffic via the visiting network, an acceptable charging model based on the quantity of traffic exchanged can be incorporated into the UMTS billing system.
3.3.2 Scenario 2: UMTS based Access Control and Charging

The second scenario uses the UMTS access control procedures for WLAN users within the UMTS domain. It also includes features of scenario 1. Facilities exist for both WLAN and UMTS networks for accessing the HSS, and the charging and billing systems. However, interworking at this level does not require any negotiation of SIP sessions between the elements of the IMS. Since the sole purpose of the new architecture is to use the IMS based services, the next level of interworking must be considered.

3.3.3 Scenario 3: Access to UMTS IMS-based Services

This level extends the services of the IMS to a MN connecting via a WLAN. However, this scenario lacks the service continuity, which may require the MN to re-establish the session in the new access network. As previously described in Section 3.2, to facilitate SIP signaling between the IMS and the WLAN, the IETF SIP elements of the WLAN must be translated into the 3GPP SIP. Therefore, interworking between the CSCFs and the WLAN SIP proxy becomes a challenging task with a top priority. The authentication and access control for IMS services takes place during the SIP registration. This also facilitates mutual authentication between the MN and the UMTS network. It is also important to manage billing and accounting procedures of the UMTS network for the interworking scenario.

3.3.4 Scenario 4: Service Continuity

Service continuity requires the levels of interworking as defined in the previous two scenarios (two and three). However, it does not guarantee seamless continuity of service, which means that some applications may require re-establishing of sessions. Therefore, mobility management (roaming and hand-off) need to be considered under this level. The 3GPP’s enhanced SIP services, used in the IMS, are capable of providing service continuity. However, the problems to be solved at this level mainly exist in the transport network. Thus mechanisms for supporting efficient ways for data routing in the WLAN and the UMTS interworked environments need to be identified. The suggested solution for efficient data routing is to have
the WLAN emulate a SGSN, which connects to the UMTS network at the G_n interface. Thus data traffic from the WLAN is routed via the SGSN emulator to the UMTS network. The SGSN emulator approach may also be substantially reduced.

3.3.5 Scenario 5: Seamless Continuity of Service

The scenario 5 is very much similar to the Scenario 4. However, it includes seamless service continuity with fully transparent services to the end-user. This is an issue which is not addressed so far by the UMTS Release 6, and is currently being investigated by the 3GPP. Regardless of the numerous obstacles and complexities in achieving this goal, it is important to note how the suggested interworking model makes an important contribution towards reaching a step closer to the objective of seamlessness. The mobility management plays a vital role in achieving seamless continuity of service. The IMS architecture can also be used as a key mediator for reducing or eliminating potential issues such as resource allocation in interworking. Furthermore, this interworking model addresses the current issues in IP address allocation and distribution. Therefore, a MN does not require any change of IP addressing between the WLAN and UMTS network as long as the two networks are connected to the same GGSN.
3.4 Network Modeling

For validating the potential for interworking of the presented architecture, a network model is constructed and simulated using the OPNET Modeler 11.5 [35]. Since OPNET’s standard SIP model components do not address the specifications of the 3GPP’s IMS, substantial modifications are required. Some of the main drawbacks of the OPNET’s existing SIP model can be summarized as:

- Incapable of interacting between multiple SIP proxies and user terminals,
- Unable to make SIP proxies to signal between CSCFs needed to establish an IMS session (especially in multi-domain and roaming scenarios),
- Incapable of considering the full message exchange between CSCFs in the IMS, and
- Incapable of allowing the control of intermediaries’ process delays (e.g. the delay incurred as a result of HSS lookup).

Therefore, modifications were made for:

- SIP Proxy Servers (User Agent Servers (UAS)) to function as different CSCFs,
- UAC processes to communicate with modified UASs,
- IMS-SIP based messaging and flow between the CSCFs,
- Roaming facility enabled between multiple domains, and
- Process delay controls introduced (i.e. for messages sent between CSCFs and the HSS queries).

There are new attributes in both the SIP Proxy Server model and the User Agent Client (UAC) model needed to configure the scenario. Fig. 3.5 illustrates the newly added attributes to a sample SIP proxy server configured as an S-CSCF in the example. Similarly, Fig. 3.6 shows the new attributes of the SIP UAC. Subsequently, a fully functional SIP-IMS model for OPNET was constructed and integrated to the OPNET’s existing UMTS Special Module. The newly developed SIP-IMS model is an enhanced version of the basic IMS-SIP signaling model, which is currently available under the contributed models library of the OPNET University Program [138].
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Fig. 3.5. The New Attributes of the IMS CSCF (SIP Proxy Server).

Fig. 3.6. The New Attributes of the SIP User Agent Client.
As a result, a UMTS network that is fully capable of using IMS based SIP signaling for session management was developed. Next a simple WLAN is connected via an SGSN emulator to the GGSN of the Visiting UMTS Network. The P-CSCF (WLAN) can be seen as a SIP Back-to-Back User Agent (B2BUA), which is capable of interworking with the IMS-SIP and capable of forwarding the SIP requests. The S-CSCF is the only IMS node implemented in the Home UMTS Network. This is since the I-CSCF is mainly used for the SIP Registration process and it is assumed that both the UMTS and the WLAN interfaces of the MN have already been registered. The corresponding node, which is an IMS-SIP UAC, is connected to a destination IP network via a public IP network (IP Cloud). The IMS-SIP message flow basically follows the sequence described in Fig. 3.2. Fig. 3.7 illustrates the constructed simulation scenario.

![Fig. 3.7. The OPNET Simulation Model.](image-url)
3.4.1 Simulation of Vertical Handoff

Using the newly developed IMS-SIP based platform a series of simulations are performed for evaluating vertical handoff for the previously described scenarios [35]. That is, firstly a make-before-break handoff (from UMTS to WLAN) and secondly a break-before-make handoff (WLAN to UMTS) were simulated. It is also important to note the assumptions made when obtaining these results. Both the UMTS network and the WLAN belong to different IP subnets where IP addressing and routing were statically assigned. Since there were no multiple networks available (except for one UMTS and one WLAN), the need for a network selection algorithm could be eliminated. Therefore, the handoff decisions are individually based on the signal strength of the WLAN, to which the MN either roams in to or roams out of.

Figure 3.8 indicates the numbers of active IMS-SIP sessions (above) and the corresponding application traffic flow (below) during a make-before-break handoff from UMTS to WLAN. This indicates that the proposed architecture is capable of providing acceptable levels of service continuity during a make-before-break handoff where overlapped coverage is present. The graphs also indicate the instantaneous presence of dual SIP sessions during the make-before-break handoff from UMTS to WLAN and a flow of seamless data flow from the UMTS interface to the WLAN interface. However, there is some indication of data duplication taking place (when both interfaces are active). This can be easily addressed at higher layers and therefore lies beyond the scope of this thesis.
Fig. 3.8 Numbers of Active IMS-SIP Sessions (above) and Corresponding Application Traffic Flow (below) during a make-before-break Handoff from UMTS to WLAN.

On the other hand, Fig. 3.9 shows the numbers of active IMS-SIP sessions (above) and the corresponding application traffic flow (below) during a break-before-make type handoff from WLAN to UMTS during a non-overlapped coverage. The graphs indicate a brief service disruption delay as the handoff takes place for a non-overlapped coverage environment. Due to the resultant transient packet loss and delay, seamless continuity of service cannot be guaranteed, which means that some applications may require re-establishing of sessions.
Fig. 3.9. Numbers of Active IMS-SIP Sessions (above) and Corresponding Application Traffic Flow (below) during a Break-before-make type Handoff from WLAN to UMTS.

### 3.4.2 VoIP Session Management

Using the same OPNET based simulation platform, the performance of VoIP session behavior in a similar interworking framework is further investigated and reported [139]. A series of VoIP connections are established for simulating VoIP session establishment and vertical handoff delays. Five different types of voice codecs are used for voice traffic generation. These are namely: G.711 (data rate of 64 kbps), G.726 (data rate of 32 kbps), GSM (data rate of 13 kbps), G.729 (data rate of 8 kbps), and G.723.1 (data rate of 5.3 kbps). Out of the above five codecs, G.723.1, GSM, and G.729 are currently the most widely used in GPRS and UMTS systems. Besides these, the generated voice packets are considered to have fixed IP header of 40 bytes, which includes a 12 byte RTP header, an 8 byte UDP header, and a 20 byte IP header.
Beyond this, depending on the transmission medium, an additional overhead of 34 bytes are added if the IEEE 802.11 Media MAC layer is used and a minimum overhead of 6 bytes are added if the UTRAN is used. Furthermore, no header compression option is considered at UTRAN Packet Data Convergence Protocol (PDCP) layer, no silence suppression is used, and no play-out buffer has been used to compensate the jitter.

### 3.4.3 Simulation Results

The results for average session establishment and vertical handoff delays for the above two scenarios can be stated as follows. In the case of the SIP REFER (i.e., Pure-SIP) method, the average IMS based VoIP session establishment delay over the UMTS and the WLAN interfaces are 197 ms and 182 ms respectively, whereas the average vertical handoff delays for WLAN-to-UMTS and UMTS-to-WLAN are 245 ms and 215 ms respectively. The large 3GPP SIP message sizes and heavy application layer based IMS latencies (e.g., HSS look-up, SIP REFER method message exchange, and routing all SIP signaling via the home network) are the major contributors towards the simulated vertical handoff delay.

Secondly, the transient packet loss during the vertical handoff was investigated for different codecs. This transient packet loss was observed by simulating a break-before-make type handoff as described in [35]. Fig. 3.10 (a) and Fig. 3.10 (b) illustrate the transient packet loss scenarios for UMTS-to-WLAN and WLAN-to-UMTS scenarios respectively. The complicated structure of the UTRAN tends to increase the session setup and vertical handoff delays at the UMTS interface in contrast to the rather simple WLAN, which eventually contributes to a relatively higher transient packet loss.
Fig. 3.10. Transient Packet Loss during Vertical Handoff.

(a). UMTS-to-WLAN Handoff.

(b). WLAN-to-UMTS Handoff.
Next, Fig. 3.11 (a) illustrates the end-to-end delay metric investigated for the WLAN and the UMTS interfaces. This is dependent on the end-to-end VoIP signaling and data paths, the codec, and the payload size of the packets. In fact, the delays from the end points to the codecs at both ends, the encoder (processing) delay, the algorithmic delay, the packetization delay, serialization delay, queuing and buffering delay, and the fixed portion of the network delay yields the end-to-end delay for the connection (i.e., WLAN or UMTS). Note that SIP REFER method does not have an impact on this metric. Furthermore, longer packetization intervals (sampling periods) result in creating relatively larger voice payloads. These relatively large payloads with proportionately smaller IP header overheads lead to better bandwidth utilization. However, as the period of time required for constructing a single packet increases, the amount of time it takes for this packet to reach the other end and be decoded increases as well. Thus it can be said that longer packetization intervals may lead to higher latencies. This phenomenon is demonstrated in the case of codec G.723.1 (sampling period 30 ms) in Fig. 3.11 (a). Additionally, the fact that G.723.1 is a codec that requires very high processor powers to provide high quality audio compression has also contributed to its increase in end-to-end delay. Jitter, the variation of delay, is another factor which affects delay, especially during a vertical handoff (when the link capacity changes and so on). The jitter is illustrated by Fig. 3.11 (b).
It is evident from these simulation results that the voice capacity over a heterogeneous network is a function of the system parameters, transmission rate, voice packet payload length (depending on the codec used), and sampling period. The G.723.1 and G.729 codecs appear to have the worst end-to-end delays. However, this can be easily overlooked since they are way below the ITU’s recommendation for one-way end-to-end delay threshold of 150ms [140].
Furthermore, G.723.1 and G.729 also have the lowest jitter values. On the other hand, G.711 and G.726 result in relatively high transient packet loss and packet delay variation during vertical handoffs. Therefore, since G.723.1 shows the lowest transient packet loss and jitter, it can be selected as the most appropriate scheme for the considered heterogeneous networking framework.

### 3.5 Analytical Modeling

Next an analytical model is derived for evaluating the proposed scheme for analyzing the QoS metrics and measures involved in call or session mobility management [38]. More precisely, QoS metrics that are analyzed are handoff delay, average packet loss, jitter and signaling overhead/cost. The primary assumption made for this analysis is that, VoIP call/session arrivals follow a Poisson process. However, despite the closeness and the attractiveness of the Poisson model, the validity of a Poisson process for modeling VoIP call arrivals over a packet switching IP backbone has often been questioned [141], [142]. The reason being that there is a wealth of evidence proving that Internet traffic is bursty in nature, which could be best characterized as self-similar with long range dependence [143], [144], [145].

However, the reasons for our assumption (i.e., VoIP call/session arrivals follow a Poisson process) can be justified as follows. Although streaming flows (e.g., voice or video for real-time play) and aggregates of elastic flows (e.g., email, web browsing, MP3 or MP4 track) typically exhibit properties of long-range dependence and self-similarity [145], it has been argued in [146] that modeling VoIP session arrivals to be Poisson may be an adequate assumption according to the conclusions of [147], especially when the system utilization is relatively low. This is because all user initiated VoIP sessions display the essential defining characteristic of being mutually independent [148], [149], [150]. Therefore, as shown in [151] and [152], for large populations, where each user independently contributes to a small portion of the overall traffic, user sessions (i.e., human initiated call/data sessions) can be assumed to follow a Poisson arrival process [153]. Furthermore, based on the traces of wide-area traffic, there is further evidence that Poisson arrivals appear to be suitable for traffic at the session level when sessions are human initiated [144].
On the other hand, for analysis and design, using bursty background traffic is not practical as a network element with a non-Poisson arrival (say, Pareto) rate makes it difficult to approximate the delay leading to an intractable analytical solution [146].

### 3.5.1 Handoff Delay

In this section, a formula is derived for analyzing the vertical session handoff delay (at the core network level regardless of the underlying radio network and link layer delays) for the architecture in Fig. 3.1. The derived method will be successfully applicable for analyzing vertical session handoff delay from WLAN-to-UMTS and vice-versa for a considered VoIP data session.

A standard end-to-end vertical handoff delay ($D$, say) during mid-session mobility consists of the following sub-procedures (or delays); $D_1$ = Link Layer handoff delay, $D_2$ = movement detection delay, $D_3$ = address allocation delay, $D_4$ = session re-configuration delay, and $D_5$ = packet re-transmission delay [154]. The vertical handoff delay/s at the Network Layer (and above) are calculated independent of the Link Layer delay $D_1$ and mainly consist of $D_3$ and $D_4$. According to our proposed architecture for IMS based vertical handoff in Fig. 3.1, there is no Domain Host Configuration Protocol (DHCP) related address allocation. This is due to relatively high latency involved in DHCP address negotiation and allocation in an interworked WLAN-UMTS configuration scenario (approx. between 1-2 seconds) [155], which may lead to a falsely inflated result for the IMS based session re-configuration delay. Hence it can be argued that $D_4$ is the main contributor for network layer based vertical handoff delay, $D$. The session re-configuration delay, $D_4$ mainly consists of the previously mentioned IMS based session negotiation and handoff and HSS related message exchange delays.

In order to derive an expression for $D$, we must first derive an expression for analyzing the end-to-end transmission delay. Hence, let us assume that the end-to-end transmission delay for a packet size $S$ sent from network $A$ to network $B$ over a number of hops via a wireless and wired links to be expressed as:

$$D(S,H_{a-b}) = D_{wl} + D_w + L_{wl} + L_w$$  \ (3.1)
where, $D_{wl}$ is the total delay at the wireless interface (say, BS), $D_w$ is the total delay at the wired link, $L_{wl}$ is the latency of the wireless link, and $L_w$ is the latency of the wired link. In order to derive $D_{wl}$ and $D_w$, as clarified in the beginning of Section 3.5, a $M/M/1$ queuing model has been applied to the packet flow of the data session at the wireless BS and other networking elements of the IMS on the path of signaling and data routing of Fig. 3.1. It is important to note that to apply the results of $M/M/1$ analysis, several assumptions must be made. The most important of them is that the service times that a packet experiences at different nodes are independent of each other. It has also been found that this independence assumption can be used in large networks [156]. Using the results from the Queuing Theory, expressions for $D_{wl}$ and $D_w$ can be expressed as follows [157]:

$$D_{wl} = \frac{1}{(\mu_{wl} - \lambda_{wl})}$$  \hspace{1cm} (3.2)

where, $\mu_{wl}$ is the service rate at the wireless interface and $\lambda_{wl}$ is the packet arrival rate at the wireless interface. For clarity and convenience sake, the units for $\mu_{wl}$ are changed from packets/sec to bits/sec. If the probability density function of for packet size, $x$, in bits be $\mu e^{\mu x}$ with a mean packet length of $1/\mu$ bits/packet, the capacity of communication channel $i$ be $C_i$ bits/sec, and the arrival rate for channel $i$ be $\lambda_{wl}$ packets/sec, then the product $\mu C_i$ becomes the service rate in packets/sec. Therefore, for channel $i$, we get

$$D_{wl} = \frac{1}{(\mu C_i - \lambda_{wl})}$$  \hspace{1cm} (3.3)

where, $D_{wl}$ includes both queuing and transmission delays. Also note that the mean packet size does not depend on the channel as the capacity and the input rates.

On the other hand, when $D_w$ (i.e., total delay at the wired link) is considered, it can be expressed as a collection of delays experienced at each individual node/multiplexer, which can be considered as a collection of multiple $M/M/1$ queues. In such an environment, if the output of several $M/M/1$ nodes feed into the input queue of another node, the resulting input process
also shows the properties of a Poisson process, with mean equal to the sum of the means of the feeding process \[158\], \[159\].

Therefore, the total wired network delay experienced by a packet can be expressed as:

\[
D_w = \frac{1}{\lambda_w} \sum_j \lambda_j \left( \frac{1}{\mu C_j - \lambda_j} \right)
\]

(3.4)

where, \(\lambda_w\) is the total packet arrival rate to the network, \(\lambda_j\) is the packet arrival rate at the \(j^{th}\) node, and \(\mu C_j\) is the service rate in packets/sec at the \(j^{th}\) node (Refer Appendix A for proof). Thus by combining equations (3.1), (3.3) and (3.4) we get:

\[
D(S, H) = \frac{1}{\mu C_i - \lambda_{\text{wl}}} + \left( \frac{1}{\lambda_w} \sum_j \lambda_j \left( \frac{1}{\mu C_j - \lambda_j} \right) \right) + L_{\text{wl}} + L_w
\]

(3.5)

Now, an expression for the vertical handoff delay \(D\) can be expressed by applying (3.5) to the entire IMS signaling flow involved in the vertical handoff mechanism as illustrated in Fig. 3.2. Thus the final expression for \(D\) is a combination of the following end-to-end delay components as indicated in equation (3.6).

\[
D = D(S_{\text{Refer}}, H_{\text{UMTS-WLAN}}) + D(S_{202\text{Accept}}, H_{\text{UMTS-WLAN}})
+ D(S_{\text{INVITE}}, H_{\text{WLAN-CN}}) + D(S_{183-SP}, H_{\text{WLAN-CN}})
+ D(S_{\text{Notify}}, H_{\text{UMTS-WLAN}}) + D(S_{\text{PRACK}}, H_{\text{WLAN-CN}})
+ D(S_{\text{OK}}, H_{\text{WLAN-CN}}) + D(S_{\text{UPDATE}}, H_{\text{WLAN-CN}})
+ D(S_{\text{OK}}, H_{\text{WLAN-CN}}) + D(S_{\text{ACK}}, H_{\text{WLAN-CN}})
+ D(S_{\text{OKNotify}}, H_{\text{UMTS-WLAN}}) + \Delta
\]

(3.6)

where, \(\Delta\) is additional IMS (application layer) latency due to the HSS lookup process. Thus equation (3.6) is capable of providing the total vertical session handoff delay from UMTS-to-WLAN in this case. Similarly, vertical session handoff delay from the WLAN-to-UMTS can also be calculated with appropriate substitutions to equation (3.5).
The important point to note here is that the derivation of equation (3.5) has not taken into account the errors that may cause various messages to be damaged or lost. This is since for successful session establishment the entire message flow must take place and if any message is damaged or lost the vertical handoff process will fail. Hence it has been assumed that the channel is error free during the process of the vertical handoff taking place. It is also worth reminding that make-before-break handoff is applied in the proposed handoff scenarios, which helps compensate for large handoff delays. However, for purpose of a complete analysis of the vertical session handoff delay, the standard straight forward case of break-before-make handoff scenario is used.

### 3.5.2 Packet Loss

The total packet loss (Loss) during a vertical session handoff can be defined as the sum of all lost packets during the vertical handoff while the MN is receiving the downlink data packets [160]. It is assumed that the packet loss begins when the Layer 2 handoff is detected and all in-flight packets are lost during the vertical handoff time [161]. Thus, it can be expressed as:

\[
\text{Loss} = \left[ \frac{1}{2T_{ad}} + D \right] \times \lambda_{wl} \times N_m
\]

where, \(T_{ad}\) is the time interval between P-CSCF discovery times, \(\lambda_{wl}\) is the downlink packet arrival rate at the wireless interface, and \(N_m\) is the average number of vertical handoffs during a single session [154]. \(N_m\) plays a major role in the calculation of packet loss since the packet loss due to vertical handoff is directly proportionate to the number of handoffs it is subjected within a given session.
3.5.3 Signaling Overhead/Cost

This section presents the signaling cost analysis for the described vertical handoff scenario. The resultant signaling cost of mobility management during vertical handoff can be analyzed as follows [39]. The signaling cost or overhead is the accumulative traffic load on exchanging signaling messages during the MN's communication session [162]. Therefore the signaling cost incurred by a message can be defined as:

$$Cost = P \times S_{message} \times H_{A-B}$$  \hspace{1cm} (3.8)

where, $P$ defines the probability associated with the occurrence of a particular event, $S_{message}$ is the average size of a signaling message/packet related to this event, $H_{A-B}$ is the average number of hops/distance the signaling packet traverses between the source node A to the destination node B.

Next we shall be applying the generalized expression given in (3.8) to a scenario where a call session is handed off from UMTS-to-WLAN as illustrated in Fig. 3.12. When a MN moves from one network (say, from UMTS) to another (say, to WLAN), the following conditions must be satisfied for a successful vertical session handoff to take place [163].

The first condition is that, a data session that is initiated from the MN’s current network (say, UMTS) must remain active (or long enough) until it has moved into the region of the second network (say, into the WLAN), as shown in Fig. 3.12.

![Fig 3.12. Timing Diagram for a UMTS-to-WLAN Session Handoff.](image-url)
Based on this condition, $P_1(t)$, the arrival probability of a session that is likely to be subjected to a vertical handoff for an inter-network roaming MN can be derived. Let’s assume that session arrivals follow Poisson process with the average session arrival rate $\lambda$ calls/min, thus the probability that there is one session arrival in a time period $t$ becomes $\lambda t e^{-\lambda t}$ \cite{156}. Hence, $P_1$, the session arrival probability for an inter-network roaming MN when it is resident in the UMTS network (i.e., according to Fig. 3.12), can be expressed as:

$$P_1(t) = \int_{0}^{t} \lambda t e^{-\lambda t} f_{T_R}(t) dt$$ \hspace{1cm} (3.9)

where, $f_{T_R}(t)$ is the probability density function (pdf) of the network residence time $T_R$. It is assumed that the residence time of the MN in a given network, $T_R$, is exponentially distributed with a mean $1/\eta$, where $\eta$ is the inter-network mobility rate. Hence $f_{T_R}(t)$ is expressed as:

$$f_{T_R}(t) = \eta e^{-\eta t}$$ \hspace{1cm} (3.10)

Further, as per the justification used in \cite{163}, since the maximum limit for $t_2$ can be extended until the end of the session, in order to obtain a closed form value for $P_1$, the upper limit of the integral in (3.9) is changed to $\infty$. By substituting $f_{T_R}(t)$ in (3.9) and solving the equation $P_1$ can be derived as:

$$P_1(t) = \int_{0}^{\infty} \lambda t e^{-\lambda t} \eta e^{-\eta t} dt$$

$$P_1(t) = \lambda \eta \int_{0}^{\infty} t e^{-(\lambda+\eta)t} dt$$

$$P_1(t) = \lambda \eta \left[ \left. \frac{te^{-(\lambda+\eta)t}}{-(\lambda+\mu)} \right|_{0}^{\infty} - \int_{0}^{\infty} \frac{e^{-(\lambda+\eta)t}}{-(\lambda+\mu)} dt \right]$$

$$P_1(t) = \lambda \eta \left[ 0 + \frac{1}{(\lambda+\mu)} + \int_{0}^{\infty} e^{-(\lambda+\eta)t} dt \right]$$
The second condition is that, for a vertical handoff to take place (say, from UMTS to WLAN), the session duration time $T_D$ must be greater than network residence time $T_R$. It is assumed that the session duration time, $T_D$, is exponentially distributed with a mean $1/\mu$, where $\mu$ is the mean message processing/service rate of the session initiating wireless link (i.e., UMTS in this case). Hence the pdf of $T_D$, $f_{T_D}(t)$ can be expressed as:

$$f_{T_D}(t) = \mu e^{-\mu t}$$

(3.12)

Therefore the probability $P_2(t)$ for this condition, which is vertical session handoff probability, can be expressed as:

$$P_2(T_D \geq T_R) = \int_0^\infty \int_0^\infty \mu e^{-\mu y} \eta e^{-\eta t} dy dt$$

$$P_2(T_D \geq T_R) = \mu \eta \int_0^\infty \int_0^\infty e^{-(\mu y + \eta t)} dy dt$$

$$P_2(T_D \geq T_R) = \mu \eta \int_0^\infty \int_0^\infty e^{-(\mu y + \eta t)} dy dt$$

$$P_2(T_D \geq T_R) = \mu \eta \int_0^\infty \int_0^\infty e^{-(\mu y + \eta t)} dy dt$$
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\[ P_2(T_D, T_R) = \mu \eta \int_{0}^{\infty} \left[ \frac{e^{-(\mu \eta) t}}{-\mu} \right] dt \]

\[ P_2(T_D, T_R) = \eta \int_{0}^{\infty} e^{-(\mu \eta) t} dt \]

\[ -\left[ \frac{e^{-(\mu \eta) t}}{-(\mu + \eta)} \right]_{0}^{\infty} \]

\[ P_2 = \frac{\eta}{(\mu + \eta)} \]  \hspace{1cm} (3.13)

For the sake of clarity and convenience, the units for \( \mu \) (i.e., the mean message processing/service rate of the session initiating wireless link) are changed from packets/sec to bits/sec as in equation (3.3), where \( C_i \) is the capacity of the communication channel \( i \) in bits/sec.

\[ P_2 = \frac{\eta}{(\mu, C_i + \eta)} \]  \hspace{1cm} (3.14)

Therefore, the total signaling cost for the scenario in Fig.3.2 can be expressed as the sum of the two individual signaling costs associated with the above two conditions. Thus, \( P_1 \) and \( P_2 \) are substituted for \( P \) in the generalized expression given in (3.8) for calculating these individual signaling costs. Additionally, since the signaling cost is calculated for a roaming MN, the average network mobility rate \( (\eta) \) and the average session arrival rate \( (\lambda) \) components are also included in the final equation. The SIP INVITE message sequence (steps 1-7 from Fig. 3.2) is associated with \( P_1 \) and session arrival rate. Similarly, the SIP REFER message sequence (steps 8-14 from Fig. 3.2) is associated with \( P_2 \) and inter-network mobility rate.
Hence, the total signaling overhead incurred by vertical handoffs during a given data session can be expressed as:

\[ \text{Cost} = P_1 \lambda \sum_{i=1}^{n_1} (S_{\text{INVITE}_i} \times H_{(A-B)_i}) + P_2 \eta \sum_{i=1}^{n_2} (S_{\text{REFER}_i} \times H_{(A-B)_i}) \]  (3.15)

where \( n_1 \) and \( n_2 \) represent the number of messages involved in each handoff/message exchange sequence as illustrated in Fig. 3.2. If \( \eta \) is the average network mobility rate of a MN and \( \lambda \) is the average session arrival rate, \( \lambda \eta \) may be defined as the Call-to-Mobility Ratio (CMR) [164], [165]. Thus (3.15) can be re-arranged as:

\[ \text{Cost} = \left[ P_1 \eta \sum_{i=1}^{n_1} (S_{\text{INVITE}_i} \times H_{(A-B)_i}) \right] \frac{\lambda}{\eta} + P_2 \eta \sum_{i=1}^{n_2} (S_{\text{REFER}_i} \times H_{(A-B)_i}) \]  (3.16)

\[ \text{Cost} = \left[ P_1 \eta \sum_{i=1}^{n_1} (S_{\text{INVITE}_i} \times H_{(A-B)_i}) \right] \text{CMR} + P_2 \eta \sum_{i=1}^{n_2} (S_{\text{REFER}_i} \times H_{(A-B)_i}) \]  (3.17)
3.6 Performance Analysis

The following numerical results are generated using 3GPP-SIP messages. Table 3.1 shows the typical SIP message sizes and other related parameters. IMS-SIP values are based on [166]. Other related parameters have been partly obtained from [154] and [164] to maintain consistency. The relative distances in hops are illustrated in Fig. 3.13 (the concept of relative distances in hops has been partly inspired by the ideas from [167] and [168]). Based on these assumptions, the following analytical results are derived for equations (3.6), (3.7), (3.15) and (3.17) for the scenario of an IMS based vertical handoff.

Figure 3.14 illustrates how the vertical handoff delay behaves against increasing handoffs per session. The graphs indicate higher transient handoff delays for lower data rates (i.e., 2 Mbps). The graphs also indicate that handoff delays for relatively high data rates (i.e., 11 Mbps and 54 Mbps) are much closer to each other. This indicates that as the link bandwidth increases the vertical handoff delay exponentially drops and stabilizes. Therefore, the results also indicate that beyond a certain level, vertical handoff delays cannot be simply reduced by purely increasing the wireless link bandwidth.

The next important point to note is that as the number of handoffs is increased, the 2 Mbps link shows an extremely sharp exponential increase in delay. What happens here is that due to multiple handoffs being processed by the link, the utilization of the system \( \rho = \frac{\lambda_{wl}}{\mu_{wl}} \rightarrow 1 \). If the handoffs are further increased, a point where \( \lambda_{wl} > \mu_{wl} \) is reached, the arrival rate increases the maximum capacity of the link, which eventually fails the link [169], [170]. Furthermore, according to the presented analytical model, the average session establishment delay over the UMTS and WLAN interfaces are 170 ms and 155 ms, respectively. Next, the average vertical handoff delays for WLAN-to-UMTS and UMTS-to-WLAN are 210 ms and 186 ms, respectively.
### TABLE III.1

**IMS Message Sizes and Parameter Values Used for Analysis.**

<table>
<thead>
<tr>
<th>Message</th>
<th>Size (Bytes)</th>
<th>Parameter</th>
<th>Value/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>INVITE</td>
<td>736</td>
<td>$L_{vol}$</td>
<td>2 ms</td>
</tr>
<tr>
<td>183 Ses. Pro.</td>
<td>847</td>
<td>$L_{w}$</td>
<td>0.5 ms</td>
</tr>
<tr>
<td>PRACK</td>
<td>571</td>
<td>$A$</td>
<td>100 ms</td>
</tr>
<tr>
<td>200 OK</td>
<td>558</td>
<td>$T_{ad}$</td>
<td>1 sec</td>
</tr>
<tr>
<td>UPDATE</td>
<td>546</td>
<td>$\lambda_d$</td>
<td>Voice Codecs used</td>
</tr>
<tr>
<td>ACK</td>
<td>314</td>
<td>$C_i$</td>
<td>2 – 11 Mbps</td>
</tr>
<tr>
<td>ReINVITE</td>
<td>731</td>
<td></td>
<td></td>
</tr>
<tr>
<td>REFER</td>
<td>750</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200 Accepted</td>
<td>550</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOTIFY</td>
<td>550</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OKNOTIFY</td>
<td>550</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Fig. 3.13. Relative Distances in Hops.](image_url)
Figure 3.15 and Fig. 3.16 demonstrate the normalized packet loss during vertical handoffs for the GSM voice codec as the number of handoffs per session increases (in the case of a break-before-make handoff scenario). The reason for using a popular voice codec is the need for a more realistic VoIP session vertical handoff to be simulated.

According to equation (3.7), the packet loss during a vertical handoff is directly proportional to the vertical handoff delay. Therefore, high vertical handoff delays related to the 2 Mbps link in the graph in Fig. 3.14 directly contributes to the exponential behavior of packet loss for WLAN-to-UMTS handoff as shown in Fig. 3.16. Similarly the packet loss is relatively low in Fig. 3.15 for a UMTS-to-WLAN handoff, which is in line with the corresponding handoff delay shown in Fig. 3.14. The reason for the graphs to show such behavior is the application layer based additional IMS related latencies. These additional latencies substantially contribute towards increasing handoff delays as the number of handoffs per session increases, which eventually results in packet loss. However, it is important to note that the proposed model uses a make-before-break handoff technique to avoid such transient packet losses.
Fig. 3.15. Packet loss for a UMTS-to-WLAN Handoffs per Session.

Fig. 3.16. Packet loss for a WLAN-to-UMTS Handoffs per Session.
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Figure 3.17 illustrates the behavior of the jitter during vertical handoffs, which is the variation of delay, for the same voice codec. The jitter is simulated by using (3.5) for calculating the end-to-end delay for a given codec over the given link and plotting the variation of delay when a session is handed off from UMTS to WLAN. According to the graphs in Fig. 3.17, the jitter levels are within acceptable limits for a VoIP session as specified in many Service Level Agreements (SLA) [171], [172], [173].

However, as the number of vertical handoffs increases, the interesting fact is that these jitter graphs tend to indicate rather exponential curves. This could well be confirmed from Fig. 3.18, which illustrates the behavior of jitter for an extended number of session handoffs. This phenomenon can also be easily explained as in the previous case. That is, when the number of VoIP sessions keep increasing there comes a point where $\rho = \frac{\lambda_{wl}}{\mu_{wl}} \rightarrow 1$, which increases delay exponentially and so does jitter.

![Graph of Jitter vs. Number of Handoffs](image)

*Fig. 3.17. Variation of End-to-End Delay (Jitter).*
Figure 3.19 onwards illustrates the behavior of signaling cost. According to the graphs in Fig. 3.19, it is clear that the signaling cost increases against average session arrival rate ($\lambda$ calls/min) for increasing values of average network mobility rate ($\eta$ min$^{-1}$). In general, this is due to the increase of $P_1$, the arrival probability of sessions that are likely to be subjected to a vertical handoff, with the increase of $\lambda$ calls/min. Nevertheless, it is interesting to observe the behavior of $P_1$ against $\lambda$ for different $\eta$ values (Fig. 3.20) to exactly find out the reasons for different gradient levels of the three graphs in Fig. 3.19.

According to Fig. 3.20, for $\lambda$ ranging from 0.01-0.1 calls/min, when $\eta = 0.01$ min$^{-1}$, a negative slope is observed. This negative gradient has contributed towards slowing down the increase of signaling cost against increasing $\lambda$ within the considered range. Similarly, in Fig. 3.20, for the same $\lambda$ range, when $\eta = 0.1$ min$^{-1}$ a positive gradient is observed. This contributes to a rather rapidly increasing signaling cost for the graph corresponding to $\eta = 0.1$ min$^{-1}$ in Fig. 3.19.
Fig. 3.19. Normalized Signaling Cost vs. Average Session Arrival Rate (λ calls/min).

Fig. 3.20. $P_1$ vs. Average Session Arrival Rate (λ calls/min).
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Fig. 3.21. $P_2$ vs. Average Session Arrival Rate ($\lambda$ calls/min).

According to Fig. 3.21, since $P_2$ remains constant for a given $\eta$, it does not impose a dramatic effect in this case. It is also important to note that the range of $\lambda$ is kept below the service rate ($\mu_{wl}C_i$). This is because, in the event that $\lambda$ reaches the service rate ($\mu_{wl}C_i$), the utilization of the system will rapidly reach 100%. Thus the graphs in Fig. 3.19 are only plotted up to $\lambda = 0.1$ calls/min.

Figure 3.22 illustrates the behavior of normalized signaling cost against average network mobility rate ($\eta\ min^{-1}$) for different average session arrival rate ($\lambda$ calls/min) values and a constant service rate. In this case, normalized signaling cost generally increases as ($\eta\ min^{-1}$) increases. Also this increase becomes rapid for values of ($\eta\ min^{-1}$) ranging from 1-10 min$^{-1}$. The reason for such behavior is that as the network mobility rate ($\eta\ min^{-1}$) increases, more sessions can be subjected to vertical handoff, which eventually increases the session handoff probability ($P_2$) giving rise to the signaling cost. For comparison purposes, $P_1$ and $P_2$ curves against increasing network mobility rate is illustrated in Fig. 3.23 and Fig. 3.24 respectively. According to Fig. 3.24, it is clear how $P_2$ approaches 1 with the increase of $\eta\ min^{-1}$. The effect of $P_1$ in this case is relatively minimal since $P_1$ does not exceed 0.25, much similarly to the
Fig. 3.22. Normalized Signaling Cost vs. Average Network Mobility Rate (η min$^{-1}$).

Fig. 3.23. P1 vs. Average Network Mobility Rate (η min$^{-1}$).
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Fig. 3.24. $P_2$ vs. Average Network Mobility Rate ($\eta \text{ min}^{-1}$).

pattern indicated in Fig. 3.20 (i.e., since $P_1$ curves behaves the same despite $\lambda \text{ calls/min}$ and $\eta \text{ min}^{-1}$ being interchanged).

The next investigation is the behavior of signaling cost against the CMR. Fig. 3.25 illustrates normalized signaling cost against CMR by having $\lambda \text{ calls/min}$ as a constant. As per the illustration of the graphs in Fig. 3.25, the normalized signaling cost reduces exponentially as CMR increases. As the CMR increases by keeping $\lambda \text{ calls/min}$ as a constant, $\eta \text{ min}^{-1}$ tends to decrease rapidly, which has a direct impact on $P_2$ that reduces it exponentially against increasing CMR. However, the impact of decreasing $\eta \text{ min}^{-1}$ does not tend to have a drastic effect on $P_1$. $P_1$ shows a closely similar pattern as in Fig. 3.20 with a maximum peak of 0.25 for CMR=1. Hence, in this case, the signaling cost curve is shaped according to the behavior pattern of $P_2$ as CMR increases. Also, it is important to note that the signaling cost is higher for larger values of $\lambda$.

Last but not least, Fig. 3.26 illustrates normalized signaling cost against CMR by having $\eta \text{ min}^{-1}$ as a constant. As per the illustration of the graphs in Fig. 3.26, the normalized signaling cost increases as CMR increases and eventually reaches a saturation point. As the CMR increases by keeping $\eta \text{ min}^{-1}$ as a constant, $\lambda \text{ calls/min}$ tends to increase rapidly, which
Fig. 3.25. Normalized Signaling Cost vs. CMR ($\lambda$ constant).

Fig. 3.26. Normalized Signaling Cost vs. CMR ($\eta$ constant).
eventually results in increasing the signaling cost. As in the above case, $P_1$ behaves in a similar manner with a maximum peak of 0.25 for CMR=1. However, the notable point is that $P_2$ remains constant for a given value of $\eta$, which eventually contributes towards shaping the signaling cost curves by reaching a saturation level. Furthermore, signaling cost is also higher for larger values of $\eta$.

It must also be noted that the above analysis and results have been obtained for users moving with randomized patterns independently to each other. However, there may be instances where additional correlation exists amongst users, which leads to aggregation of their movements, namely the group mobility [174], [175]. This leads to the exploration of advanced mobility models for realistically characterizing group mobility. In group mobility, each group has a logical center, which generally defines the group trajectory. Usually, users are considered to have random mobility with respect to a logical center and be randomly distributed within the geographic scope of the group [176]. The movement of the logical center could be defined by a predefined motion path or an individual mobility model [177]. If it is a predefined motion path, the movement of the centers will not be random [178]. However, as a special case scenario of group mobility, if the movements of these logical centers behave according to a random walk mobility model [179], it could be argued that such a scenario may be closely approximated to our analyzed mobility model [180].
3.7 **Summary and Conclusions**

The purpose of this Chapter was to introduce an initial interworking architecture with the IMS acting as a universal coupling mediator for real-time session negotiation and management. This initial model was aimed for interworking UMTS and WLAN systems with limited mobility. The mobility management framework proposed in this Chapter is fully dependant on the IMS, and its session management protocols. Subsequently, a queuing theory based analytical model was introduced for analyzing its vertical handoff performance and an OPNET based test bed was introduced for simulating the architectural design. However, the framework proposed in this Chapter is limited to interworking between a UMTS cellular network and a WLAN system. Therefore, the next Chapter discusses how this architecture could be extended for interworking dissimilar cellular networking technologies with WLAN systems.
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An Extended Framework for Interworking WLAN, UMTS and CDMA2000 Networks

This Chapter focuses on extending the proposed WLAN-UMTS interworking architecture presented in Chapter 3 to a unified framework for interworking dissimilar 3G cellular networking standards. As a result, global roaming and interoperability beyond one cellular system (say, UMTS) to another cellular system (say, CDMA2000) will become possible. The Chapter is organized as follows. Firstly the introduction section outlines the motivation for this work and the importance of a heterogeneous interworking framework. Followed by this comes the sections on IMS based mobility management in 3G cellular networks and related architectural considerations. The next section outlines the proposed extended architecture. Subsequently the sections on analytical modeling and performance evaluations are presented. Finally an OPNET based simulation model is introduced for validation of the performance. The contents provided under this Chapter have contributed to the following publications. The interworking architecture and the OPNET simulation platform presented in this Chapter has contributed to [40] and the presented OPNET simulation results have partly contributed to [41] and [42].

4.1 Introduction

One of the main motivations behind the development process of the NGMN is to have a common platform for different cellular technologies to interwork with each other [181]. In order to address this requirement, previously proposed WLAN-UMTS interworking framework has been extended where a common platform is proposed for coupling a CDMA2000 network at the core network. As elaborated in Chapter 3, the novelty of this solution for WLAN-UMTS interworking is its adaptation of the 3GPP’s IMS as an arbitrator for real-time session negotiation and management [31]. Since 3GPP2 also adopts a similar concept as 3GPP by
introducing an IMS within the CDMA2000 core network, the IMS can be named as a top candidate for a universal coupling mediator [111].

However, as mentioned in Section 2.10, there are substantial differences between the 3GPP and the 3GPP2 core networks in regards to the level of contribution of the IMS in relation to how terminal and session mobility are managed [182]. Particularly the fact that the 3GPP-IMS exclusively handles both terminal and session mobility at the Application Layer in contrast to the 3GPP2-IMS, which only handles session mobility at the Application Layer (leaving terminal mobility to be handled at the Network Layer). Therefore, prior to the introduction of the new framework, the challenges of having the IMS as a universal coupling mediator and the cross layer interactions of the IMS with the 3GPP2’s Network Layer based mobility management protocols will be presented.

4.2 IMS based Mobility Management in 3G Cellular Networks

As described under Section 2.11, the UMTS Release 5 was the first to introduce the IMS within its core network, for controlling multimedia sessions. The key elements of the IMS are the CSCFs, which can be generalized as a SIP proxy server and a user profile database called the HSS. Amongst three CSCFs (i.e., P-CSCF, I-CSCF, and S-CSCF), the S-CSCF is the actual SIP server, which performs user registration and handles session management in the IMS. The 3GPP-IMS exclusively uses SIP as the default protocol for session signaling (i.e., session establishment and management) and mobility management at the Application Layer. For the purpose of achieving a fully SIP based mobility management, as mentioned in Section 3.2.2, a range of SIP methods exist. These methods are namely; the SIP ReINVITE method, the SIP 3pcc mechanism, and the SIP REFER method [183].

Similarly, the 3GPP2 has also introduced the IMS for multimedia session handling within its PDS. The initial release of the 3GPP2-IMS was influenced by the 3GPP’s original IMS specification. Although the 3GPP2-IMS uses SIP as the default protocol for session signaling (i.e., session establishment and management), its mobility management framework is not solely based at the Application Layer. Furthermore, as summarized below, many considerable differences exist:
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- **In the 3GPP-IMS:**
  - SIP is used for session mobility,
  - IPv6 based core network,
  - HSS manages subscriber user data,
  - PDP context activation used for P-CSCF discovery, and
  - P-CSCF and associated visiting GGSN must reside in the same network.

- **In the 3GPP2-IMS:**
  - MIP (at Network Layer) is used for IP / terminal mobility management and SIP (at Application Layer) is used for session mobility management,
  - Flexibility in using IPv4 or IPv6,
  - Home AAA server and databases handle subscriber user information,
  - PDP context activation not used for P-CSCF discovery,
  - P-CSCF and PDSN do not need to reside in the same network, and
  - A new position server and a position determining entity has been defined.

### 4.3 Architectural Considerations

As a common interworking platform for mobility management for the NGMN is considered, resolving the interactions of 3GPP-IMS with MIP becomes a new challenge. Therefore, the framework proposed in this section uses MIP for providing terminal mobility and limits SIP for session mobility management in a generalized IMS architecture.

The next relevant point is making the decision for choosing IPv4 or IPv6. Although the 3GPP mandates the IMS over IPv6, the 3GPP2 does not make such a distinction in its specification. Therefore, either MIPv4 [125] over IPv4 or MIPv6 [126] over IPv6 can be used, which also gives more freedom for network operators. As defined by the 3GPP2, if MIPv4 is deployed, the PDSN of the home network may act as the MIP HA. As the MN moves form one
PDSN to another, the new PDSN may act as the MIP FA, which becomes the new point of contact for the MN.

Therefore when the MN is attached to a different PDSN the HA becomes an anchor point for the MN traffic flow, particularly when reverse tunneling and triangular routing takes place. In the event when MIPv6 is being implemented, direct peer-to-peer communication can be established through its route optimization operation [126]. Since the 3GPP2’s standard for CDMA2000 does not fully support inter-PDSN mobility for IPv6, the proposed design will primarily be based on MIPv4 [127]. As a result, the route optimization option will not be available in its current form. However, transition of this model to MIPv6 can be easily done by addressing user authentication, address allocation, and enabling the MN to perform the MIPv6 update procedures [128].

Therefore as per the above mentioned design considerations, the newly proposed extended architecture uses the IMS as an arbitrator for session management over a MIP based IP mobility management framework. By and large this can be seen as a universally applicable, combined MIP-SIP based approach for mobility and session management in NGMNs. Nevertheless, given the fact that it incorporates a joint MIP-SIP based mobility management framework, it must be noted that, the aim of this approach is not to develop a hybrid version of the IMS by integrating MIP features (i.e., a S-CSCF with an integrated MIP-HA) as suggested in [184]. Depending on the version of MIP used (i.e., MIPv4 or MIPv6) few variations to the signaling framework of this architecture exist. Therefore, prior to looking at the proposed architecture in detail some of these complexities will be discussed.

If MIPv4 is used for handling IP mobility for 3GPP’s (IPv6 based) IMS signaling framework, the first concern should be Network Address Translation (NAT). With SIP, a NAT is required for mapping external IP headers and port numbers as well as certain fields in the packet payload (SIP header fields and SDP body). Possible solutions of how this may be achieved are studied in detail in [185]. The second issue in having IMS-SIP signaling over MIPv4 is that depending on the location of the P-CSCF and the S-CSCF with respect to the FA and HA, there may be a possibility for triangular routing between the IMS elements. Therefore, SIP signaling that originates from the P-CSCF located in a visited/foreign network could be routed through the S-CSCF in the home network. Since the 3GPP IMS standard recommends SIP signaling to be routed through the S-CSCF, triangular routing does not cause any extra
overheads [31]. However, the actual performance degradation takes place when the data flow gets routed via the home network (GGSN/PDSN).

On the other hand, if MIPv6 is used for handling IP mobility for the 3GPP’s (IPv6 based) IMS signaling framework a different set of addressing concerns may arise. Under the MIPv6 mobility management framework, the MN is expected to have two IP addresses: namely the static Home Address and Care of Address (CoA). The CoA address is updated as the MN moves from one network to another. Hence, the question arises as to which address must be used for SIP signaling at the IMS level. As mentioned in the previous case for MIPv4, the Home Address is used by SIP for initial registration and session establishment. Therefore, one may argue that SIP could simply use the MN’s Home Address. However, as the MN changes its point of attachment from the Home Network and connects to a foreign network it gets a new CoA. Hence it can also be counter-argued that the CoA could be a better candidate for SIP signaling. Additionally it must also be taken into consideration that the design of the IMS includes a security mechanism for verifying the source IP address to be the same as the IP address mentioned in the SIP header and SDP body. Hence the same IP address (Home Address or CoA) must be used as the source address and the address at SIP message level throughout a given session.

Based on the above aspects, when MIPv6 is used for handling IP mobility for 3GPP’s (IPv6 based) IMS signaling framework the following SIP-MIP interworking choices could be assumed. The first choice is to have both the Home Address and CoA to be used by IMS-SIP. However, the current standard does not support the use of two multiple IP addresses and therefore requires changes to the current IMS-SIP standards. Therefore, the above will be directly ruled out.

Secondly, if the CoA is fully utilized for all IMS-SIP based signaling (SIP header and SDP body), a fully SIP based mobility and session management framework could be constructed. The main drawback in this approach is that each time the MN gets a new CoA, re-registration of the CoA and re-establishment of a new (or ongoing) SIP session is required. As a result of continuous SIP session re-negotiations, in a real-time communication scenario, service interruptions may take place. Above all, MIP’s advantages of IP mobility management can not be fully exploited in this method. A similar type of approach (i.e., by exclusively using SIP) has been presented in [35].
The third approach would be pretty much the opposite of the second approach. That is, to use the Home Address for all IMS-SIP based signaling, which uses MIP for handling IP mobility. The main advantage of having MIP for managing IP mobility is that the MN does not need to re-register every time it changes its CoA. In an IPv6 network, the MN may use MIPv6 signaling for updating other nodes as the CoA keeps changing. Further, with the help of route optimization, changing of CoA will be fully transparent to the IMS.

The fourth and final approach, which has also been used in our design, although similar in concept to the third method, works on an IPv4 platform. Main reasons for using MIPv4 is that it eliminates the complexity of managing two IP addresses (as in the above scenarios), enables IP mobility management (by transporting single/static IP address) in such a way that node mobility is transparent to the layers above. As a result, the IMS is able to provide session mobility for a roaming MN without any disruption of IP connectivity thus, enabling seamless service continuity.

Since the 3GPP2’s IMS standard specifies that the IMS signaling could also be implemented on IPv4, previously discussed NAT related complications (IPv4 to IPv6 translation) can be avoided in this method. Nevertheless, since the IMS is primarily a framework for SIP based session control, even though the specification mentions otherwise, 3GPP’s IMS could also be successfully implemented over IPv4. However, it is worth noting that since route optimization is not available, depending on the type of implementation, the IPv4 may contribute for triangular routing and reverse tunneling between the P-CSCF (located in a foreign network) and S-CSCF (located in a home network) of the IMS. Nevertheless, as previously stated, the 3GPP IMS standard recommends all SIP signaling to be routed through the S-CSCF, therefore MIPv4’s triangular routing effect could be easily overlooked. Last but not least, another important motive for using an all IPv4 based platform is the fact that network operators are gradually realizing that despite of the initial hype, the migration towards IPv6 is slowly becoming more and more practically unrealistic.
4.4 The Interworking Architecture

The proposed extended internetworking architecture, with signaling and data routes, is illustrated in Fig. 4.1 [40]. Based on the existing UMTS and CDMA2000 mobility management mechanisms, this architecture proposes a framework for the NGMN’s for providing real-time IP multimedia services.

As per the illustration on Fig. 4.1, the UMTS core network is connected to the IP network through the GGSN, which also acts as its MIPv4 FA. Prior to acquiring the IP address, the MN goes through the following steps. The first step involves with the MN powering on and locking to the UMTS network. Once the appropriate cell is selected the MN can be considered ready for the establishment of a data session. It is assumed that this function is already performed by the MN, and will not be discussed in detail.

Once the above mentioned system acquisition is done, the next step is to establish a data connection, or set up a data pipeline. This must be completed in two steps by using the Attach and PDP context activation message sequences. The activation of the MN’s PDP context does not allocate an IP address and the IP address field of the PDP context is not filled at this point. The actual IP address allocation for the MN is initiated by sending the MIPv4 registration requests to its HA via the GGSN (MIP-FA). This mechanism is based on the specifications given under 3GPP’s [186].

This is triggered when the MN receives a periodically broadcasted agent advertisement sent by the GGSN (MIP-FA). When the MN receives this message it sends a MIP Registration Request message to the GGSN (MIP-FA). The GGSN (MIP-FA) forwards this request to the MIP-HA and the HA assigns the home IP address to the MN via a MIP Registration Reply message. Further, the HA maintains the MS’s location information such as the GGSN (MIP-FA) address. When the GGSN (MIP-FA) receives this information the MN gets its home IP address assigned.
Fig. 4.1. Interworking Architecture with MIP-SIP based Mobility Management.
Fig. 4.2. MIP-SIP Signaling Framework.
Now the MN is able to identify the P-CSCF for the registration with the IMS. Prior to establishing a SIP session, the MN requires performing a service registration function to let the IMS know of its location. The MN acts as a SIP client and sends a SIP registration message to its home system through the P-CSCF. The basic steps for a SIP service registration can be summarized as follows. Firstly, the HSS for the MN is notified of its current location for the HSS to update the subscriber profile accordingly. Next the HSS checks if the MN is allowed to register in the network based on the subscriber profile and operator limitations, and grants authorization. Once authorized, a suitable S-CSCF for the MN is assigned and its subscriber profile is sent to the designated S-CSCF.

After the activation of the PDP context and the service registration, the MN is ready to establish a media/data/call session. As illustrated in Fig. 4.2, the sequence of the SIP session origination procedure can be described as follows. The mobile origination procedure is initiated by a SIP INVITE message sent from the UMTS interface of the source MN. This initial message is forwarded from the P-CSCF to the S-CSCF of the originating network, via the CSCFs of the terminating network, and finally to the destination. This SIP INVITE request carries a SDP body indicating the IP address and port numbers where the source wants to receive the media streams. Furthermore, the INVITE also contains a request to follow the precondition call flow model. This is important because some clients require certain preconditions (that is, QoS levels) to be met before establishing a session. The requirement for using the preconditions call flow model in the IMS is mainly because in cellular networks radio resources for the media plane are not always available. If the preconditions extension was not used, when the called party accepts the call, the source and destination may not be ready and consequently the first few packets may be lost.

Next, this model requires that the destination responds with a 183 Session Progress message containing a SDP answer. The SDP answer contains the media streams and codecs that the destination is able to accept for this session. The acknowledgement for the reception of this provisional response by a PRACK request follows afterwards. If the destination does not receive a PRACK response within a determined time, it will transmit the provisional response. When the PRACK request successfully reaches the destination a 200 OK response is generated by the destination with an SDP answer. Next an UPDATE request is sent by the source containing another SDP offer, in which the source indicates that the resources are reserved at
its local segment. Once the destination receives the UPDATE request, it generates a 200 OK response. Once this is done, the MN can start the media/data flow and the session will be in progress (via the UMTS interface).

When this MN roams between CDMA2000 and UMTS systems inter-system roaming takes place. The message flow for an inter-system roaming from UMTS to CDMA2000 can be described as follows. Firstly the standard CDMA2000 link layer access registration procedures are performed. Next the CDMA2000 interface performs the MIP registration procedures with the PDSN (i.e., MIP FA) as explained previously. This is when the PDSN forwards this request to the MIP-HA and the HA assigns the home IP address to the new CDMA2000 interface. Lastly the exchanging of a MIP Binding Update (BU) message between the MN and the corresponding node for avoiding triangular routing [125].

The next stage is the taking place of the IMS-SIP session handoff procedures. This requires sending a SIP ReINVITE (with the same Call-ID and other identifiers corresponding to the ongoing session) to the destination SIP UAC. Followed by this is a resource/preconditions reservation for the CDMA2000 interface. Once this is successfully done the new session flow can be initiated. It is important to note that until such time that the new data flow is initiated via the CDMA2000 interface, the data flow via the UMTS interface remains active. Thus the model follows the make-before-break handoff mechanism as proposed in our previous works [35]. Finally, the UMTS interface performs the implicit detach procedures with the SGSN and the PDP context is deactivated. Inter-system roaming form CDMA2000 to UMTS can also take place in a similar manner.

Furthermore, since this design is an extension to the UMTS-WLAN interworking platform proposed in Chapter 3, this extended architecture could be considered as a generalized framework for roaming between WLAN-UMTS-CDMA2000 networks. The introduction of MIP, unlike the Pure-SIP based approach, helps to reduce extra application layer based signaling, thus enabling a smoother vertical handoff. The next sections will be essentially investigating and reporting the performance comparisons between these two vertical handoff approaches.
4.5 Analytical Modeling

This section provides an analytically modeled approach for evaluating the newly proposed extended version of the interworking architecture. The primary aim of this analytical model is to help compare the benefit of introducing MIP for terminal mobility management (below an IMS based session mobility management framework) in contrast to having terminal and session mobility management purely handled by the IMS.

This analysis uses a similar approach, as explained in Section 3.5, for evaluating QoS metrics and measures involved in the above MIP and SIP combined mobility management approach. QoS metrics such as reconfiguration and vertical handoff delay (from the network layer and above), total packet loss, jitter, and signaling overhead are analyzed under this section and compared against the results obtained for a Pure-SIP based scenario. Since the aim of this thesis is to develop a universal mobility management platform by having the IMS as a common arbitrator, delay components relating to the Physical and Link Layers of various wireless networks/links (i.e., UMTS, CDMA2000, WLAN, and so on) has been overlooked. Furthermore, for the purpose of easy understanding and comparison against the results of Chapter 3, a MIP-SIP based UMTS-WLAN interworking scenario has been considered (rather than having a UMTS-CDMA2000 interworking scenario).

This analysis is also based on a similar assumption as in Section 3.5, that the call/session arrivals follow a Poisson process. Furthermore, it can be stated that the arguments provided in Section 3.5 for justifying VoIP session arrivals to be modeled as a Poisson process will also be similarly applicable.

4.5.1 Handoff Delay

In this section, the derived formula under Section 3.5.1 will be appropriately modified for a comparative analysis of the vertical session handoff delay for the newly proposed MIP-SIP based architecture illustrated in Fig. 4.1. A modified analysis method is used for comparing the efficiency of the new MIP-SIP based vertical session handoff mechanism (i.e., delay, in this case) against the previously presented Pure-SIP based session handoff mechanism, for a data session establishment.
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Similar to the approach used under Section 3.5.1, the vertical handoff sub-procedural delays such as the Link Layer handoff delay, movement detection delay, and packet re-transmission delay have not been taken into consideration. Additionally, according to the proposed enhancements to the architecture for an SIP-MIP based vertical handoff (as illustrated in Fig. 4.2), there is no DHCP based address allocation delay. Thus the main contributor to the Network Layer based vertical handoff delay is the session re-configuration delay. Therefore, it can be expressed that the new vertical session handoff delay (at the core network level regardless of the underlying radio network and Link Layer delays) for the newly considered scenario mainly consists of the (previously considered) IMS based session handoff delay at the Application Layer and the newly introduced MIP related delay at the Network Layer. Another reason for the exclusion of the above mentioned delay components is that, these delay components may significantly vary depending on the radio network technology used, and thus not being able to provide a fair evaluation of the performance of the interworking architecture.

In order to derive an expression for the vertical handoff delay for a MIP-SIP combined method, equation (3.5) will be used. As mentioned under Section 3.1, equation 3.5 expresses the end-to-end transmission delay for a packet size S, sent from network A to network B over a number of hops via a wireless and wired links. This has been directly applied to the entire MIP and IMS SIP signaling flow involved in the vertical handoff mechanism illustrated in Fig. 4.2. Therefore, the final expression in this case (i.e., a MIP and SIP combined handoff approach), can be expressed as a combination of the following end-to-end delay components as expressed in equation (4.1).

\[
D_{MIP-SIP} = D(S_{\text{MIP-Req}}, H_{\text{UMTS-MIP-HA}}) + D(S_{\text{MIP-Req}}, H_{\text{UMTS-MIP-HA}}) + D(S_{\text{MIP-BU}}, H_{\text{UMTS-CN}}) \\
+ D(S_{\text{ReINVITE}}, H_{\text{WLAN-CN}}) + D(S_{\text{183-SP}}, H_{\text{WLAN-CN}}) + D(S_{\text{PRACK}}, H_{\text{WLAN-CN}}) \\
+ D(S_{\text{OK}}, H_{\text{WLAN-CN}}) + D(S_{\text{UPDATE}}, H_{\text{WLAN-CN}}) + D(S_{\text{OK}}, H_{\text{WLAN-CN}}) \\
+ D(S_{\text{ACK}}, H_{\text{WLAN-CN}}) + D(S_{\text{BYE}}, H_{\text{UMTS-CN}}) + D(S_{\text{OK}}, H_{\text{CN-UMTS}}) + \Delta
\]  

(4.1)

where, \(\Delta\) is additional IMS (application layer) latency. Thus equation (4.1) is capable of providing the total vertical session handoff delay for a MIP and SIP combined scenario. Although this particular scenario concentrates on a vertical handoff from UMTS-to-WLAN,
other vertical handoff scenarios relating to different radio interfaces such as WLAN-to-UMTS, UMTS-to-CDMA2000, CDMA2000-to-UMTS could also be constructed with appropriate substitutions using equation (3.5). As mentioned under Section 3.5.1, the important point to note here is that since it has been assumed that the channel is error free during the vertical handoff, the likelihood of the occurrence of errors has been overlooked. This is since for successful session establishment the entire message flow must take place and if any message is damaged or lost the vertical handoff process will fail.

### 4.5.2 Packet Loss

The total packet loss during a MIP-SIP based vertical session handoff is also analyzed similarly to Section 3.5.2. Thus, the total packet loss \( \text{Loss}_{\text{MIP-SIP}} \) during a MIP-SIP combined vertical session handoff can be similarly defined as the sum of all lost packets during the vertical handoff while the MN is receiving the downlink data packets. It is assumed that the packet loss begins when the Layer 2 handoff is detected and all in-flight packets are lost during the vertical handoff time. Thus, it can be expressed as:

\[
\text{Loss}_{\text{MIP-SIP}} = \left[ \frac{1}{2T_{ad}} + D_{\text{MIP-SIP}} \right] \times \lambda_d \times N_m
\]  

(4.2)

where, \( T_{ad} \) is the time interval between P-CSCF discovery times, \( \lambda_d \) is the downlink packet arrival rate at the wireless interface (this depends on the used voice codec), and \( N_m \) is the average number of vertical handoffs during a single session [154].

### 4.5.3 Signaling Overhead/Cost

This section presents a comparative analysis of the signaling cost between a Pure SIP based vertical handoff scenario and a MIP-SIP based vertical handoff scenario. Similar to the description used under Section 3.5.3, signaling cost or overhead is defined as the accumulative traffic load on exchanging signaling messages during the MN’s communication session (i.e.,
session establishment, session handoff, and so on). Therefore, similar to equation (3.8), the above definition can be expressed as:

\[ \text{Cost} = P \times S_{\text{message}} \times H_{A-B} \]  \hspace{1cm} (4.3)

where, \( P \) defines the probability associated with the occurrence of a particular event, \( S_{\text{message}} \) is the average size of a signaling message/packet related to this event, \( H_{A-B} \) is the average number of hops/distance the signaling packet traverses between the source node A to the destination node B. Using the above definition and a mobility scenario similar to the illustration in Fig. 3.10, an expression for signaling cost is derived for a MIP-SIP based scenario.

Now, the signaling cost for the described MIP-SIP based vertical handoff scenario illustrated in Fig. 4.2, can be expressed as the sum of the following two signaling components. The first component of signaling cost computation is associated with the entire MIP and SIP INVITE (session establishment) message sequence. As mentioned under Section 3.3, the computation of this signaling cost component is associated with \( P_1 \), which is the arrival probability of a session to a MN that is likely to be subjected to a vertical handoff. The second component of signaling cost computation is associated with the MIP and SIP ReINVITE (vertical handoff) message sequence. Similar to what has been mentioned under Section 3.3, the MIP and SIP ReINVITE sequence is associated with \( P_2 \), which is the vertical handoff probability and the inter-network mobility rate. Detailed steps for the derivation for \( P_1 \) and \( P_2 \) have been omitted from this section and the reader is referred to Section 3.5.3 for the same. The total signaling overhead incurred by vertical handoffs during a given data session can be expressed as:

\[ \text{Cost} = P_1 \lambda \sum_{i=1}^{n_1} (S_{\text{INVITE}_i} \times H_{(A-B)_i}) + P_2 \eta \sum_{i=1}^{n_2} (S_{\text{ReINVITE}_i} \times H_{(A-B)_i}) \]  \hspace{1cm} (4.4)

where, \( \lambda \text{ calls/min} \) is the average session arrival rate, \( \eta \text{ min}^{-1} \) is the average network mobility rate associated with a roaming MN, \( n_1 \) and \( n_2 \) represent the number of messages involved in each handoff/message exchange sequence as illustrated in Fig. 4.2. If \( \eta \) is the average network mobility rate, then the expression becomes:

\[ \text{Cost} = P_1 \lambda \sum_{i=1}^{n_1} (S_{\text{INVITE}_i} \times H_{(A-B)_i}) + P_2 \eta \sum_{i=1}^{n_2} (S_{\text{ReINVITE}_i} \times H_{(A-B)_i}) \]  \hspace{1cm} (4.4)
mobility rate of a MN and $\lambda$ is the average session arrival rate, $\lambda/\eta$ may be defined as CMR [164]. Thus equation (4.4) can be re-arranged as:

$$\text{Cost} = \left[ P_1\eta \sum_{i=1}^{n}\left(S_{INVITE_i} \times H_{(A-B)}\right) \right] \frac{\lambda}{\eta} + P_2\eta \sum_{i=1}^{n}\left(S_{Re_INVITE_i} \times H_{(A-B)}\right)$$

(4.5)

$$\text{Cost} = \left[ P_1\eta \sum_{i=1}^{n}\left(S_{INVITE_i} \times H_{(A-B)}\right) \right] \text{CMR} + P_2\eta \sum_{i=1}^{n}\left(S_{Re_INVITE_i} \times H_{(A-B)}\right)$$

(4.6)

4.6 Performance Analysis

The following numerical results are generated using MIPv4 and 3GPP-SIP messages. Table 4.1 shows the typical SIP message sizes and other related parameters. IMS-SIP values are based on [166]. Parameters relating to MIP and other values have been partially obtained from [154] and [164] to maintain the consistency. The relative distances in hops are illustrated in Fig. 4.3. Although Fig. 4.3 has a close resemblance and similar hop counts to Fig. 3.11, the inclusion of the MIP HA and the MIP FAs at the visiting UMTS GGSN and the WLAN’s SGSN Emulator makes it possible to account for the hop counts related to MIP related signaling.

Based on the values of Table IV.1 and Fig. 4.3, the following analytical results are derived for equations (4.1), (4.2), (4.4) and (4.6) for the scenario of a MIP-SIP based vertical handoff. Fig. 4.4 and 4.5 illustrate the behavior of vertical handoff delay against increasing session handoffs for UMTS-to-WLAN and WLAN-to-UMTS interfaces respectively. The graphs in Fig. 4.5 indicate relatively higher vertical handoff delays for the WLAN-to-UMTS case. On the other hand, the two graphs in Fig. 4.4 indicate a relatively lower handoff delay for the UMTS-to-WLAN case. This indicates that when a session is transferred to a network with relatively lower link bandwidth, a relatively higher vertical handoff delay can be expected.
### Table IV.I
IMS-SIP Message Sizes and Parameter Values Used for Analysis.

<table>
<thead>
<tr>
<th>Message</th>
<th>Size (Bytes)</th>
<th>Parameter</th>
<th>Value/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>INVITE</td>
<td>736</td>
<td>$L_w$</td>
<td>2 ms</td>
</tr>
<tr>
<td>ReINVITE</td>
<td>731</td>
<td>$L_w$</td>
<td>0.5 ms</td>
</tr>
<tr>
<td>183 Ses. Pro.</td>
<td>847</td>
<td>$\Delta$</td>
<td>100 ms</td>
</tr>
<tr>
<td>PRACK</td>
<td>571</td>
<td>$T_{ad}$</td>
<td>1 sec</td>
</tr>
<tr>
<td>200 OK</td>
<td>558</td>
<td>$\lambda_d$</td>
<td>GSM Codec</td>
</tr>
<tr>
<td>UPDATE</td>
<td>546</td>
<td>$C_i$</td>
<td>2 – 11 Mbps</td>
</tr>
<tr>
<td>ACK</td>
<td>314</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIP Reg. Req.</td>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIP Reg. Reply</td>
<td>56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIP Binding Updat.</td>
<td>66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIP Binding Ack.</td>
<td>66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIP Agent Solicit.</td>
<td>67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIP Agent Advert.</td>
<td>28</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Fig. 4.3 Relative Distances in Hops.](image-url)
According to the results of the presented analytical model, for a MIP-SIP combined mechanism, the average session establishment delay over the UMTS and WLAN interfaces are 192 ms and 176 ms, respectively. On the other hand, according to Section 3.6, for a Pure-SIP based mechanism (purely based on IMS related mobility management), the average session establishment delay over the UMTS and WLAN interfaces are 170 ms and 155 ms, respectively. The reason behind the relatively higher session establishment delay for the MIP-SIP combined approach is the additional MIP related messages such as MIP Registrations and MIP BUs (refer Fig. 4.2). However, the effects of the IMS (i.e., message flows and additional latencies) could be treated as equivalent in these scenarios.

Next, the average vertical handoff delays based on the MIP-SIP mechanism for WLAN-to-UMTS and UMTS-to-WLAN are 192 ms and 176 ms, respectively. Similarly, according to Section 3.6, the corresponding values for the average vertical handoff delays based on the Pure-SIP mechanism for WLAN-to-UMTS and UMTS-to-WLAN are 210 ms and 186 ms, respectively. On the contrary to the observation relating to session establishment, the vertical handoff delay for a MIP-SIP combined mechanism is relatively lower than for a Pure-SIP based method. This could be easily clarified by referring to Fig. 3.2 and Fig. 4.2. According to these figures, it is clear that the Pure-SIP method is fully involved with heavy IMS based vertical handoff signaling in comparison to the MIP-SIP combined vertical handoff method, which is partly based on the IMS and partly based on MIP. Therefore, the additional latency involved with the IMS based SIP REFER method contributes to the increase in the vertical handoff delay in this case.

Another important observation is that both the session establishment delay and session handoff delay in the case of the MIP-SIP combined method are the same. According to the MIP-SIP signaling framework illustrated in Fig. 4.2, it can be said that all MIP session establishment procedures outside its home network (i.e., the MIP HA in this case) are treated as a case of potential MIP handoff. Thus similar signaling (i.e., MIP Registration and MIP BU) messages are used. Similarly, for the case of the IMS based session handoff procedures, the SIP ReINVITE method is used, which also has a similar message flow to the SIP INVITE method. Hence identical session establishment and handoff delays are experienced under a MIP-SIP combined method.
The next important point to note for the WLAN-to-UMTS case (illustrated in Fig. 4.5) is that as the number of handoffs increase from 5 to 6, an extremely sharp exponential increase in delay is noted. As explained under Section 3.6, this is clearly a sign of the link reaching its maximum utilization limit due to multiple handoffs being processed at the (relatively low bandwidth) link. However, this observation is not there in the case of UMTS-to-WLAN. This is since the session is handed-off to a network with relatively high bandwidth and the system is far from reaching a state of saturation.

![Handoff Delay Graph](image_url)

*Fig. 4.4. Vertical handoff delay from UMTS-to-WLAN.*
Figure 4.6 illustrates the normalized transient packet loss during vertical handoffs as the number of handoffs increase (in the case of a break-before-make handoff scenario). The voice codec considered for the downlink packet transmission in this case is the GSM codec. According to equation (4.2), the packet loss during a vertical handoff is directly proportional to the vertical handoff delay. Therefore, relatively high vertical handoff delays indicated by the WLAN-to-UMTS graphs in Fig. 4.5 directly contribute to the exponential behavior of packet loss as shown in Fig. 4.7. Similarly, the packet loss is relatively low in Fig. 4.6 for a UMTS-to-WLAN handoff, which is also in line with the corresponding handoff delay shown in Fig. 4.4.

Furthermore, as expected, Pure-SIP approach shows a relatively higher packet loss in all considered scenarios in comparison to the graphs representing the MIP-SIP method. Another notable point (although not very important) from the plots in Fig. 4.5 and Fig. 4.7 is that the graphs diverge from one another as the packet transmission rates and the numbers of handoffs per session increases. This is similar to the phenomenon observed in the graphs in Fig. 3.14. As explained under Section 3.6, the reason for the divergence between the graphs is the
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Fig. 4.6. Packet loss for a UMTS-to-WLAN handoff.

Fig. 4.7. Packet loss for a WLAN-to-UMTS handoff.
accumulating application layer based IMS related latencies involved with the increasing number of handoffs in the case of the Pure-SIP approach.

Figure 4.8 to Fig. 4.11 illustrates the behavior of normalized signaling cost between MIP-SIP and Pure-SIP vertical handoff scenarios. The graphs in Fig. 4.8 indicate how the signaling cost increases against the increasing session arrival rate ($\lambda$ calls/min), when network mobility rate ($\eta min^{-1}$) and service rate ($\mu C_i$) are constant. Within the context of our discussion, the most important observation from Fig. 4.8 is the difference of signaling cost between the two vertical handoff methods, i.e., MIP-SIP and Pure-SIP. The graphs indicate that the MIP-SIP method has a significantly low signaling cost in contrast to the Pure-SIP method. A similar observation can be noted in Fig. 4.9 for the graph plotted for the increasing signaling cost against the network mobility rate ($\eta min^{-1}$), when the session arrival rate ($\lambda$ calls/min) and service rate ($\mu C_i$) are constant. A clear difference between the two signaling cost curves for the MIP-SIP based and Pure-SIP based handoff mechanism could be observed. The effects of $P_1$ and $P_2$ on the above graphs have not been included in this discussion since a comprehensive description on the effects of these two parameters has been included under Section 3.6. Nevertheless, it is important to note that since the effect of $P_1$ and $P_2$ are equal for both these scenarios (i.e., MIP-SIP and Pure-SIP), their effects may be overlooked in this instance.

![Normalized Signaling Cost vs. Average Session Arrival Rate](image)

*Fig. 4.8. Normalized Signaling Cost vs. Average Session Arrival Rate ($\lambda$ calls/min).*
The next investigation illustrates the behavior of signaling cost against the CMR for the two vertical handoff scenarios considered. Fig. 4.10 illustrates the normalized signaling cost graphs for MIP-SIP and Pure-SIP when CMR is increased and \( \lambda \) (calls/min) is constant. As per the illustration in the graphs in Fig. 4.10, the normalized signaling cost for both the scenarios reduces exponentially as CMR increases. Finally, Fig. 4.11 illustrates normalized signaling cost against CMR by having \( \eta^{-1} \) as a constant for the two considered scenarios. As per the illustration of the graphs in Fig. 4.11, the normalized signaling cost increases as CMR increases and eventually reaching a saturation point. Fig. 4.11 also indicates that the cost curve for the Pure-SIP method reaches this point much earlier since it incurs relatively higher signaling overhead. Similar to the above case, the effects of \( P_1 \) and \( P_2 \) on the following graphs have not been included in this discussion since its effects are equal for both these scenarios.
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Fig. 4.10. Normalized Signaling Cost vs. CMR ($\lambda$ calls/min constant).

Fig. 4.11. Normalized Signaling Cost vs. CMR ($\eta$ min$^{-1}$ constant).
4.7 Network Modeling and Results

In order to investigate the validity of the above described architecture, a network simulation scenario is modeled using OPNET Modeler 11.5. Since OPNET’s standard SIP components do not address the specifications of the IMS, substantial modifications are required for the development of a fully functional SIP-IMS model. Our newly developed SIP-IMS model is an enhanced version of the basic IMS-SIP signaling model, which is currently available under the contributed models library of the OPNET University Program [138]. These modifications can be summarized as follows: SIP UASs modified as CSCFs, IMS-SIP based messaging and flow generation between CSCFs, introduce roaming facility between multiple domains, and facility for introducing process delay controls (i.e. for messages sent between CSCFs and the HSS queries). As a result, an IMS that is capable of basic SIP signaling for session management is developed.

Next, underneath the existing IMS architecture a MIP v4 framework is constructed. The MIP framework consists of a common HA and multiple FAs. The intention of having MIP is for handling IP mobility at the Network Layer (and limiting the IMS exclusively for session mobility management). Followed by this is the task of creating an all-IP based, heterogeneous networking environment with MIP and SIP signaling as illustrated in Fig. 4.2. The simplest way to create such an environment (within the scope of OPNET 11.5) is by interworking between a WLAN and a UMTS core network. Since OPNET does not currently have a specialized module for CDMA2000 networks, it has been excluded from our simulation test-bed. Nevertheless, it can be argued that since the aim of these simulations are for validating the potential of combining the IMS with MIP for achieving a unified mobility platform at the core network level for an all-IP heterogeneous network, a WLAN-UMTS interworked test-bed should essentially be sufficient.

Details of the WLAN-UMTS interworking model are as follows. As per Fig. 4.1, the WLAN is connected via an SGSN/GGSN emulator to the all-IP core network. There are two types of signaling taking place. The first type is the IMS-SIP signaling, which takes place via the P-CSCFs (i.e., a SIP B2BUA) connected to each of these networks. These P-CSCF's are then connected to the S-CSCF, the IMS node implemented in the all-IP core network. It must also be noted that the I-CSCF is excluded in this model since it is mainly used at the time of
SIP Registration process and it is assumed that SIP registration has already taken place with the S-CSCF. The second type of signaling is the MIP signaling. In order to enable MIP signaling in UMTS and WLAN networks, FAs are setup at the GGSN and SGSN/GGSN emulator respectively. These FAs will be connected to the HA in the all-IP core network for MIP signaling.

Using the above described platform, measurements are collected for investigating a joint SIP-MIP vertical hand-off (say, from UMTS to WLAN in this case). At this instance, the measurements for vertical handoff are observed at the core network level and the radio network related delays and DHCP address distribution delays are not taken into consideration. The only delays considered are MIP registration requests, MIP binding update requests, and SIP related signaling and processing delays. The argument for measuring vertical handoff delay at the core network is needed to evaluate the joint SIP-MIP session and mobility management mechanism against our previously published works (i.e., a pure IMS-SIP based session and mobility management approach) [35]. Therefore these results may be applicable for an all-IP core network (under similar conditions).

The simulation results for vertical handoff delay for a VoIP session obtained for the two mobility mechanisms are as follows. The average session establishment delay for a VoIP session based on a MIP-SIP based joint mechanism for a UMTS and a WLAN interface are 240 ms and 200 ms respectively. Also, according to Section 3.4.3, the average session establishment delay for a VoIP session based on a Pure-SIP based joint mechanism for a UMTS and a WLAN interface are 197 ms and 182 ms respectively. Next, the average vertical handoff delay for a VoIP session based on a MIP-SIP based joint mechanism for a WLAN-to-UMTS handoff and a UMTS-to-WLAN handoff are 220 ms and 196 ms, respectively. Then again, according to Section 3.4.3, the average vertical handoff delay for a VoIP session based on a Pure-SIP based joint mechanism for a WLAN-to-UMTS handoff and a UMTS-to-WLAN handoff are 245 ms and 215 ms respectively.

Similar to our analytical results, the handoff delay for the MIP-SIP based architecture reveals lower delay as compared to the MIP-SIP combined approach. Furthermore, the above results show rather close resemblance to the analytical results presented in Section 4.6. However, the simulation results obtained for the average session establishment delay and the average handoff delay are approximately 12-20% higher of the analytical results. Such a degree
of variation in the simulated result is unfortunately inevitable since the system initialization delays may affect the final outcome. The interesting point about our simulation results is that, to a certain extent, they are inline with results published for the case of horizontal handoff delays [164], [187]. As mentioned in the previous Chapter, a make-before-break handoff technique must be implemented for ensuring seamless vertical handoffs as described in [35].

Fig. 4.12. Transient packet loss comparison for UMTS-to-WLAN vertical handoff for MIP-SIP and Pure-SIP mechanisms.

Figures 4.12 and 4.13 illustrate the transient packet loss scenarios for UMTS-to-WLAN and WLAN-to-UMTS handoff over different codecs respectively. These results can also be seen as an extension to the results presented in Fig. 3.8, where the performance of each codec behaves similarly. The packet loss is observed by simulating a break-before-make type handoff as described in detail in the previous section. According to the previous explanations, since the Pure-SIP method incurs relatively higher vertical handoff delay, it also incurs relatively higher transient packet loss in both the considered scenarios.
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Fig. 4.13. Transient packet loss comparison for WLAN-to-UMTS vertical handoff for MIP-SIP and Pure-SIP mechanisms.

4.8 Summary and Conclusions

This Chapter focused on extending the proposed WLAN-UMTS interworking architecture to a unified framework for interworking dissimilar 3G cellular networking standards. As a result, global roaming and interoperability beyond one cellular system (say, UMTS) to another cellular system (say, CDMA2000) has become a possible reality. However, this required major architectural changes to the initial design. As such, a coupling framework similar to the 3GPP2’s IMS was chosen. It also required re-designing of the entire mobility management framework. Instead of having a Pure-SIP based mobility management framework, a MIP and SIP combined mobility management framework was designed. Within this new framework, terminal/IP mobility was managed at the network layer by MIP and session mobility was handled by SIP at the Application Layer. The QoS analysis as well as the OPNET simulation...
model indicated that a MIP-SIP based mobility management framework performed better than its predecessor, the Pure-SIP based mobility management method. Also, the analysis results indicated that the QoS performance for the investigated parameters were within acceptable levels for real-time VoIP conversations. In order to claim that the proposed architecture is fully capable of interworking with all wireless heterogeneous networks, the possibility of interworking with BWA technologies such as a WiMAX network must also be investigated. Therefore, the next Chapter discusses how this architecture can be further extended for interworking with mobile WiMAX networks.
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This Chapter further extends the proposed interworking architecture into a unified mobility and session management framework for interworking heterogeneous mobile and wireless networks. More specifically, this Chapter introduces interworking BWA networks (such as WiMAX) with the (previously proposed) existing platform. Therefore, the proposed platform will not only be capable of providing global roaming between multiple cellular systems, but also will be able to successfully interwork with 3G Cellular, WLAN, and WiMAX networks, thus creating a truly seamless inter-network roaming experience for the user. This Chapter is organized as follows: The next section establishes the importance for WiMAX networks to interwork with the existing 3G cellular networks. Followed by this comes the section which introduces the network architectures of Mobile WiMAX networks. Subsequently follows a brief discussion on the relevant work done in the area of interworking with other networks. Next the section on the proposed architecture, which describes how the IMS has been used as a universal coupling mediator for internetworking, is presented. Followed by this is the section is on the analytical modeling and the OPNET based simulation framework with relevant performance results prior to the final conclusions. The extended interworking architecture and the analytical model presented in this Chapter has contributed to [43] and the OPNET simulation results have partly contributed to [44].

5.1 Introduction

WiMAX is the BWA technology primarily designed for WMANs [188]. The IEEE 802.16 specifies a fixed WMAN protocol for providing a wireless alternative for last mile broadband access [14]. In December 2005, the IEEE ratified the 802.16e-2005 amendment to the IEEE 802.16 standard [15]. This amendment adds features and attributes to the standard to support nomadic mobility.
Unfortunately, the emerging popularity of this BWA technology, commercially known as Mobile WiMAX, was soon envisioned as a potential challenge to the long-term viability of existing wireless technologies, including IEEE 802.11-based WLANs, broadband residential Internet technologies such as Digital Subscriber Line (DSL) and cable, and the 3G cellular technologies [189]. Due to Mobile WiMAX technology’s capabilities for reaching relatively high data rates (up to 15 Mbps) and spanning over a larger coverage area (up to 4 km) with mobility support, concerns were raised if this would become a cheaper (or perhaps a better) alternative to the existing 3G cellular technology (i.e., voice and narrowband data) [190]. This has resulted into a much intense competition between the fixed wireless/wired network service providers and cellular network operators to stake their claim in the rapidly growing wireless broadband market.

On the other hand, from a cooperative perspective, this may be treated as a powerful complimentary technology and an opportunity towards the evolution of 4G networks by interworking 3G cellular systems with fixed or mobile wireless access networks [191]. Therefore, a case for developing a platform for interworking between WiMAX and 3G cellular systems may be argued as follows. To begin with, mobile WiMAX technology is still in its infancy with many existing technical challenges [192]. Furthermore, the main hindrance to its competitive edge (over the 3G cellular system) is the lack of a fully defined networking infrastructure in the current mobile WiMAX standard [193]. Therefore, it may be assumed that the mobile WiMAX technology is insufficiently equipped to be a head-to-head competitor against the 3G network [194]. However, if it is interworked with the already well established 3G cellular networks such as UMTS or CDMA2000, it is probable that WiMAX will form an important part of the future 4G network [84], [110]. Thus the motivation for the works presented in this Chapter.

In the previous Chapters (Chapter 3 and Chapter 4), a novel approach towards realizing a unified mobility and session management platform at the core network level has been proposed [40]. This framework provides a common platform for interworking between UMTS, CDMA2000, and WLANs. Therefore, this Chapter further extends the existing platform for interworking with a WiMAX network. The novelty of this approach for WiMAX-UMTS-CDMA2000-WLAN interworking is that it uses the IMS as an arbitrator for real-time session negotiation and management as initially proposed in [35]. Furthermore, it may now be
successfully argued that the proposed interworking architecture and the mobility management framework will be capable of withstanding the demands of the future 4G network.

5.2 **WiMAX: Beyond the Radio Interface**

The IEEE 802.16 BWA technology family, often referred to as WiMAX or WMAN, is intended to provide an alternative (and perhaps a more efficient) solution for the last mile broadband access challenge [14]. In December 2005 the IEEE ratified the 802.16e amendment to the 802.16 standard [15]. Based on the IEEE 802.16e amendment, features and attributes for supporting nomadic mobility (amongst other features such as superior data rates, scalability, and lower costs) were available. The WiMAX forum is currently going beyond the air interface and defining the network architecture necessary for implementing an end-to-end Mobile WiMAX network [195]. As illustrated in Fig. 5.1, the WiMAX network model comprises of the following networking entities: mobile user terminal, Access Service Network (ASN), Connectivity Services Network (CSN), user terminal including application agents, and Mobile Subscriber Station (MSS) [110].

The MN and the Base Transceiver Stations (BTS) sit at the network edge and are responsible for over-the-air transmissions. Further into the network, the ASN interfaces the BTS and the CSN connecting it to the all-IP core network. Typically the ASN includes numerous BTSs with one or more ASN gateways. The ASN manages radio resources, MN access, mobility, security and QoS. It acts as a relay for the CSN for IP address allocation and AAA functions.

The ASN gateway may host the MIP FA. The CSN performs core network functions, include policy and admission control, IP address allocation, billing and settlement. It hosts the MIP HA, the DHCP and AAA servers, and PSTN and VoIP gateways. The CSN is also responsible for internetworking with non-WiMAX networks (e.g. 3G, DSL) and for roaming through links to other CSNs.
Specifications are being developed by the Network Working Group (NWG) within the WiMAX Forum for defining the role of the ASN and CSN and ensuring that WiMAX networks can interwork with other networks, using WiMAX or other wireless or wired access technologies.

In addition, the NWG specifications are designed to enable network operators to enjoy the benefits of vendor interoperability at the infrastructure level, to rely on a consistent client interface and, if they desire, to open their network to virtual operators, akin to existing cellular Mobile Virtual Network Operators (MVNOs) [196]. A detailed discussion on the WiMAX architecture is not included since it is beyond the scope of this thesis.
5.3 Related Work

With the above motivations, there have been some recent attempts for interworking WiMAX with the 3G cellular networks. The initial works concentrated on different flavors of the commonly known loose and tight coupling architectures [84]. Furthermore, throughout the past years there have been a series of proposals about different mobility management mechanisms as discussed subsequently.

In the case of WiMAX, MIP based approaches for mobility management have been the most widely proposed [85]. Although MIP is recognized as a simple but effective solution for mobility in mobile WiMAX networks in general, it suffers from several drawbacks [57]. Firstly, since it is a purely network layer oriented solution; it is unable to solve any Link Layer handoff problems. Secondly, triangular routing may result in extended delays. Thirdly, it may not deal with vertical handoffs due to discrepancies in the mobility management techniques of a heterogeneous networking environment (e.g., UMTS core network does not use MIP).

One way of avoiding the above drawbacks is by adopting our previously proposed unified coupling framework for heterogeneous networks [35]. This framework provides a MN the highest possible level of internetworking, with fully seamless continuity of service across heterogeneous networks. As an arbitrator for internetworking between the BWA technology (WiMAX in this case) and the 3G Cellular network (either UMTS or CDMA2000), the IMS is deployed. A clear advantage of using the IMS is its ability for real-time session negotiation and management using SIP.

Nevertheless, MIP also plays an important role for IP (terminal) mobility management in our approach. Although a similar idea of using the IMS as a coupling medium (only for session mobility management) has been recently published at a much later stage in [110], it mainly focuses on the QoS guarantee and the AAA aspects provided by the IMS. Most importantly the architecture fails to sufficiently describe a mechanism for seamless vertical handoff and mobility management. Hence, prior to introducing this novel architecture, a brief overview of the IMS and design concepts will be presented.
5.4 The Interworking Architecture

The extended internetworking architecture is illustrated in Fig. 5.2. The UMTS core network is connected to the IP network through the GGSN, which also acts as its MIPv4 FA. Once the system acquisition is done by a MN connected to the UMTS network, the next step is to set up a data pipeline. The actual IP address allocation for the MN is initiated by sending the MIPv4 registration request to its HA via the GGSN (i.e., the MIP-FA). This mechanism is based on the specifications given under [186]. The MN acts as an IMS-SIP client and sends a SIP registration message to its home system through the P-CSCF. Once authorized, a suitable S-CSCF for the MN is assigned and its subscriber profile is sent to the designated S-CSCF.

After the activation of the PDP context and the service registration, the MN is ready to establish a data session. As illustrated in Fig. 5.3, the sequence of the SIP session origination procedure can be described as follows. The mobile origination procedure is initiated by a SIP INVITE message sent from the UMTS interface of the source MN. This initial message is forwarded from the P-CSCF to the S-CSCF of the originating network, via the CSCFs of the terminating network, and finally to the destination. This SIP INVITE carries a request to follow the precondition call flow model. This is important because some clients require certain preconditions (that is, QoS levels) to be met before establishing a session.

Once this is done, the MN can start the media/data flow and the session will be in progress (via the UMTS interface). When this MN roams between WiMAX and UMTS systems, inter-system roaming takes place. Generally, the selection of the appropriate network during inter-system roaming is facilitated by an external trigger such as a network selection mechanism/algorithm (this has not been taken into consideration since it is beyond the scope of this thesis). Once the new network has been identified the MN undergoes relevant access registration procedures (in this case, the WiMAX network) and AAA procedures. Next, the vertical handoff process is initiated.

In the case of a WiMAX network, the general handoff process may either take place at layer 2 or layer 3. Layer 2 handoff, which is also known as “micro mobility,” simply changes the air interface attachment point but keeps the IP attachment point unchanged. This process involves the detection of signal strength, releasing the connection with the serving BS, and establishing
Fig. 5.2. The Extended Interworking Architecture.
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Fig. 5.3. UMTS-WLAN Session Handoff Signaling.
a connection with the target BS. Also, a Layer 2 handoff is transparent to the upper layer protocols. On the other hand, Layer 3 handoff, which is often referred as “macro mobility,” changes the IP attachment point of a mobile user. During a layer 3 handoff, the MIP protocol is used to update the HA with the CoA of the MN. Therefore, during a layer 3 handoff, the MN must be registered and authenticated with the HA every time it moves from the serving BS to the target BS.

Since the proposed architecture is designed for facilitating IP and session mobility, a layer 3 handoff is performed for facilitating inter-system roaming as illustrated by Fig. 5.3. Once the MN undergoes relevant access registration and AAA procedures the WiMAX interface performs the MIP registration procedures with the ASN Gateway (MIP FA) as explained previously. This is when the ASN Gateway (MIP-FA) forwards this request (via the CSN) to the MIP-HA and the HA assigns the home IP address to the new WiMAX interface. Followed by this the exchanging of a MIP BU message between the MN and the destination for avoiding triangular routing takes place [125].

The next stage is the taking place of the IMS-SIP session handoff procedures. This requires sending a SIP ReINVITE (with same Call-ID and other identifiers corresponding to the ongoing session) to the destination SIP UAC. Followed by this is a resource/preconditions reservation for the WiMAX interface. Once this is successfully done the new session flow can be initiated. It is important to note that until such time that the new data flow is initiated via the WiMAX interface, the data flow via the UMTS interface remains active. Thus the model follows the make-before-break handoff mechanism as previously discussed in [35]. Inter-system roaming from WiMAX to UMTS can also take place in a similar manner. Furthermore, since this design is an extension to our WLAN-UMTS-CDMA2000 interworking platform, WiMAX-CDMA2000 roaming can also be accommodated within this architecture in a similar manner.
5.5 Analytical Modeling

This section provides an analytically modeled approach for evaluating the proposed extended version of the interworking architecture. The primary aim of this analytical model is to help analyze the feasibility of the platform to interwork with BWA technologies (i.e., UMTS-WiMAX interworking).

This analysis uses a similar approach, as explained in Section 3.5, for evaluating QoS metrics and measures involved in the chosen MIP and SIP combined mobility management approach. With the help of this model, QoS metrics such as reconfiguration and vertical handoff delay (from the network layer and above), transient packet loss, jitter, and signaling overhead are analyzed and compared. As previously mentioned, since the aim of this thesis is to develop a universal mobility management platform by having the IMS as a common arbitrator, delay components relating to the Physical and Link Layers of various wireless networks/links (i.e., UMTS, CDMA2000, WLAN, and WiMAX) have been overlooked. This analysis is also based on a similar assumption as in Section 3.5, that the call/session arrivals follow a Poisson process. Furthermore, it can be stated that the arguments provided in Section 3.5 for justifying VoIP session arrivals to be modeled as a Poisson process will also be similarly applicable.

5.5.1 Handoff Delay

In this section, the derived formula under Section 3.5.1 will be appropriately modified for a comparative analysis of the vertical session handoff delay for the newly interworked WiMAX interface as illustrated in Fig. 5.1 and Fig. 5.2. A modified analysis method is used for comparing the efficiency of the new MIP-SIP based vertical session handoff mechanism (delay, in this case) against the previously presented Pure-SIP based session handoff mechanism, for a data session establishment within the context of a UMTS-WiMAX interworking framework.

Similar to the approaches followed under Sections 3.5.1 and 4.5.1, the vertical handoff subprocedural delays such as the Link Layer handoff delay, movement detection delay, and packet re-transmission delay have not been taken into consideration. Additionally, according to the
proposed enhancements to the architecture for an SIP-MIP based vertical handoff (as illustrated in Fig. 5.2), there is no DHCP based address allocation delay. Thus the main contributor to the network layer based vertical handoff delay is the session re-configuration delay. Therefore, it can be expressed that the new vertical session handoff delay (at the core network level regardless of the underlying radio network and link layer delays) for the newly considered scenario mainly consists of the (previously considered) IMS based session handoff delay at the application layer and the newly introduced MIP related delay at the Network Layer. Another reason for the exclusion of the above mentioned delay components is that, these delay components may significantly vary depending on the radio network technology used, and thus not being able to provide a fair evaluation of the performance of the interworking architecture.

In order to derive an expression for a UMTS-to-WiMAX vertical handoff delay for a MIP-SIP combined method, equation (3.5) will be used. As mentioned under Section 3.1, equation (3.5) expresses the end-to-end transmission delay for a packet size S, sent from network A to network B over a number of hops via wireless and wired links. This has been directly applied to the entire MIP and IMS SIP signaling flow involved in the UMTS-to-WiMAX vertical handoff mechanism illustrated in Fig. 5.2. Therefore, the final expression in this case (i.e., a MIP and SIP combined handoff approach), can be expressed as a combination of the following end-to-end delay components as expressed in equation (5.1).

\[
D_{\text{UMTS-WIMAX}} = D(S_{\text{MIPReq}}, H_{\text{UMTS-MIP-HA}}) + D(S_{\text{MIPRep}}, H_{\text{UMTS-MIP-HA}}) \\
+ D(S_{\text{BU}}, H_{\text{UMTS-CN}}) + D(S_{\text{RdINVITE}}, H_{\text{WIMAX-CN}}) + D(S_{\text{R3-SP}}, H_{\text{WIMAX-CN}}) \\
+ D(S_{\text{PRACK}}, H_{\text{WIMAX-CN}}) + D(S_{\text{OK}}, H_{\text{WIMAX-CN}}) + D(S_{\text{UPDATE}}, H_{\text{WIMAX-CN}}) \\
+ D(S_{\text{OK}}, H_{\text{WIMAX-CN}}) + D(S_{\text{ACK}}, H_{\text{WIMAX-CN}}) + D(S_{\text{BYE}}, H_{\text{UMTS-CN}}) \\
+ D(S_{\text{OK}}, H_{\text{CN-UMTS}}) + \Delta 
\]  

(5.1)

where, \( \Delta \) is additional IMS (application layer) latency. Thus equation (5.1) is capable of providing the total vertical session handoff delay for a MIP and SIP combined scenario. Although this particular scenario concentrates on a vertical handoff from UMTS-to-WiMAX, previous Chapters have presented how other vertical handoff scenarios relating to different radio interfaces such as WLAN-to-UMTS, UMTS-to-CDMA2000, CDMA2000-to-UMTS
could be constructed with appropriate substitutions using equation (3.5). As mentioned under Section 3.5.1, the important point to note here is that since it has been assumed that the channel is error free during the vertical handoff, the likelihood of the occurrence of errors has been overlooked. This is since for successful session establishment the entire message flow must take place and if any message is damaged or lost the vertical handoff process will fail.

As mentioned earlier, the above analysis assumes that the VoIP call arrivals follow a Poisson arrival process. However, recent studies on the Internet traffic have strongly indicated that the Poisson packet arrivals and exponential packet lengths studied in the classical queuing theory are basically inappropriate for modeling Internet traffic [144] [197] [198]. Furthermore, these studies point out that long-tailed distributions serve as better models for packet inter-arrival times and service lengths for Internet traffic [199] [200] [201] [202]. Therefore, for the sake of completeness, this thesis also extends the analysis for the case of a Pareto based VoIP session arrival for a MIP-SIP based mechanism under Appendix B. The results of the analysis given under Appendix B points out that, modeling VoIP session arrivals to be Poisson is an adequate assumption according to the conclusions of [147], especially when the system utilization is relatively low (i.e., less than 50%).

### 5.5.2 Packet Loss

The total packet loss during a UMTS-WiMAX vertical session handoff is also analyzed similarly to Section 3.5.2. Thus, the total packet loss \( \text{Loss}_{\text{UMTS-WiMAX}} \) during a MIP-SIP combined UMTS-to-WiMAX vertical session handoff can be similarly defined as the sum of all lost packets during the vertical handoff while the MN is receiving downlink data packets. It is assumed that the packet loss begins when the Layer 2 handoff is detected and all in-flight packets are lost during the vertical handoff time. Thus, it can be expressed as follows:

\[
\text{Loss}_{\text{UMTS-WiMAX}} = \left[ \frac{1}{2T_{ad}} + D_{\text{UMTS-WiMAX}} \right] \times \lambda_d \times N_m
\]  

(5.2)
where, $T_{ad}$ is the time interval between P-CSCF discovery times, $\lambda_d$ is the downlink packet arrival rate at the wireless interface (this depends on the used voice codec), and $N_m$ is the average number of vertical handoffs during a single session [154].

### 5.5.3 Signaling Overhead/Cost

In order to keep consistency with the previous two Chapters, this Section also presents a comparative analysis for the signaling cost. Similar to the definition used under Section 3.5.3, signaling cost or overhead is defined as the accumulative traffic load on exchanging signaling messages during the MN’s communication session (i.e., session establishment, session handoff, and so on). Therefore, similar to equation (3.8), the above definition can be expressed as:

$$Cost = P \times S_{message} \times H_{A-B}$$  \hspace{1cm} (5.3)

where, $P$ defines the probability associated with the occurrence of a particular event, $S_{message}$ is the average size of a signaling message/packet related to this event, $H_{A-B}$ is the average number of hops/distance the signaling packet traverses between the source node A to the destination node B. Using the above definition and a mobility scenario similar to the illustration in Fig. 3.12, an expression for signaling cost is derived for a MIP-SIP based scenario.

Similar to Chapter 4, the signaling cost for the UMTS-WLAN based vertical handoff scenario illustrated in Fig. 5.3, can be expressed as the sum of the following two signaling components. The first component of signaling cost computation is associated with the entire MIP and SIP INVITE (session establishment) message sequence. As mentioned under Section 3.5.3, the computation of this signaling cost component is associated with $P_1$, which is the arrival probability of a session to a MN that is likely to be subjected to vertical handoff. The second component of signaling cost computation is associated with the MIP and SIP ReINVITE (vertical handoff) message sequence. Similar to what has been mentioned under Section 3.5.3, the MIP and SIP ReINVITE sequence is associated with $P_2$, which are the vertical handoff probability and the inter-network mobility rate. Detailed steps for the derivation for $P_1$ and $P_2$ have been omitted from this Section and the reader is referred to Section 3.5.3 for the same. Finally, the total signaling overhead incurred by vertical handoffs during a given data session can be expressed as:
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\[ \text{Cost} = P_1 \lambda \sum_{i=1}^{n_1} \left( S_{\text{INVITE}} \times H_{(A-B)} \right) + P_2 \eta \sum_{i=1}^{n_2} \left( S_{\text{ReINVITE}} \times H_{(A-B)} \right) \]  \hspace{1cm} (5.4)

where, \( \lambda \) call/min is the average session arrival rate, \( \eta \) min^{-1} is the average network mobility rate associated with a roaming MN, \( n_1 \) and \( n_2 \) represent the number of messages involved in each handoff/message exchange sequence as illustrated in Fig. 5.3. Further, if \( \eta \) is the average network mobility rate of a MN and \( \lambda \) is the average session arrival rate, \( \lambda/\eta \) may be defined as the CMR [164]. Thus (5.4) can be re-arranged as:

\[ \text{Cost} = \left[ P_1 \frac{\lambda}{\eta} \sum_{i=1}^{n_1} \left( S_{\text{INVITE}} \times H_{(A-B)} \right) \right] + P_2 \sum_{i=1}^{n_2} \left( S_{\text{ReINVITE}} \times H_{(A-B)} \right) \]  \hspace{1cm} (5.5)

\[ \text{Cost} = \left[ P_1 \frac{\lambda}{\eta} \sum_{i=1}^{n_1} \left( S_{\text{INVITE}} \times H_{(A-B)} \right) \right] \text{CMR} + P_2 \sum_{i=1}^{n_2} \left( S_{\text{ReINVITE}} \times H_{(A-B)} \right) \]  \hspace{1cm} (5.6)

5.6 Performance Analysis

The following numerical results are generated using MIPv4 and the 3GPP-SIP messages. In order to maintain consistency, standard SIP message sizes and other related parameters have been used, similar to the previous Chapters. This is because this interworking architecture is conceptually similar to the MIP-SIP signaling framework introduced in Chapter 4.

Furthermore, since this architecture gives the freedom to interface with different radio network interfaces without any changes to the core network, the relative distances between the elements of the core network do not change. Hence, in order to maintain consistency, the analysis uses similar relative distances for hops as per the illustration in Fig. 4.3. Although Fig. 5.4 may have similar hop counts to what is used for the analysis in Chapter 4, under the considered scenario the MIP-FA is implemented on the WiMAX gateway, as illustrated in Fig. 5.4.

Based on the values of MIP and IMS-SIP message sizes and the hop counts of Fig. 5.4, the following analytical results are derived for equations (5.1), (5.2), (5.4) and (5.6) for the scenario of a UMTS-WiMAX based vertical handoff. Furthermore, a second scenario is
simulated using a fully IMS dependant Pure-SIP based mobility management mechanism as a benchmark for comparison.

This mechanism is based on SIP REFER (RFC 3515) method with relatively high signaling overheads and IMS related latencies. Since the SIP REFER method supports IP/terminal mobility as well as session mobility in providing seamless service continuation during a vertical handoff, the use of MIP for supporting IP/terminal mobility is not required. Since Chapter 3 discusses details of this Pure-SIP method, details have been omitted from this Section.

Figure 5.5 illustrates the behavior of vertical handoff delay against increasing session handoffs for UMTS-to-WiMAX and WiMAX-to-UMTS interfaces with respect to MIP-SIP and Pure-SIP based handoff mechanism. Interestingly enough, the graphs on Fig. 5.5 show close resemblance to the graphs in Fig. 4.4 and Fig. 4.5. Therefore, WiMAX-to-UMTS shows a relatively higher vertical handoff delay in contrast to a UMTS-to-WiMAX scenario. This behavior is in line with the behavior experienced in the previous Chapter. Hence it can be confirmed that, when a session is transferred to a network with a relatively lower link bandwidth, a relatively higher vertical handoff delay may be expected.
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The next important point to note for the WiMAX-to-UMTS case is that as the number of handoffs increases from 5 to 6, an extremely sharp exponential increase in delay is noted. What happens here is that due to multiple handoffs being processed by the link (with a relatively low bandwidth), the utilization of the system $\rho = \frac{\lambda}{\mu} \rightarrow 1$. If the handoffs are further increased to a point where $\lambda > \mu$ is reached, the arrival rate increases beyond the maximum capacity of the link, which eventually fails the link. However, this observation is not there in the case of UMTS-to-WiMAX. This is since the session is handed-off to a network with relatively high bandwidth and the system is far from reaching a state of saturation.

![Fig. 5.5. Vertical Handoff Delay vs. Number of Session Handoffs.](image)

Furthermore, according to the presented analytical model, for a MIP-SIP combined mechanism, the average session establishment delay over the WiMAX interface is 174 ms and the same for a Pure-SIP based mechanism is 152 ms. Next, the average vertical handoff delays based on the MIP-SIP and Pure-SIP mechanisms from UMTS-to-WiMAX are 174 ms and 183 ms, respectively. Similar to the results presented in Chapter 3 and Chapter 4, the combined MIP-SIP based handoff mechanism shows an overall lower vertical handoff delay in
A comparison to a Pure-SIP based approach. This is due to the Pure-SIP based approaches with relatively high number of IMS related application layer message flows and latencies.

Figure 5.6 illustrates the normalized transient packet loss during vertical handoffs from WiMAX-to-UMTS and vice-versa for MIP-SIP and Pure-SIP based mechanisms as the number of handoffs increases (in the case of a break-before-make handoff scenario). According to the previous explanations given, it is clear that the packet loss during a vertical handoff is directly proportional to the vertical handoff delay. Hence, the WiMAX-to-UMTS graphs indicate near exponential packet loss in Fig. 5.6. Similarly, the packet loss is relatively low for a UMTS-to-WiMAX handoff, which is in line with the corresponding handoff delay shown in Fig. 5.5. Furthermore, as expected, Pure-SIP approach shows a relatively high packet loss for all scenarios.

Figure 5.7 illustrates the comparison of the behavior of jitter, which is the variation of delay, during an UMTS-to-WiMAX and UMTS-to-WLAN vertical handoff scenarios. This graph compares the jitter result obtained in the previous Chapter for an UMTS-to-WiMAX case against similarly obtained results for an UMTS-to-WLAN case investigated in this Chapter. Despite the UMTS-to-WLAN case shows relatively higher jitter values, the overall jitter rates
are still within acceptable limits for a VoIP session. Then again, beyond a certain number of handoffs, both the jitter curves tend to indicate a very close and exponentially increasing trend. Thus by comparing Fig. 5.7 against Fig. 3.18 it could be argued that the maximum number of possible successful handoffs are more dependent on the data rate of the voice codec used rather than the link bandwidths.

![Fig. 5.7. Jitter vs. Number of Handoffs.](image)

It must be noted that since a MIP-SIP based vertical handoff mechanism (similar to what was introduced in Chapter 4) has been used for the considered UMTS-to-WiMAX case, signaling cost analysis may indicate similar trends with the previous Chapter. Nevertheless, in order to maintain consistency with the previous Chapters, a brief analysis of signaling cost (with a different perspective) is presented under this Section.

Figure 5.8 compares the normalized signaling cost against CMR when network mobility rate $\eta \ min^{-1}$ and service rate ($\mu C_i$) are constant (say, case 1) and the same when session arrival rate $\lambda \ calls/min^{-1}$ and service rate ($\mu C_i$) are constant (say, case 2). The graphs relating to case 1 show a rather slow increase in the normalized signaling cost as the CMR linearly increases. As the CMR linearly increases, by keeping the network mobility rate $\eta \ min^{-1}$ and service rate ($\mu C_i$)
constant, the session arrival rate $\lambda \text{ calls/min}$ is expected to linearly increase. However, it exponentially reduces $P_1$. This eventually results in the slowing down of the signaling cost and hence such a behavior is indicated. The graphs corresponding to case 2 show how the signaling cost exponentially reduces with increasing CMR while the session arrival rate $\lambda \text{ calls/min}$ and service rate ($\mu C_i$) are constant. The explanation is that, a result of linearly increasing the CMR, the network mobility rate $\eta \min^{-1}$ decreases exponentially. This eventually results in an exponential reduction of the signaling cost.

![Graph showing signaling cost vs. CMR](image)

**Fig. 5.8.** Signaling Cost vs. Call-to-Mobility Rate (CMR).

Figure 5.9 illustrates how signaling cost behaves against network mobility rate $\eta \min^{-1}$ when the service rate ($\mu C_i$) and the session arrival rate $\lambda \text{ calls/min}$ are constant. As for this scenario, when network mobility rate $\eta \min^{-1}$ is increased, $P_1$ and $P_2$ linearly increases, which eventually increases the signaling cost linearly. Lastly, Fig. 5.10 illustrates how signaling cost behaves against increasing session arrival rate $\lambda \text{ calls/min}$ when the network mobility rate $\eta \min^{-1}$ and the service rate ($\mu C_i$) are constant. As the session arrival rate $\lambda \text{ calls/min}$ increases the system eventually reaches its saturation point. This is indicated by the stabilization effect of the signaling cost curves. It is also important to note that in all the above considered cases, the
signaling method with lesser interactions with the IMS model (i.e., the MIP-SIP mechanism) always indicated the lowest signaling cost.

![Normalized Signaling Cost vs. \( \eta \) when \( \mu C_i \) and \( \lambda \) are constant.](image)

**Fig. 5.9.** Signaling Cost vs. \( \eta \) when \( \mu C_i \) and \( \lambda \) are constant.

![Normalized Signaling Cost vs. \( \lambda \) when \( \mu C_i \) and \( \eta \) are constant.](image)

**Fig. 5.10.** Signaling Cost vs. \( \lambda \) when \( \mu C_i \) and \( \eta \) are constant.
5.7 Network Modeling and Results

5.7.1 Simulation Platform

In order to investigate the ability for interworking in the presented architecture, a similar simulation scenario as in [40] is used. However, since the OPNET Modeler 11.5 based simulation platform used in [40] does not support WiMAX capability, these simulations are performed on an upgraded OPNET Modeler 14.0 platform. Since OPNET’s standard SIP components do not address the specifications of the 3GPP’s IMS, substantial modifications are required. Thus a fully functional SIP-IMS model for OPNET is constructed and integrated to OPNET’s existing UMTS Special Module. The newly developed SIP-IMS model is an enhanced version of the basic IMS-SIP signaling model, which is currently available under the contributed models library of the OPNET University Program [138]. Fig. 5.11 illustrates the constructed simulation scenario.

As in the previous Chapters, modifications are made for SIP UASs to function as different CSCFs, UAC processes to communicate with modified UASs, IMS-SIP based messaging and flow between the CSCFs, roaming facility between multiple domains, and facility for introducing process delay controls (i.e. for messages sent between CSCFs and the HSS queries). As a result, a UMTS network that is fully capable of using IMS based SIP signaling for session management is developed. Followed by this, below the IMS architecture, a MIP v4 framework is constructed.

The next task is to create an all-IP based heterogeneous network with MIP and SIP signaling as illustrated in Fig. 5.11. Since IMS and MIP protocols are implemented in the core network, their behavior can be considered to be independent to the underlying networks (i.e., to WiMAX, UMTS, or CDMA2000). Taking the above facts and limitations of OPNET simulator into consideration, a simple all-IP heterogeneous test bed is created by interworking a UMTS network with a WiMAX network (similar to Chapter 4). Next, measurements are collected for investigating a joint MIP-SIP vertical hand-off (say, between UMTS and WiMAX in this case). The reader is referred to [35] and [40] for specific details of this simulation platform.
This platform is used for simulating and studying session establishment and vertical handoff delay, transient packet loss and jitter for a session that is handed off from WiMAX to UMTS. Five different types of voice codecs are used for voice traffic generation. These are namely; G.711 (data rate of 64 kbps), G.726 (data rate of 32 kbps), GSM (data rate of 13 kbps), G.729 (data rate of 8 kbps), and G.723.1 (data rate of 5.3 kbps). Besides, the generated voice packets are considered to have a fixed IP header of 40 bytes, which includes a 12-byte RTP header, an 8-byte UDP header, and a 20-byte IP header. Beyond this, depending on the transmission medium, an additional overhead of 6-byte fixed-length generic MAC header and a 4-byte CRC is used for WiMAX and an overhead of 6 bytes adds up if the UTRAN is used. Furthermore, no header compression option is considered at UTRAN PDCP layer, no silence suppression used, and no playout buffer used to compensate jitter in these simulations.
5.7.2 Simulation Results

Firstly the average session establishment and vertical handoff delays for the above scenarios are investigated. The average MIP-SIP based VoIP session establishment delay over the UMTS interface is 240 ms and the same over the WiMAX interface is 210 ms. The average vertical handoff delays for IMS-SIP controlled VoIP sessions are as follows: A vertical handoff from WiMAX-to-UMTS incurs 220 ms and UMTS-to-WiMAX incurs 195 ms. The large 3GPP SIP message sizes and heavy application layer based IMS latencies (e.g., HSS look-up, SIP ReINVITE message exchange, and routing all SIP signaling via the Home Network) are the major contributors towards the vertical handoff delay. Furthermore, the above results show rather close resemblance to the analytical results presented in Section 5.6. However, the simulation results obtained for the average session establishment delay and the average handoff delay are approximately 15-25% higher of the analytical results. Such a degree of variation in the simulated result is unfortunately inevitable since the system initialization delays may affect the final outcome. Nevertheless, it is a highly encouraging observation to obtain.

Secondly, the transient packet loss during a vertical handoff for different codecs is investigated. This transient packet loss is observed by simulating a break-before-make type handoff as described in detail in [35]. Fig. 5.12 and Fig. 5.13 illustrate the transient packet losses for UMTS-to-WiMAX and WiMAX-to-UMTS vertical handoffs. As indicated, G.711 and G.726 codecs experience relatively higher levels of transient packet loss. The relatively higher frame sizes used by these codecs are seen as the main contributor towards such high transient packet losses. Furthermore, if closely observed, Fig. 5.12 and Fig. 5.13 have a close resemblance to the trend shown in Fig. 3.10, which is the transient packet loss for a UMTS-to-WLAN and WLAN-to-UMTS vertical handoff scenario. Therefore, Fig. 5.14 provides a transient packet loss comparison for a UMTS-to-WiMAX handoff and a UMTS-to-WLAN handoff. For all codecs used, UMTS-to-WLAN vertical handoff experiences relatively higher packet loss.
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![Graph showing transient packet loss for UMTS-to-WiMAX handoff](image1)

Fig. 5.12. Transient Packet Loss for a UMTS-to-WiMAX Handoff.

![Graph showing transient packet loss for WiMAX-to-UMTS handoff](image2)

Fig. 5.13. Transient Packet Loss for a WiMAX-to-UMTS Handoff.
Jitter, the variation of inter-arrival delay, is another factor which affects delay, especially during a vertical handoff (when the link capacity changes, etc.). The effect on jitter across different codec types is illustrated in Fig. 5.15. Fig. 5.15 also shows close resemblance to the Jitter results given in Fig. 3.11 (b). The main factors affecting the jitter during a vertical handoff for the considered VoIP data flow are the voice packet payload length and the downlink data flow rate. Since the data flow rate depends on the serving wireless interface (i.e., WiMAX or UMTS), the codecs that uses the lowest voice packet payload lengths may encounter the lowest jitter levels. Therefore, G.723.1, G.729, and GSM codecs with respective packet payload sizes of 20 bytes, 10 bytes, and 32.5 bytes result in relatively lower jitter.
Furthermore, G.723.1 and G.729 also have the lowest jitter values. On the other hand, G.711 and G.726 result in relatively high transient packet loss and packet delay variation during vertical handoffs. It is further evident from these simulation results that the voice capacity over a heterogeneous network is a function of system parameters, transmission rate, voice packet payload length (depending on the codec used), and the sampling period.

### 5.8 Summary and Conclusions

This Chapter further developed the interworking framework to interwork between 3G cellular, WLAN, and WiMAX networks. Similar to the previous Chapter, terminal/IP mobility was managed at the Network Layer by MIP and session mobility was handled by the SIP at the Application Layer. Since the default mobility management protocol for mobile WiMAX networks is MIP, major modifications were not required for the initial mobility management framework. Therefore, it can now be concluded that the improved model is capable of interworking with a variety of heterogeneous mobile networks and thus proposes a suitable platform for a NGMN or a 4G network.
6.1 Thesis Summary and Conclusions

The objective of this thesis was to propose a novel mobility-aware architecture for interworking heterogeneous mobile data networks. More precisely, the proposed framework conveniently enables any 3G cellular technology (such as UMTS or CDMA2000 systems), WLANs, and WMANs (i.e., WiMAX systems) to interwork under a common mobility management platform. In particular, within the centralized common mobility management platform, both terminal mobility, and session mobility was managed in a real-time environment for a roaming user.

The approach used for achieving the above objectives can be summarized into three main stages as follows. Initially an in-depth review of the current literature published in the area was carried out. This was essential for identifying and formulating the problem, defining the motivations, trends, and issues.

The first stage of the research was to design and develop the initial architecture for interworking the UMTS and the WLAN system (with limited mobility). This framework used the IMS as a universal coupling mediator for real-time session negotiation and management. Since the initial goal was merely to interwork between UMTS and WLAN systems, and the design was somewhat close to a loose coupling model, the 3GPP’s IMS was the obvious candidate to act as the coupling media. Furthermore, since it has already been used for signaling within the IMS, SIP was chosen as the protocol for mobility and session management. Thus the mobility management was initially Pure-SIP based and fully managed at the Application Layer.

The second stage of the research further extended the existing framework to be capable of interworking between different 3G cellular technologies (i.e., UMTS and CDMA2000) and the WLAN. However, this required major architectural changes to the initial design. As a result, a
coupling framework similar to the 3GPP2’s IMS was chosen. It also required re-designing of the entire mobility management framework. Instead of having a Pure-SIP based mobility management framework, a MIP and SIP combined mobility management framework was designed. Within this new framework, terminal/IP mobility was managed at the Network Layer by MIP and session mobility was handled by SIP at the Application Layer.

The third and the last stage of this research further extended the model to interwork between 3G cellular, WLAN, and BWA (WiMAX) networks. Similar to the second stage, terminal/IP mobility was managed at the network layer by MIP and session mobility was handled by SIP at the application layer. Since the default mobility management protocol for mobile WiMAX networks is MIP, major modifications were not required for the initial mobility management framework. Therefore, it can now be said that the improved model is capable of interworking with a variety of heterogeneous mobile networks and thus proposes a suitable platform for a NGMN or a 4G network.

An OPNET based simulation platform was used for modeling the proposed interworking architectures. Vertical handoff for a given VoIP session from UMTS to WLAN (and vice versa) using the proposed Pure-SIP and MIP-SIP based mobility management methods were simulated and performance measurements were taken. Further, the same simulations were carried out for UMTS to WiMAX handoffs under similar conditions (only for the MIP-SIP based vertical handoff method). All simulated scenarios proved to be capable of performing successful VoIP session handoffs between dissimilar networks whilst maintaining acceptable QoS levels. The summarized results obtained from the OPNET based simulations are tabulated in Table VI.I.

Further, an analytical model was derived for evaluating the proposed scheme for analyzing the QoS metrics and measures involved in call or session mobility management under the second stage. More precisely, QoS metrics that were analyzed are vertical handoff delay, transient packet loss, jitter, and signaling overhead/cost. The primary assumption made for this analysis was that, data call/session arrivals follow a Poisson process. The substance of the derived results can be summarized as follows: The QoS analysis indicated that a MIP-SIP based mobility management framework performs better than its predecessor, the Pure-SIP based mobility management method. Also, the analysis results indicated that the QoS performance for the investigated parameters were within the acceptable levels for real-time
### TABLE VI.I
#### SUMMARY OF OPNET BASED SIMULATION RESULTS.

<table>
<thead>
<tr>
<th></th>
<th>Pure-SIP</th>
<th>MIP-SIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session establishment delay: UMTS</td>
<td>197 ms</td>
<td>240 ms</td>
</tr>
<tr>
<td>Session establishment delay: WLAN</td>
<td>182 ms</td>
<td>200 ms</td>
</tr>
<tr>
<td>Session establishment delay: WiMAX</td>
<td>n/a</td>
<td>210 ms</td>
</tr>
<tr>
<td>Vertical handoff delay: WLAN-to-UMTS</td>
<td>245 ms</td>
<td>220 ms</td>
</tr>
<tr>
<td>Vertical handoff delay: UMTS-to-WLAN</td>
<td>215 ms</td>
<td>196 ms</td>
</tr>
<tr>
<td>Vertical handoff delay: UMTS-to-WiMAX</td>
<td>n/a</td>
<td>195 ms</td>
</tr>
<tr>
<td>Vertical handoff delay: WiMAX-to-UMTS</td>
<td>n/a</td>
<td>220 ms</td>
</tr>
<tr>
<td>Transient packet loss: WLAN-to-UMTS</td>
<td>2.92 KBytes</td>
<td>2.85 KBytes</td>
</tr>
<tr>
<td>Transient packet loss: UMTS-to-WLAN</td>
<td>2.83 KBytes</td>
<td>2.79 KBytes</td>
</tr>
<tr>
<td>Transient packet loss: UMTS-to-WiMAX</td>
<td>2.81 KBytes</td>
<td>2.78 KBytes</td>
</tr>
<tr>
<td>Transient packet loss: WiMAX-to-UMTS</td>
<td>2.93 KBytes</td>
<td>2.85 KBytes</td>
</tr>
<tr>
<td>Jitter: UMTS-to-WiMAX</td>
<td>n/a</td>
<td>10.6 ms</td>
</tr>
<tr>
<td>Jitter: UMTS-to-WLAN</td>
<td>10.24 ms</td>
<td>n/a</td>
</tr>
</tbody>
</table>

### TABLE VI.II
#### SUMMARY OF ANALYTICALLY MODELED RESULTS.

<table>
<thead>
<tr>
<th></th>
<th>Pure-SIP</th>
<th>MIP-SIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session establishment delay: UMTS</td>
<td>170 ms</td>
<td>192 ms</td>
</tr>
<tr>
<td>Session establishment delay: WLAN</td>
<td>155 ms</td>
<td>176 ms</td>
</tr>
<tr>
<td>Session establishment delay: WiMAX</td>
<td>152 ms</td>
<td>174 ms</td>
</tr>
<tr>
<td>Vertical handoff delay: WLAN-to-UMTS</td>
<td>210 ms</td>
<td>192 ms</td>
</tr>
<tr>
<td>Vertical handoff delay: UMTS-to-WLAN</td>
<td>186 ms</td>
<td>176 ms</td>
</tr>
<tr>
<td>Vertical handoff delay: UMTS-to-WiMAX</td>
<td>183 ms</td>
<td>174 ms</td>
</tr>
<tr>
<td>Vertical handoff delay: WiMAX-to-UMTS</td>
<td>210 ms</td>
<td>192 ms</td>
</tr>
<tr>
<td>Jitter: UMTS-to-WiMAX</td>
<td>n/a</td>
<td>17.71 ms</td>
</tr>
<tr>
<td>Jitter: UMTS-to-WLAN</td>
<td>9.21 ms</td>
<td>9.38 ms</td>
</tr>
</tbody>
</table>
VoIP conversations. The summarized results obtained from the analytical modeling are tabulated in Table VI.II.

The reason for both the analysis and OPNET simulations to concentrate on VoIP was because voice traffic is the primary concern on any telecommunications provider. However, similar analysis may be expanded for other applications based on FTP for file transferring, HTTP for web traffic, and also other multimedia application traffic for video and audio streaming. Hence the designed analytical model and the OPNET based simulation platform could successfully be used by researchers and network providers as a tool or test-bed for studying the vertical handoff performance for the above mentioned applications regardless of the interworked end networks.

6.2 Future Directions

Future works in regards to improving this architecture can be seen as two folds. Firstly, to design and develop an authentication and authorization framework to the IEEE 802.21 MIH protocol for ensuring data integrity, replay protection, confidentiality, and data origin authentication. Further to reduce the latency during the authentication and key establishment prior to a vertical handover between heterogeneous access networks, which support the IEEE 802.21 protocol.

The main motivations for this work is due to the fact that in the current heterogeneous networking environments, security mechanisms including authentication and authorization are individually specified and handled by each access technology. Therefore, it is highly important for a centralized authentication and authorization framework to be defined for an inter-network roaming user. To the best of our knowledge, architectures and protocols for such a security framework has not been addressed in the ongoing development of the IEEE 802.21 MIH protocol.

The significance of this work is to improve the experience for a roaming user in a heterogeneous network by providing a unified security platform through authentication and authorization mechanisms. Additionally, having a unified security mechanism will also contribute towards minimizing the vertical handoff delay between heterogeneous access networks. This is since security-related message exchanges during vertical handover can
significantly increase the handoff delay. As a result, in most cases, seamless service continuity cannot be guaranteed. Additionally, this will be able to secure the existing IEEE 802.21 MIH protocol and enable authorization of MIH services. With such security in place, MIH protocol entities and MIH services will be less vulnerable to potential security attacks and threats.

Secondly, the issue of simultaneous network access will be explored. With the emergence of Mobile WiMAX networks, which is sometimes considered as a 3G network, there are possibilities for a 3G cellular service and a Mobile WiMAX service to co-exist. In such situations, a roaming user may desire simultaneous access to both networks. Therefore, the proposed architecture will be further improved to facilitate this multiple network accessing feature.
Delay Analysis for an M/M/1 Queuing Model

A key feature of communication networks is the sharing of resources such as transmission bandwidth, storage, and processing capacity. Since the need for such resources is unscheduled and ad-hoc in nature, situations may arise when such resources are unavailable at the time of need. This is a common situation, which leads to delay or loss of service in communication networks. This appendix explains some fundamental models used for analyzing delay and performance.

A.1 Delay Analysis and Little’s Law

In Queuing Theory, Little’s Law relates the average time spent in the system $E[T]$ to the arrival rate $\lambda$ and the average number of customers in the system $E[N]$ by the following formula:

$$E[N] = \lambda E[T] \quad (A1)$$

However, the above expression does not specify what constitutes a “system,” which helps to apply the Little’s Law for various scenarios. Therefore, the “system” could be an individual transmission line, a multiplexer, a switch, or even a complete network. In the following scenario, the Little’s Law is successfully applied for finding the average delay experienced by a packet traversing in a packet switching network [157].

Figure A.1 shows an example of a packet switching network with inter connected packet switches. It is assumed that when a packet arrives at a packet switch, the packet is routed instantaneously and placed in a multiplexer to await transmission on an outgoing line. Thus each packet switch can be viewed as consisting of a set of multiplexers. Now the Little’s Formula can be applied to the entire network. Let $N_{net}$ be the total number of packets in the network.
network, let $T_{\text{net}}$ be the time spent by the packet in a network, and let $\lambda_{\text{net}}$ be the total packet arrival rate to the network, Little’s formula then states that

$$E[N_{\text{net}}] = \lambda_{\text{net}} E[T_{\text{net}}]$$  \hspace{1cm} (A2)

The above formula implies that the average delay experienced by packets in traversing the network (i.e., for the entire system) is:

$$E[T_{\text{net}}] = E[N_{\text{net}}]/\lambda_{\text{net}}$$  \hspace{1cm} (A3)

Now, equation (A2) can be refined by applying the Little’s Law to each individual multiplexer. For the $m^{th}$ multiplexer the Little’s formula gives:

$$E[N_m] = \lambda_m E[T_m]$$  \hspace{1cm} (A4)

where $\lambda_m$ is the packet arrival rate at the multiplexer and $E[T_m]$ is the average time spent by a packet in the multiplexer. The total number of packets in the network $N_{\text{net}}$ is equal to the sum of the packets in all the multiplexers:

$$E[N_{\text{net}}] = \sum_m E[N_m] = \sum_m \lambda_m E[T_m]$$  \hspace{1cm} (A5)
By combining (A3), (A4), and (A5), and expression for the total delay (i.e., end-to-end delay) experienced by a packet in traversing the entire network can be obtained as:

\[ E[T_{net}] = E[N_{net}] / \lambda_{net} = \frac{1}{\lambda_{net}} \sum_m \lambda_m E[T_m] \]

(A6)

Hence the average network delay depends on the overall arrival rates in the network, the arrival rate to individual multiplexers, and the delay in each multiplexer. Equation (A6) is very important since it incorporate the effects of routing (i.e., packet arrivals) and the capacity of the transmission line on the network. Therefore, it can be directly used for evaluating the delay performance of packet-switching networks.
Appendix B

Delay Analysis for Self-Similar Traffic

This section presents an analytical model for analyzing vertical session handoffs in a heterogeneous mobile networking environment by considering a long-tailed distribution. The analysis studies a G/M/1 queuing model where G is a Pareto distribution (rather than a Poisson arrival distribution) to model data sessions that are subjected to vertical handoff in a packet switched network. The vertical handoff mechanism and heterogeneous networking platform (UMTS-WiMAX) used for the analysis is based on a MIP-SIP combined mechanism as introduced under Chapter 5. The reminder of this section is organized as follows. The next section briefly introduces the importance of the concept of self-similarity in regards to Internet traffic analysis. Followed by is the section on Pareto/M/1 queuing analysis. Subsequently the vertical handoff analysis and numerical results follow prior to the concluding remarks. The analytical model and results presented under this section has contributed to [203] and [209].

B.1 Introduction

Internet traffic has been described as having one or more of the following related characteristics: self-similar (or fractal) traffic traces, long-range dependence, burstiness on multiple scales, and long or heavy-tailed packet inter-arrival times or service requirements [204].

Self-similarity implies that the traffic looks the same over any time scale. Furthermore, as first shown in [144], Poisson traffic does not have the same characteristic. Long-range dependence is defined with respect to the autocorrelation function of a stationary discrete-time stochastic process, $R(k)$. It measures the level of correlation of the process with itself and measured $k$ periods away. The process is said to be long-range dependent if $\sum k R(k) = \infty$, thus implying that there is at best a slow and non-exponential decline in the autocorrelation function with increasing lags $k$. 
Furthermore, it may be argued that a self-similar process is also long-range dependent. The Hurst parameter is often used to describe the degree of self-similarity in long-range processes [204]. The concept of burstiness means that packets arrive in several short inter-arrival times followed by a much longer time. Examples of long-tailed distributions are the Pareto, the log-normal, the folded Cauchy, and the DFR form of the Weibull. In this analysis, a method for studying Pareto queues is presented.

### B.2 Pareto/M/1 Queuing Model

The standard form for the two-parameter Pareto distribution function defined over the nonnegative real numbers can be written as:

\[
F(x) = 1 - 1/(\alpha + x)^\beta \quad \forall (\alpha, \beta) > 0
\]  

(B.1)

As a critical motivation for the subsequent procedure, such a distribution function can be directly derived as a gamma \((\alpha, \beta)\) mixture of ordinary exponential densities. With no loss in generality, the one-parameter version of the Pareto can be given as [205].

\[
F(x) = 1 - 1/(1 + x)^\beta
\]  

(B.2)

The corresponding density function is:

\[
f(x) = \beta/(1 + x)^{\beta+1}
\]  

(B.3)

and it is shown that the Pareto is indeed a long-tailed distribution, where \(\beta\) measures the initial rate of decline of the density function curve [205].
In the following scenario, a Pareto arrival distribution into the queuing system is considered. From the standard analysis of a G/M1 queue, the steady-state probability for the number of customers $Q$ in system just before an arrival is given for all nonnegative $n$ as [206]:

$$\Pr\{Q = n\} = q_n = (1 - r)^r^n$$  \hspace{1cm} (B.4)

For Pareto/M/1, the usual approach for obtaining the stationary delay time distributions and system size probabilities requires solving a root finding problem involving the Laplace-Stieltjes Transform (LST), $A^*(s)$, of the inter-arrival time distribution function [206], [156]. Thus $r$ is the root of the fundamental branching process equation obtained by solving for $z$ is:

$$z = A^*[\mu(1 - z)]$$  \hspace{1cm} (B.5)

where $1/\mu$ is the expected service time [206]. The system utilization, $\rho$, which is $\lambda/\mu$, where $\lambda$ is the customer arrival rate, and for the problem to have a non-trivial solution, one must have $\rho < 1$. The unique root of the fundamental equation of the branching process, say $r$, then becomes the parameter of a geometric distribution for steady-state system sizes at the embedded arrival points [205]. These geometric probabilities are then combined with convolutions of the exponential service distribution to derive the stationary line-delay distribution.

Unfortunately, for the case of Pareto arrivals, a closed form for $A^*(s)$ does not exist. This section uses a method proposed by Harris and Marchal for finding Coxian distribution fits for arbitrary distribution functions using Laplace transform approximations [207]. It turns out that their technique, which is called as the Transform Matching Method (TMM)) works especially well for distributions defined over the full real line but without all moments. Thus use TMM for $A^*(s)$ and then use Newton’s method to solve for the root $r$. Once the root is found, the queue and system waiting-time distribution functions can easily be derived for $t \geq 0$ as [206]:

$$W_q(t) = 1 - re^{-\mu(t - r)t}$$  \hspace{1cm} (B.6)
\[ W(t) = 1 - e^{-\mu(t-r)t} \] (B.7)

A close observation of the above queue and system waiting-time distribution functions indicates that they have the same functional form as the M/M/1 queue except with \( r \) replacing \( \rho \). Thus the expected queue waiting time, \( W_q \), and system waiting time, \( W \), can be expressed as follows [206] [205]:

\[ W_q = \frac{r}{\mu(1-r)} \] (B.8)

\[ W = \frac{1}{\mu(1-r)} \] (B.9)

### B.3 Vertical Handoff Analysis

An analytical model is derived for the scheme proposed under Chapter 5 for evaluating vertical session handoff performance for Internet data traffic with Pareto based arrivals.

#### B.3.1 Handoff Delay

A standard vertical handoff delay during mid-session mobility consists of the following sub-procedures (or delays); \( D_1 = \) link layer handoff delay, \( D_2 = \) movement detection delay, \( D_3 = \) address allocation delay, \( D_4 = \) session re-configuration delay, and \( D_5 = \) packet re-transmission delay [154]. The vertical handoff delay at the network layer (and above) are calculated independent of the link layer delay \( D_1 \) and mainly consist of \( D_3 \) and \( D_4 \). According to our proposed architecture for IMS based vertical handoff, there is no DHCP related address allocation; hence it can be argued that is \( D_4 \) the main contributor for network layer based vertical handoff delay, \( D \). The session re-configuration delay, \( D_4 \) mainly consists of the previously mentioned IMS based session negotiation and handoff and HSS related message exchange delays.
In order to derive an expression for $D$, we must first derive an expression for analyzing the end-to-end transmission delay. Hence, let us assume that the end-to-end transmission delay for a packet size $S$ sent from network $A$ to network $B$ over a number of hops via a wireless and wired links to be expressed as follows:

$$D(S, H_{a-b}) = D_{wl} + D_w + L_{wl} + L_w$$

(B.10)

where, $D_{wl}$ is the total delay at the wireless interface (say, BS), $D_w$ is the total delay at the wired link, $L_{wl}$ is the latency of the wireless link, and $L_w$ is the latency of the wired link. In order to derive $D_{wl}$ and $D_w$, a Pareto/M/1 queuing model has been applied to the packet flow of the data session at the wireless BS and other networking elements of the IMS on the path of signaling and data routing of Fig. 5.2.

It is important to note that to apply the results of Pareto/M/1 analysis, it is assumed that the service times that a packet experiences at different nodes are independent of each other. However, this assumption is untrue, since the service time is proportional to the packet length, and a packet has the same length as it traverses the network. Nevertheless, it has been found that this independence assumption can be used in large networks [156]. Using the results form the Pareto/M/1 model, expressions for $D_{wl}$ and $D_w$ can be expressed as follows:

$$D_{wl} = \frac{1}{\mu_{wl}(1 - r_{wl})}$$

(B.11)

where, $\mu_{wl}$ is the service rate and $r_{wl}$ is the root of the fundamental branching process equation obtained by solving for $z$ at the wireless interface. For clarity and convenience sake, the units for $\mu_{wl}$ are changed from packets/sec to bits/sec. If the probability density function of for packet size, $x$, in bits be $\mu e^{\mu x}$ with a mean packet length of $1/\mu$ bits/packet, and the capacity of communication channel $i$ be $C_i$ bits/sec. The product $\mu C_i$ is then the service rate in packets/sec. Therefore, for channel $i$, we have

$$D_{wl} = \frac{1}{\mu C_i(1 - r_{wl})}$$

(B.12)
where, $D_{wl}$ includes both queuing and transmission delays. Also note that the mean packet size does not depend on the channel as the capacity and the input rates do. However, when $D_w$ is considered, it can be expressed as a collection of delays of multiple Pareto/M/1 queues. It is also assumed that if the output of several Pareto/M/1 servers feed into the input queue of another server, the resulting input process is also a Pareto process, with mean equal to the sum of the means of the feeding process. This assumption has been derived from a similar assumption made for a G/M/1 queue in [156]. Thus the total wired network delay experienced by a packet can be expressed as:

$$D_w = \frac{1}{\lambda_w} \sum_j \lambda_j \left( \frac{1}{\mu C_j (1 - r_w)} \right)$$  \hspace{1cm} (B.13)

where, $\lambda_w$ is the total packet arrival rate to the network, $\lambda_j$ is the packet arrival rate at $j^{th}$ node, and $\mu C_j$ is the service rate in packets/sec at the $j^{th}$ node. Thus by combining equations (B.10), (B.12) and (B.13) we get:

$$D(S, H_{a-b}) = \frac{1}{\mu C_i (1 - r_w)} + \left( \frac{1}{\lambda_w} \sum_j \lambda_j \left( \frac{1}{\mu C_j (1 - r_w)} \right) \right) + L_{wl} + L_w$$  \hspace{1cm} (B.14)

Now, an expression for the vertical handoff delay $D$ can be expressed by applying (B.14) to the entire IMS signaling flow involved in the vertical handoff mechanism as illustrated in Fig. 5.3. Thus the final expression for $D$ is a combination of the following end-to-end delay components as indicated in equation (B.15).

$$D_{IMS} = D(S_{MIPreq}, H_{UMTS-MIP-HA}) + D(S_{MIPreq}, H_{UMTS-MIP-HA})$$
$$+ D(S_{MIP-BU}, H_{UMTS-CN}) + D(S_{ReINVITE}, H_{WiMAX-CN})$$
$$+ D(S_{IS3-SP}, H_{WiMAX-CN}) + D(S_{PRACK}, H_{WiMAX-CN})$$
$$+ D(S_{OK}, H_{WiMAX-CN}) + D(S_{UPDATE}, H_{WiMAX-CN})$$
$$+ D(S_{OK}, H_{WiMAX-CN}) + D(S_{ACK}, H_{WiMAX-CN})$$
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where, $\Delta$ is the additional IMS (application layer) related latency due to HSS lookup process.

The important point to note here is that the derivation of equation (B.15) has not taken into account the errors that may cause various messages to be damaged or lost. This is since for successful session establishment, the entire message flow must take place and if any message is damaged or lost the vertical handoff process will fail. Hence it has been assumed that the channel is error free during the process of the vertical handoff taking place. It is also worth reminding that make-before-break handoff is applied in the proposed handoff scenarios, which helps compensate for large handoff delays. For the purpose of a complete analysis of vertical handoff delay, the standard straight forward case of break-before-make handoff scenario is used.

### B.3.2 Packet Loss

The total packet loss ($Pkt\_loss$) during a vertical session handoff can be defined as the sum of all lost packets during the vertical handoff while the MN is receiving the downlink data packets. It is assumed that the packet loss begins when the Layer 2 handoff is detected and all in-flight packets are lost during the vertical handoff time. Thus, it can be expressed as:

$$Pkt\_loss = \left[ \frac{1}{2T_{ad}} + D \right] \times \lambda_{wl} \times N_m$$  \hspace{1cm} (B.16)

where, $T_{ad}$ is the time interval between P-CSCF discovery times, $\lambda_{wl}$ is the downlink packet arrival rate at the wireless interface, and $N_m$ is the average number of vertical handoffs during a single session [154]. $N_m$ plays a major role in the calculation of packet loss since the packet loss due to vertical handoff is directly proportionate to the number of handoffs it is subjected within a given session.
B.4 Numerical Results

This section presents numerical results relating to the behavior of vertical handoff delay and transient packet loss against system utilization for different shape parameter values (i.e., $\beta = 1.5, 2.5, 3.5$). In order to better understand the behavior of the Pareto/M/1 queue, its performance has been compared against the known closed form values for an M/M/1 queue. The results used for the performance comparison for an M/M/1 queue is obtained from the results given under Chapter 5 on vertical session handoff analysis [43]. Table IV.I provides the typical MIPv4 and SIP message sizes and Fig. 5.4 provides the relative distances in hops used in the numerical evaluation.

Figure B.1 illustrates the graphs for WiMAX-to-UMTS vertical handoff delay against the system utilization for a Pareto/M/1 queuing analysis and a M/M/1 classical queuing analysis. M/M/1 queuing based analysis and Pareto/M/1 queuing based analysis (for $\beta = 2.5$ and 3.5) show approximately close behavioral patterns for relatively lower system utilizations (i.e., under 50%). However, beyond this point, the vertical handoff delay increases according to the nature of packet arrival patterns (i.e., Poisson or Pareto). For example, since Poisson arrivals are relatively smoother and not as bursty as Pareto arrivals, the results clearly illustrates an exponentially increasing delay. On the other hand, as the system utilization grows beyond 80%, the Pareto/M/1 queuing model tends to demonstrate its characteristic heavy tailed behavior.

On the other hand, Fig. B.2 illustrates relatively lower handoff delays for the graphs corresponding to UMTS-to-WiMAX vertical handoff delay against the system utilization for a Pareto/M/1 queuing analysis and an M/M/1 classical queuing analysis. This indicates that when a session is transferred to a network with relatively lower link bandwidth, a relatively higher vertical handoff delay may be expected. Also note that for the Pareto/M/1 queue, the long tailed arrivals actually help clear congestion. This is because every once in a while, there are unevenly distributed long inter-arrival times. However, for the case of $\beta = 1.5$, the mean inter-arrival times become finite, which eventually leads to congestion in the system. However as $\beta$ gets larger, the such extreme behavior is not experienced [208].
Appendix B

Fig. B.1. WiMAX-to-UMTS Handoff Delay vs. System Utilization.

Fig. B.2. UMTS-to-WiMAX Handoff Delay vs. System Utilization.
Figure B.3 illustrates the normalized transient packet loss during vertical handoffs as the system utilization increase (in the case of a break-before-make handoff scenario). The voice codec considered for the downlink packet transmission in this case is a GSM codec. According to equation (B.16), the packet loss during a vertical handoff is directly proportional to the vertical handoff delay. Therefore, relatively high vertical handoff delays indicated by the WiMAX-to-UMTS graphs in Fig. B.1 directly relate to the two high packet loss curves in Fig. B.3. Similarly, the packet loss is relatively low in Fig. B.3 for a UMTS-to-WiMAX handoff, which is in line with the two relatively low handoff delay graphs shown in Fig. B.2. Further, the exponential and heavy-tailed behaviors can also be observed in Fig. B.3 for Poisson and Pareto based models respectively.

![Fig.B.3. Transient Packet Loss vs. System Utilization.](image_url)
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