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Abstrat

Finite Element methods (FEMs) are a powerful numerial simulation tool for modeling seismi

events as they allow to solve three�dimensional omplex models. We used a 3D Finite Element

approah to evaluate the o�seismi displaement �eld produed by the devastating 2004 Sumatra�

Andaman earthquake, whih aused permanent deformations reorded by ontinuously operating

GPS networks in a region of unpreedented extent. Previous analysis of the stati displaement

�eld foused on the heterogeneous distribution of moment release on the fault plane; our intention

here is to investigate how muh the presene of rustal heterogeneities trades o� seismi soure

details. To this aim, we adopted a quite simple soure model in modeling the event. The key

feature of our analysis is the generation of a omplex three�dimensional spherial domain. More-

over, we also made an aurate analysis onerning boundary onditions, whih are ruial for FE

simulations.
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1 Introdution

Three-dimensional Finite Element (FE) earthquake simulation is an exellent tool to investigate te-

toni deformation, sine it allows aurate modeling of geometrially omplex domains, ompliated

faulting systems and heterogeneous material property distributions. In fat, FE modeling an be

onsidered one of the most versatile and aurate numerial methods to solve geophysial problems,

even though omputationally demanding and intrinsially limited to manage with �nite domains. The

last point requires to take are of boundary onditions (BC), whih still represent an open problem

in the FE methods.

This paper is based on a 3D FE earthquake modeling. We present a methodologial study aimed

at (i) addressing the e�et of geometrial and rheologial omplexities on model�predited earthquake

displaement �eld on large sale and (ii) demonstrating a trade�o� between seismi soure details and

rustal heterogeneities. We also analyse the impat of numerial artifats whih an be introdued by

BC. We used the 2004 Sumatra�Andaman earthquake as a ase�study.

The Sumatra event was one of the largest megathrust events of the last entury, originated from

omplex slip on the fault along the subdution zone where the oeani portion of the Indian Plate

slides under the Eurasian Plate. Using di�erent datasets and tehniques, the magnitude of the event

has been estimated within a range of values between Mw = 9.0 and Mw = 9.3 (Ammon et. al., 2005;

Banerjee et al., 2005; Park et al., 2005; Stein & Okal, 2005; Vallée, 2007), depending on assumptions

about the fault geometry and the amount of aseismi slip inluded in the soure model. The slip

distribution has been estimated from seismi waves (Ammon et. al., 2005; Lay et al., 2005), stati

o�sets (Banerjee et al., 2005; Vigny et al., 2005; Boshi et al., 2006; Subarya et al., 2006), remote
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sensing measurements (Meltzner et al., 2006; Subarya et al., 2006; Tobita et al., 2006) and joint

seismi�geodeti data (Chlieh et al., 2007). The overall magnitude of the earthquake has been further

onstrained by Earth's free osillations (Park et al., 2005; Stein & Okal, 2005). Some moderate�far�

�eld analyses of GPS data, based on laterally homogeneous numerial modeling, explain partiular

features of the deteted quasi�stati deformation �eld in terms of small sale omplexities of the slip

distribution on the faulting plane (Banerjee et al., 2005; Boshi et al., 2006).

On the ontrary, we adopted a quite simple soure model, based on �ve CMT point soures aord-

ing to Tsai et al. (2005), to study the e�ets of 3D features, suh as spheriity and lateral rheologial

heterogeneities, on the deformation �eld produed by the earthquake. To this aim, we used a reently

developed FE simulation tool, FEMSA, whih is the aronym for �Finite Element Modeling for Seismi

Appliations� (Volpe et al., 2007). FEMSA is based on CaluliX, a free three�dimensional FE software

distributed under the terms of the GNU General Publi Liense (see http://www.alulix.de). In

addition, we exploited the apabilities of an external mesher, Cubit, from Sandia National Laborato-

ries (see http://ubit.sandia.org), a full�featured software toolkit for geometry preparation and

robust generation of 2D and 3D FE meshes. We used Cubit to build up a omplex and realisti spher-

ial model, marked by 3D meshing with rheologial layering and lateral variations of the rheologial

properties.

The paper is organized as follows: in setion 2 we brie�y review the omputational method; in

setion 3 we desribe the FE model of the investigated area; in setion 4 we disuss our results;

onluding remarks are summarized in setion 5.

2 Computational details

We reently developed a �exible, versatile and robust numerial simulation tool (FEMSA) to inves-

tigate rustal deformation produed by arbitrary seismi disloations by means of the FE method

(Volpe et al., 2007). FEMSA is basially a pakage omposed by interfae odes designed to automat-

ially embed faulting soures in plane or spherial domains and to set up and run the simulation. The

FE analysis is arried out by the CaluliX solver (see http://www.alulix.de), a freely distributed

3D strutural analysis software.

Disloations in FE modeling are ommonly treated by ontat or split�node tehnique. In the �rst

ase, ontat interfaes between deformable bodies with stik and �nite fritional slip are introdued

(Xing & Makinouhi, 2000, 2002; Cianetti et al., 2005); in the seond ase, speial nodes shared by two

elements are de�ned at whih the displaement depends upon whih element it is referred to (Melosh

& Raefsky, 1981). Di�erently from these approahes, in our simulations we apply the equivalent body

fore theorem by inorporating seismi soures as appropriate distributions of double ouples of fores

(Burridge & Knopo�, 1964; Dahlen, 1972). The reason is that CaluliX does not urrently allow

any of the two mentioned tehniques: in fat, ontat apabilities are limited to fritionless ontat,

whih turns out to be not suitable to simulate faulting (exept for tensile openings), and nodes at the

element interfae are not splittable.

Atually, FEMSA generates the seismi soure as a 0�, 1� or 2�D distribution of double ouples,

by de�ning the fore �eld to be applied to suitably seleted nodes, aording to the fault geometry

and the total seismi moment M0. The rake angle � is taken into aount by handling oblique slip

as a superposition of a pure strike and a pure dip slip mehanism, eah having seismi moment

Ms = M0| cos� | and M d = M0| sin� |, respetively. An almost arbitrary fault geometry an be

handled, onsistently with the mesh resolution. Depending on the rheology of the domain, the soure

generation algorithm di�erently manages the strike and dip angles in de�ning the fault orientation.

For laterally homogeneous domains, the dip angle is �xed during the soure generation stage, while,

owing to the symmetry properties of the system, arbitrary strike angles are addressed by means of a

referene frame rotation of the displaement �eld produed by the zero�strike fault. This strategy,

when appliable, leads to onsistent time savings, espeially when a large number of models needs to
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be omputed, for instane when solving an inverse problem; however, it an not be applied if lateral

heterogeneities are involved. In suh a ase, both the strike and the dip angles are onsidered in

setting the fault geometry.

In pratie, nodes in groups of four, orresponding to fore appliation points, are suitably piked

from the mesh aording to the slip vetor and, if needed, moved to math the orret orientation, de-

pending on the fault geometry. The fore �eld is then de�ned by omputing the Cartesian omponents

of the fores for eah seleted node.

A speial remark is dediated to BC, being the FE method limited to manage �nite domains.

In the Literature, BC are ommonly established by imposing null displaements at the domain

boundaries (Megna et al., 2005; Masterlark & Hughes, 2008) or by keeping nodes on the bottom and

lateral surfaes �xed in the diretion perpendiular to the surfae itself (Cianetti et al., 2005).

In a previous paper (Volpe et al., 2007), we arried out an optimization study on BC, resulting

in the ourrene of pronouned arti�ial e�ets as we approah the edges, when the ited BC were

applied. A better though still not optimal solution is ahieved with inhomogeneous boundary on-

ditions, by analytially omputing the expeted displaements at nodes on the bottom and lateral

edges. We use the Okada analytial solutions (Okada, 1985, 1992), whih allows to investigate rustal

deformation within an isotropi elasti half�spae, as a referene model. This approah is formally

orret only as long as rheologially homogeneous plane domains are treated, while it represents an

approximation if rheologial heterogeneities and/or a spherial geometry are introdued, as in the

present ase. This issue will be more thoroughly disussed in setion 4.

It is worth stressing that BC are a ruial point in FE simulations, espeially when omplex do-

mains are involved. The main shortoming is that, as a matter of fat, any ondition applied to a �nite

3D domain introdues a non�physial onstraint whih may shadow the e�et of the heterogeneities.

A possible solution would be provided by in�nite elements, ommonly derived from standard �nite

elements by modifying the shape funtions, whih are used to extend the FE method to unbounded

domain problems (Bettes, 1992; Dong & Selvadurai, 2009). Nevertheless, suh an approah does not

represent the best solution for our purposes, as it approximates an in�nite media, while the peuliarity

of the spherial approah is just the �niteness of the domain. The alternative that de�nitely would

allow to bypass the problem is to simulate a self�gravitating sphere representing the entire Earth.

This poses many theoretial and omputational hallenges and will be the goal of our future work.

The FEMSA pakage is built up to operate in an automati way. In Figure 1 a shemati blok

diagram of the simulation proedure is shown: i) the seismi soure is generated; ii) the displaement

�eld is analytially alulated aording to the Okada model; iii) inhomogeneous BC are formulated

and formalized as explained before; iv) the FE simulation is arried out; v) referene frame transfor-

mation is applied to the numerial solution to aount for model spheriity; vi) in ase of laterally

homogeneous domain, referene frame rotation is applied to the numerial solution to aount for an

arbitrary strike angle. Note that the geometry and mesh de�nition does not appear in the diagram,

sine it represents an independent pre�proessing step for the simulation.

3 The simulation model

The investigation of the rustal deformation produed by the Sumatra earthquake, due to the unusual

size of the event, requires a very long range analysis, where urvature e�ets an not be negleted.

In a previous work (Volpe et al., 2007), we desribed a �rst preliminary approah based on a quite

rough 3D model (hereinafter referred to as V07) generated through the native CaluliX pre�proessor

(gx), an interative 3D graphial interfae. In the present study, in order to improve that model

and better aount for detailed features, we built up a more omplex and realisti model (hereinafter

referred to as C01) by means of the Cubit mesher. The advantages in using Cubit over the native

CaluliX mesher onsist in a stronger automation in both the geometry and mesh generation proess,
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the apability of ahieving unstrutured omplex meshes and a better ontrol over the mesh density

and quality.

Both the V07 and the C01 models are three�dimensional spherial domains, onsisting of a portion

of spherial zone about 1000 km thik and disretized using 20�nodes brik elements. The mesh

density is ontrolled by aomplishing a �ner mesh near the seismi soure, where high stress and

strain gradients are expeted, and a oarse mesh in areas of reasonably onstant stress, in order to

ahieve the best trade�o� between auray of the solution and omputational ost of the analysis.

We supposed multi�layered elasti domains to investigate the o�seismi deformation �eld by means

of a stati alulation.

In the V07 model (Volpe et al., 2007), the domain spans about 9� 10
7 km2 on the Earth surfae. A

FE strutured mesh was generated, made by 38;348 elements, resulting in 171;537 nodes. The element

size is about 40 km near the soure and about 200 km outside from the soure region. The model

is shown in Figure 2. The rheologial parameters were obtained from the volume averaged values

of the Lamé onstants aording to the Preliminary Referene Earth Model (PREM, Dziewonski &

Anderson, 1981).

In the C01 model, the domain spans about 1.2 � 10
8 km2 on the Earth surfae. We introdued

a realisti rheologial ontrast between ontinental and oeani lithosphere, by (onservatively) ex-

trating the � 500 m interfae from a global sea�oor topography model to retrieve the ontinental

margins. The geometrial model is displayed in Figure 3. The domain was disretized generating an

unstrutured mesh with 189;184 elements, resulting in 800;114 nodes. The element size is biased from

20 to 400 km using the paving meshing algorithm in ombination with an appropriate adaptive sizing

funtion. A front view of the mesh is shown in Figure 4. The ontrast between ontinental and oeani

lithosphere was introdued for a thikness of 40 km from the surfae, omposed by four 10�km�thik

layers, with rheologial parameters for eah layer dedued from the depth pro�les of seismi veloities

and densities provided by Mooney et al. (1998). At depths greater than 40 km, the domain is split in

laterally homogeneous layers with variable thikness, whose elasti onstants are alulated from the

ak135 veloity model proposed by Kennet et al. (1995).

The seismi soure has been modeled with the multiple CMT solution proposed by Tsai et al.

(2005), whih onsists of �ve point soures, �tting mantle�wave data registered in the 200 � 500 s

period range by the IRIS Global Seismographi Network. All entroid depths are �xed at 25 km.

Suh a model results in a total seismi moment of 1.17� 10
23 N� m, equivalent to a moment magnitude

Mw = 9.3. Three large slip pathes (27%, 33% and 24% of the total moment) are loated in the

southern region of the fault, while the moment releases further north represent about 9% and 7%

of the total. The foal mehanisms of the �ve soures hange systematially from south to north:

the strike rotates lokwise and the slip vetors rotate from nearly pure thrust to oblique slip with

a large right�lateral strike slip omponent. In our simulations, the analysis with multiple soures is

atually treated as a superposition of multiple single soures. We remark that the roughness of the

adopted soure model is intentional in order to point out the trade�o� with the real 3D features of

the simulation domain.

4 Results and disussion

The models desribed in the previous setion were solved to obtain the o�seismi deformation �eld

produed by the 2004 Sumatra earthquake and the syntheti displaements were ompared with a sub-

set of geodeti measurements reorded by ontinuously operating GPS networks. During the analysis

the rheology was modi�ed, generating a set of FE models as summarized in Table 1. Also, di�erent BC

were experimented, using the Okada analytial solution as desribed before. It is beyond any doubt

that suh an approximation, negleting both urvature and lateral heterogeneities, when assigned to

an heterogeneous spherial domain introdues a bias on the simulation results and in�uenes the data

�t. Nevertheless the goal of the present work is not to give an improvement in modeling the Sumatra
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stati deformation with respet to published works (e.g. Chlieh et al. (2007)), but to investigate the

role of rheologial omplexities and the trade�o� with the soure details. In any ase, we onsidered

that our approximation improves the implementation of BC with respet to the �standard� hoie of

assuming zero displaement along the boundaries, whih dumps the deformation and would require a

larger model size (see Figure 5).

It is dutiful to say that in the very far��eld the reorded o�sets are not �tted by our alulations;

a similar e�et has been deteted with other approahes (Banerjee et al., 2005; Boshi et al., 2006),

where moreover deformations appear overestimated. In fat, modeling is a�eted by edge e�ets at

a long distane from the soure due to the proximity of the mesh boundaries. In addition, the GPS

o�sets registered in those regions an not be unambiguously assoiated with the earthquake, as the

ourrene of spurious signals an not be exluded.

Instead, we foused our attention on the moderate�far��eld (Indian Oean area) and the In-

dian region, where other numerial analyses negleting lateral variations of the rheologial properties

(Banerjee et al., 2005; Boshi et al., 2006) an �t the measured displaements only by introduing

strong onstraints on the soure model in the form of a highly heterogeneous slip distribution. In

these zones we are able to aeptably �t GPS measurements from the dataset obtained by Boshi et

al. (2006), holding the well-known limits of our modeling.

As a �rst step, inhomogeneous averaged BC were applied, by omputing the Okada displaements

at the boundary nodes using the elasti parameters alulated from the total volume averaged PREM

values of the Lamé onstants, negleting rheologial layering.

In Figure 6, the syntheti displaements alulated on the V07 and C01 models are ompared

with GPS data from Boshi et al. (2006). It is worth noting that, in the V07 model, GPS sites are

often not oinident with mesh nodes, due to the poor resolution, and the displaement on the losest

node is onsidered in the omparison. On the ontrary, the �ner mesh of the C01 model allows a

more puntual omparison with the GPS datum. In Table 2 the modeled vetor magnitude on the

inspeted sites, their relative error and the mis�t with respet to the experimental measurements are

ompared.

At GPS sites loated in the Indian Oean area the data �t is aeptable, if the roughness of the

seismi soure model is taken into aount. In partiular, at the nearest stations (SAMP and NTUS),

whih are the most sensitive to the detailed soure struture, the diretion of the modeled vetors is in

satisfatory agreement with the observations, while their magnitude is quite underestimated. At the

SAMP site the C01 model improves the agreement, while at the NTUS station the V07 model better

reprodues the observed o�set both in diretion and (espeially) in magnitude. More important, we

remark that a rather good agreement, although the displaements are again underestimated, is found

at the Indian sites (HYDE, IISC and BAN2), that Banerjee et al. (2005) and Boshi et al. (2006)

managed to �t, with a laterally homogeneous model, only at the ost of introduing a large number of

free parameters assoiated with highly heterogeneous distribution of slip in the soure model, whih

is not on�rmed by seismologial models. We stress that the poor spatial resolution of the V07 model

does not allow to disern between the BAN2 and the IISC stations, due to their small relative distane,

while the C01 model does. The vetor orientation at the HYDE station is de�nitely better mathed

by the C01 model, while the opposite holds for the IISC station. We are to notie that our �t

is strongly bound to the geometry of the simulation domain: a test simulation on a multi�layered

laterally homogeneous plane domain (hereinafter referred to as P01), with resolution similar to the

V07 model, failed in prediting the orientation of the o�seismi displaements at the Indian stations,

as is shown in Figure 7. This observation on�rms that urvature has an important e�et on the

omputed results.

The omparison between plane and spherial geometry requires a small digression onerning the

moderate�far��eld. From Figure 7, we note that the stati o�set at the SAMP station is better

reprodued by the P01 than the V07 or C01 models. A similar behaviour is observed in the realm

of semi�analytial spherial models, where �nite faults are approximated by a superposition of point
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soures: in that ase, a more preise estimation of moderate�far��eld e�ets is obtained with planar

models, where the �nite soure is fully analytially implemented, sine the alulation is not a�eted

by disretization (Piersanti et al., 1997; Nostro et al., 1999). In our simulations, a multiple point soure

model is introdued in both the plane and the spherial models. Consequently, the di�erene in the

moderate�far��eld results has to be aounted as the long�range e�et of the Okada BC, whih are

better mathed by the plane model. In this respet, the simulation on the entire sphere is on�rmed

to be neessary.

Sine the dataset of Boshi et al. (2006) is laking in moderate�far��eld data, we also ompared

our results with GPS measurements from Vigny et al. (2005), fousing on the soure region. From

Figure 8, we an note that displaements omputed with the C01 model are almost systematially

shorter than those omputed with the V07 model, with few exeptions. In some ase this implies a

better agreement with GPS o�sets (for example at stations KUAL and GETI), while in other ases

the �t is worse (for example at stations PHKT and PHUK). Anyway, the orientation of the vetors

appears improved in the C01 model with respet to the V07 model.

In order to improve the simulation, we re�ned BC for the C01 model: we took into aount the

rheologial layering and solved the Okada model for eah layer using the appropriate set of elasti

onstants; the orresponding omputed displaements are then presribed to nodes loated on the

boundaries of the same layer. In the following, this will be referred to as the C02 model.

From Figure 9, where the omparison with the C01 model and GPS data is shown, and from Table

2, we infer that the upgrading from the C01 to the C02 model has a very little e�et on the simulation

results.

Ten years ago, Bilek & Lay (1999) estimated rigidity variations with depth along subdution zones

interfaes. Rigidity is a measure of the proportionality between shear stress and shear strain and a�ets

the degree of earthquake shaking through its in�uene on seismi wave speed and earthquake rupture

veloity. Aording to their results, the average rigidity of seismogeni zones appears to inrease with

depth up to a fator of � 5 in the range 5 � 50 km. At depths below 40 km, the estimated rigidity

values are 3� 4 times lower than in PREM. This result is onsistent with the hypothesis that tsunami

generating earthquakes, whih are typi�ed by large slip and slow rupture veloity, our in regions

of low rigidity at shallow depths. Several mehanisms may ontribute to the desribed trend, but a

main role seems to be played by mineralogial phase transitions within the subduting sediments and

in the subduting plate, driven by pressure and temperature inreasing with depth.

We modi�ed the rheology of the C02 model within a limited region, spanning 4.7 � 10
6 km2 near

the soure, in order to �t the rigidity trend estimated by Bilek & Lay (1999) in the seismogeni zone.

Atually, this means we redued the rigidity values in the depth range 10 � 40 km, as indiated in

Table 3. In the following, this will be referred to as the C03 model. Figure 11 shows the average

rigidity variations in the soure region between depths of 0 and 50 km in the C02 and C03 models,

ompared to the PREM values.

In Figures 12 and 13 we ompare the omputed vetors and the GPS o�sets from the dataset of

Boshi et al. (2006) and Vigny et al. (2005), respetively. From Table 2, the Indian sites (HYDE,

IISC and BAN2), whih are loated immediately outside the softened soure region, appear as not

in�uened by the softening; at the nearest stations (SAMP and NTUS), instead, the vetor magnitude

turns out to be slightly inreased, but the e�et is very small. Figure 14 displays the ratio between

the deformation magnitude alulated with the C03 and C02 models: the rigidity redution produes

a small ampli�ation of the displaements, stritly loalized in the soure region.

In order to inspet the behaviour of our modeling by emphasizing the softening e�et, we redued

the rigidity value by a fator of 3 in the depth range 0 � 100 km, as indiated in Table 3. In the

following, this will be referred to as the C04 model. The omparison with GPS measurements and

previous results from the C02 and C03 models, as reported in Figures 12 and 13 as well as in Table

2, shows an ampli�ation of the displaement vetors, but the magnitude of the e�et is still very

small. The ratio between the deformation magnitude obtained with the C04 and C02 models, shown
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in Figure 15, presents a larger ampli�ation with respet to Figure 14, but still stritly loalized.

We modi�ed the C04 model applying averaged instead of layered BC, using the average rigidity

value of the �rst 10�km�thik rheologial layer. In the following, this will be referred to as the

C05 model. The obtained displaements are ompared with GPS measurements from Boshi et al.

(2006) in Figure 16 and turn out to be greatly inreased in magnitude, so that now omputed vetors

overestimate the GPS o�sets. This result is ruial as it demonstrates that BC heavily a�et our

simulations, in spite of the onsiderable extent of the simulation domain.

As a last hek, we imposed an homogeneous rheology to the C01 model and we adopted the

omposite soure model derived by Tsai et al. (2005). We �rstly alulated rustal deformation by

using the elasti parameters obtained from the total volume averaged PREM values of the Lamé

onstants (model C06) and then reduing the rigidity value by a fator of 3 in the whole domain,

edges inluded (model C07). Sine within an homogeneous domain under elasti regime a linear

stress�strain relationship holds, the ratio between the deformation magnitudes obtained from the two

models is expeted to be 3 everywhere. This irumstane only ours if BC are also omputed with

the redued rigidity value, as shown in Figure 17. If this is not the ase, i.e. if BC are invariably

omputed using the initial averaged elasti parameters of the C06 model (model C08), a very long

range e�et of the BC is observed (Figure 18), providing lear evidene that the simulation domain

adopted to investigate suh a great event, even if large, is not large enough to avoid edge e�ets also

at a short distane from the soure, i.e. at a large distane from the boundaries. Future work will be

then devoted to build up a totally spherial domain representing the entire Earth, in suh a way that

the BC issue will be bypassed.

5 Conlusions

By means of a reently developed 3D Finite Element approah (FEMSA), we performed a methodologi-

al study onerning the e�ets of 3D features, suh as geometrial and/or rheologial heterogeneities,

and BC on earthquake modeling. As a ase�study, we evaluated the o�seismi displaement �eld

assoiated with the giant 2004 Sumatra�Andaman earthquake. To this purpose, we generated a om-

plex spherial simulation domain in whih a real 3D meshing was introdued as a rheologial ontrast

between ontinental and oeani lithosphere. This was ahieved by extrating the ontinental mar-

gins from global bathymetry data. We also took into aount a realisti variation of the rheologial

properties with depth in the seismogeni zone, as proposed by Bilek & Lay (1999).

We ompared the omputed deformation �eld with GPS measurements using the datasets obtained

by Boshi et al. (2006) and Vigny et al. (2005) and paying speial attention to the moderate�far��eld

and the Indian sites. Our results highlight the existene of a trade�o� between 3D features and soure

details and a strong sensitivity to the applied BC.

Presently, most modeling approahes introdue a large number of free parameters to aount for

small sale omplexities of the slip distribution (Boshi et al., 2006; Chlieh et al., 2007), that are not

neessarily onneted with the physis of the investigated event. We obtained an aeptable agreement

with data in the inspeted regions using a simple point soure model together with a omplex spherial

3D meshed simulation domain, where urvature plays a ruial role. The 3D modeling partially trades

o� the roughness of the soure model. Of ourse we do not mean that there is no need to take into

aount heterogeneous energy release mehanisms. Our point is that model omplexities should be

introdued with a logial and physially onsistent hierarhy. The presene of major 3D geometrial

and rheologial features, as spheriity or oeani rust ontrast, is ertainly true and, in order to

avoid arti�ial trade�o�, their e�et should be onsidered before introduing further omplexities as

heterogeneous energy release on the fault plane. We remark the ourrene of an asymmetry in the

trade�o�, sine the additional parameters in our simulations are not free parameters but real Earth

omplexities, whih are onstrained by the physial properties of the investigated area and an not be

arbitrarily tuned.

7



The systemati analysis of BC revealed a very long range e�et on the alulations, even if the

simulation domain has a onsiderably great extent. This result demonstrates that a limited domain,

even if large, is not suitable to investigate the e�ets produed by an event of suh a magnitude,

requiring the generation of a self�gravitating sphere representing the entire Earth. In this respet, the

Sumatra earthquake should be regarded as a real �global� event.
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Table 1: Summary of the harateristis of the FE models implemented in the present study.

Model Geometry Mesher Rheology Lateral heterogeneities BC Rigidity softening

V07 spherial gx layered no averageda no

P01 planar Cubit homogeneousa no averageda no

C01 spherial Cubit layered yes averageda no

C02 spherial Cubit layered yes layeredb no

C03 spherial Cubit layered yes layeredb yese

C04 spherial Cubit layered yes layeredb yesf

C05 spherial Cubit layered yes averagedc yesf

C06 spherial Cubit homogeneousa no averageda no

C07 spherial Cubit homogeneousd no averagedd yesg

C08 spherial Cubit homogeneousd no averageda yesh

aThe total volume averaged PREM rigidity value is used.
bThe layer by layer rigidity values are used.
cThe �rst 10�km�thik layer rigidity value is used.
dThe redued total volume averaged PREM rigidity value is used.
eApplied in the soure region in the depth range 10− 40 km.
fApplied in the soure region in the depth range 0− 100 km.
gApplied in the whole domain.
hApplied in the whole domain but the edges.

11



Table 2: Absolute value of the horizontal displaement vetor on a set of GPS sites from the dataset of

Boshi et al. (2006) and from FE simulations. The vetor magnitude is expressed in m. The relative

error, de�ned as (|uF E | � |uGP S |)=|uGP S | � 100, and the mis�t, de�ned as (|(uE
F E

� u
E

GP S
)=�

E

GP S
| +

|(uN
F E

� u
N

GP S
)=�

N

GP S
|), are also indiated between brakets.

GPS V07 C01 C02 C03 C04

SAMP 14.62� 4% 6.64(-55%,46.8) 6.27(-57%,35.9) 6.33(-57%,34.3) 6.63(-55%,31.9) 8.71(-40%,23.4)

NTUS 2.37� 22% 1.50(-37%,4.6) 0.58(-75%,11.3) 0.54(-77%,12.1) 0.55(-77%,12.0) 0.60(-75%,12.3)

HYDE 0.94� 38% 0.37(-61%,4.3) 0.50(-47%,4.3) 0.46(-51%,4.1) 0.44(-53%,4.2) 0.46(-51%,4.4)

IISC 1.52� 34% 0.82(-46%,4.1) 0.95(-38%,5.3) 0.85(-44%,5.2) 0.85(-44%,5.1) 0.89(-41%,5.4)

BAN2 1.10� 43% / 0.90(-17%,3.4) 0.81(-26%,3.5) 0.81(-26%,3.4) 0.85(-22%,3.6)
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Table 3: Rigidity layering used to perform the FE simulations. The softening is only applied in the

seismogeni zone. Up to 40 km from the surfae the ontinental and the oeani lithosphere are

di�erentiated. Numerial values are expressed in units of 1010 Pa.

C01,C02 C03 C04,C05

ont. oe. ont. oe. ont. oe.

0�10 km 0.58 0.58 0.58 0.58 0.19 0.19

10�20 km 3.43 6.48 0.86 1.62 1.14 2.16

20�30 km 4.33 6.88 1.44 2.29 1.44 2.29

30�40 km 6.48 6.88 2.16 2.29 2.16 2.29

40�180 km 6.71 6.71 2.24

80�100 km 6.78 6.78 2.26

100�120 km 6.78 6.78 6.78

120�140 km 6.87 6.87 6.87

140�240 km 7.07 7.07 7.07

240�340 km 7.67 7.67 7.67

340�670 km 10.9 10.9 10.9

670�1000 km 17.3 17.3 17.3
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Figure 1: Blok diagram of the automati simulation proedure implemented in FEMSA, as desribed

in the text. The green path is related to laterally homogeneous domains, the red path is related to

domains with lateral variations of the rheologial properties, while the blue path is shared between

the two types of domain.
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Figure 2: Front and lateral view of the mesh generated by gx (Volpe et al., 2007). The wireframed

sphere is only displayed for presentation purposes.
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Figure 3: Pitorial view of the model generated by Cubit. A front and a lateral perspetive of the

domain are shown, both being represented on the sphere for a better view. The ontrast between the

ontinental and the oeani lithosphere is emphasized by olours.
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Figure 4: Front view of the unstrutured mesh generated by Cubit.
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Figure 5: Comparison between GPS measurements from Boshi et al. (2006) and the horizontal

displaements resulting from the FE simulations on the C01 model with zero displaement along the

boundaries. Error ellipses orrespond to 90% on�dene.
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Figure 6: Comparison between GPS measurements from Boshi et al. (2006) and the horizontal

displaements resulting from the FE simulations on the V07 and C01 models. Error ellipses orrespond

to 90% on�dene.
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Figure 7: Comparison between GPS measurements from Boshi et al. (2006) and the horizontal

displaements resulting from the FE simulation on the �at P01 domain. Error ellipses orrespond to

90% on�dene.
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Figure 8: Comparison between GPS measurements from Vigny et al. (2005) and the horizontal dis-

plaements resulting from the FE simulations on the V07 and C01 models. Error ellipses orrespond

to 60% on�dene.
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Figure 9: Comparison between GPS measurements from Boshi et al. (2006) and the horizontal

displaements resulting from the FE simulations on the C01 and C02 models. Error ellipses orrespond

to 90% on�dene.
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Figure 10: Comparison between GPS measurements from Vigny et al. (2005) and the horizontal

displaements resulting from the FE simulations on the C01 and C02 models. Error ellipses orrespond

to 60% on�dene.
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Figure 11: Plot of the (average) rigidity variations with depth in the range 0 � 50 km in the soure

region as �xed in the C02 (as well as C01) and C03 models, ompared to the PREM values.
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Figure 12: Comparison between GPS measurements from Boshi et al. (2006) and the horizontal

displaements resulting from the FE simulations on the C02, C03 and C04 models. Error ellipses

orrespond to 90% on�dene.
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Figure 13: Comparison between GPS measurements from Vigny et al. (2005) and the horizontal

displaements resulting from the FE simulations on the C02, C03 and C04 models. Error ellipses

orrespond to 60% on�dene.
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Figure 14: Ratio between the deformation magnitude alulated with the C03 and C02 models.
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Figure 15: Ratio between the deformation magnitude alulated with the C04 and C02 models.
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Figure 16: Comparison between GPS measurements from Boshi et al. (2006) and the horizontal

displaements resulting from the FE simulations on the C04 and C05 models. Error ellipses orrespond

to 90% on�dene.
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Figure 17: Ratio between the deformation magnitude alulated with C07 and C06 models.
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Figure 18: Ratio between the deformation magnitude alulated with C08 and C06 models.
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