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Abstra
t

Finite Element methods (FEMs) are a powerful numeri
al simulation tool for modeling seismi


events as they allow to solve three�dimensional 
omplex models. We used a 3D Finite Element

approa
h to evaluate the 
o�seismi
 displa
ement �eld produ
ed by the devastating 2004 Sumatra�

Andaman earthquake, whi
h 
aused permanent deformations re
orded by 
ontinuously operating

GPS networks in a region of unpre
edented extent. Previous analysis of the stati
 displa
ement

�eld fo
used on the heterogeneous distribution of moment release on the fault plane; our intention

here is to investigate how mu
h the presen
e of 
rustal heterogeneities trades o� seismi
 sour
e

details. To this aim, we adopted a quite simple sour
e model in modeling the event. The key

feature of our analysis is the generation of a 
omplex three�dimensional spheri
al domain. More-

over, we also made an a

urate analysis 
on
erning boundary 
onditions, whi
h are 
ru
ial for FE

simulations.
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1 Introdu
tion

Three-dimensional Finite Element (FE) earthquake simulation is an ex
ellent tool to investigate te
-

toni
 deformation, sin
e it allows a

urate modeling of geometri
ally 
omplex domains, 
ompli
ated

faulting systems and heterogeneous material property distributions. In fa
t, FE modeling 
an be


onsidered one of the most versatile and a

urate numeri
al methods to solve geophysi
al problems,

even though 
omputationally demanding and intrinsi
ally limited to manage with �nite domains. The

last point requires to take 
are of boundary 
onditions (BC), whi
h still represent an open problem

in the FE methods.

This paper is based on a 3D FE earthquake modeling. We present a methodologi
al study aimed

at (i) addressing the e�e
t of geometri
al and rheologi
al 
omplexities on model�predi
ted earthquake

displa
ement �eld on large s
ale and (ii) demonstrating a trade�o� between seismi
 sour
e details and


rustal heterogeneities. We also analyse the impa
t of numeri
al artifa
ts whi
h 
an be introdu
ed by

BC. We used the 2004 Sumatra�Andaman earthquake as a 
ase�study.

The Sumatra event was one of the largest megathrust events of the last 
entury, originated from


omplex slip on the fault along the subdu
tion zone where the o
eani
 portion of the Indian Plate

slides under the Eurasian Plate. Using di�erent datasets and te
hniques, the magnitude of the event

has been estimated within a range of values between Mw = 9.0 and Mw = 9.3 (Ammon et. al., 2005;

Banerjee et al., 2005; Park et al., 2005; Stein & Okal, 2005; Vallée, 2007), depending on assumptions

about the fault geometry and the amount of aseismi
 slip in
luded in the sour
e model. The slip

distribution has been estimated from seismi
 waves (Ammon et. al., 2005; Lay et al., 2005), stati


o�sets (Banerjee et al., 2005; Vigny et al., 2005; Bos
hi et al., 2006; Subarya et al., 2006), remote
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sensing measurements (Meltzner et al., 2006; Subarya et al., 2006; Tobita et al., 2006) and joint

seismi
�geodeti
 data (Chlieh et al., 2007). The overall magnitude of the earthquake has been further


onstrained by Earth's free os
illations (Park et al., 2005; Stein & Okal, 2005). Some moderate�far�

�eld analyses of GPS data, based on laterally homogeneous numeri
al modeling, explain parti
ular

features of the dete
ted quasi�stati
 deformation �eld in terms of small s
ale 
omplexities of the slip

distribution on the faulting plane (Banerjee et al., 2005; Bos
hi et al., 2006).

On the 
ontrary, we adopted a quite simple sour
e model, based on �ve CMT point sour
es a

ord-

ing to Tsai et al. (2005), to study the e�e
ts of 3D features, su
h as spheri
ity and lateral rheologi
al

heterogeneities, on the deformation �eld produ
ed by the earthquake. To this aim, we used a re
ently

developed FE simulation tool, FEMSA, whi
h is the a
ronym for �Finite Element Modeling for Seismi


Appli
ations� (Volpe et al., 2007). FEMSA is based on Cal
uliX, a free three�dimensional FE software

distributed under the terms of the GNU General Publi
 Li
ense (see http://www.
al
ulix.de). In

addition, we exploited the 
apabilities of an external mesher, Cubit, from Sandia National Laborato-

ries (see http://
ubit.sandia.org), a full�featured software toolkit for geometry preparation and

robust generation of 2D and 3D FE meshes. We used Cubit to build up a 
omplex and realisti
 spher-

i
al model, marked by 3D meshing with rheologi
al layering and lateral variations of the rheologi
al

properties.

The paper is organized as follows: in se
tion 2 we brie�y review the 
omputational method; in

se
tion 3 we des
ribe the FE model of the investigated area; in se
tion 4 we dis
uss our results;


on
luding remarks are summarized in se
tion 5.

2 Computational details

We re
ently developed a �exible, versatile and robust numeri
al simulation tool (FEMSA) to inves-

tigate 
rustal deformation produ
ed by arbitrary seismi
 dislo
ations by means of the FE method

(Volpe et al., 2007). FEMSA is basi
ally a pa
kage 
omposed by interfa
e 
odes designed to automat-

i
ally embed faulting sour
es in plane or spheri
al domains and to set up and run the simulation. The

FE analysis is 
arried out by the Cal
uliX solver (see http://www.
al
ulix.de), a freely distributed

3D stru
tural analysis software.

Dislo
ations in FE modeling are 
ommonly treated by 
onta
t or split�node te
hnique. In the �rst


ase, 
onta
t interfa
es between deformable bodies with sti
k and �nite fri
tional slip are introdu
ed

(Xing & Makinou
hi, 2000, 2002; Cianetti et al., 2005); in the se
ond 
ase, spe
ial nodes shared by two

elements are de�ned at whi
h the displa
ement depends upon whi
h element it is referred to (Melosh

& Raefsky, 1981). Di�erently from these approa
hes, in our simulations we apply the equivalent body

for
e theorem by in
orporating seismi
 sour
es as appropriate distributions of double 
ouples of for
es

(Burridge & Knopo�, 1964; Dahlen, 1972). The reason is that Cal
uliX does not 
urrently allow

any of the two mentioned te
hniques: in fa
t, 
onta
t 
apabilities are limited to fri
tionless 
onta
t,

whi
h turns out to be not suitable to simulate faulting (ex
ept for tensile openings), and nodes at the

element interfa
e are not splittable.

A
tually, FEMSA generates the seismi
 sour
e as a 0�, 1� or 2�D distribution of double 
ouples,

by de�ning the for
e �eld to be applied to suitably sele
ted nodes, a

ording to the fault geometry

and the total seismi
 moment M0. The rake angle � is taken into a

ount by handling oblique slip

as a superposition of a pure strike and a pure dip slip me
hanism, ea
h having seismi
 moment

Ms = M0| cos� | and M d = M0| sin� |, respe
tively. An almost arbitrary fault geometry 
an be

handled, 
onsistently with the mesh resolution. Depending on the rheology of the domain, the sour
e

generation algorithm di�erently manages the strike and dip angles in de�ning the fault orientation.

For laterally homogeneous domains, the dip angle is �xed during the sour
e generation stage, while,

owing to the symmetry properties of the system, arbitrary strike angles are addressed by means of a

referen
e frame rotation of the displa
ement �eld produ
ed by the zero�strike fault. This strategy,

when appli
able, leads to 
onsistent time savings, espe
ially when a large number of models needs to
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be 
omputed, for instan
e when solving an inverse problem; however, it 
an not be applied if lateral

heterogeneities are involved. In su
h a 
ase, both the strike and the dip angles are 
onsidered in

setting the fault geometry.

In pra
ti
e, nodes in groups of four, 
orresponding to for
e appli
ation points, are suitably pi
ked

from the mesh a

ording to the slip ve
tor and, if needed, moved to mat
h the 
orre
t orientation, de-

pending on the fault geometry. The for
e �eld is then de�ned by 
omputing the Cartesian 
omponents

of the for
es for ea
h sele
ted node.

A spe
ial remark is dedi
ated to BC, being the FE method limited to manage �nite domains.

In the Literature, BC are 
ommonly established by imposing null displa
ements at the domain

boundaries (Megna et al., 2005; Masterlark & Hughes, 2008) or by keeping nodes on the bottom and

lateral surfa
es �xed in the dire
tion perpendi
ular to the surfa
e itself (Cianetti et al., 2005).

In a previous paper (Volpe et al., 2007), we 
arried out an optimization study on BC, resulting

in the o

urren
e of pronoun
ed arti�
ial e�e
ts as we approa
h the edges, when the 
ited BC were

applied. A better though still not optimal solution is a
hieved with inhomogeneous boundary 
on-

ditions, by analyti
ally 
omputing the expe
ted displa
ements at nodes on the bottom and lateral

edges. We use the Okada analyti
al solutions (Okada, 1985, 1992), whi
h allows to investigate 
rustal

deformation within an isotropi
 elasti
 half�spa
e, as a referen
e model. This approa
h is formally


orre
t only as long as rheologi
ally homogeneous plane domains are treated, while it represents an

approximation if rheologi
al heterogeneities and/or a spheri
al geometry are introdu
ed, as in the

present 
ase. This issue will be more thoroughly dis
ussed in se
tion 4.

It is worth stressing that BC are a 
ru
ial point in FE simulations, espe
ially when 
omplex do-

mains are involved. The main short
oming is that, as a matter of fa
t, any 
ondition applied to a �nite

3D domain introdu
es a non�physi
al 
onstraint whi
h may shadow the e�e
t of the heterogeneities.

A possible solution would be provided by in�nite elements, 
ommonly derived from standard �nite

elements by modifying the shape fun
tions, whi
h are used to extend the FE method to unbounded

domain problems (Bettes, 1992; Dong & Selvadurai, 2009). Nevertheless, su
h an approa
h does not

represent the best solution for our purposes, as it approximates an in�nite media, while the pe
uliarity

of the spheri
al approa
h is just the �niteness of the domain. The alternative that de�nitely would

allow to bypass the problem is to simulate a self�gravitating sphere representing the entire Earth.

This poses many theoreti
al and 
omputational 
hallenges and will be the goal of our future work.

The FEMSA pa
kage is built up to operate in an automati
 way. In Figure 1 a s
hemati
 blo
k

diagram of the simulation pro
edure is shown: i) the seismi
 sour
e is generated; ii) the displa
ement

�eld is analyti
ally 
al
ulated a

ording to the Okada model; iii) inhomogeneous BC are formulated

and formalized as explained before; iv) the FE simulation is 
arried out; v) referen
e frame transfor-

mation is applied to the numeri
al solution to a

ount for model spheri
ity; vi) in 
ase of laterally

homogeneous domain, referen
e frame rotation is applied to the numeri
al solution to a

ount for an

arbitrary strike angle. Note that the geometry and mesh de�nition does not appear in the diagram,

sin
e it represents an independent pre�pro
essing step for the simulation.

3 The simulation model

The investigation of the 
rustal deformation produ
ed by the Sumatra earthquake, due to the unusual

size of the event, requires a very long range analysis, where 
urvature e�e
ts 
an not be negle
ted.

In a previous work (Volpe et al., 2007), we des
ribed a �rst preliminary approa
h based on a quite

rough 3D model (hereinafter referred to as V07) generated through the native Cal
uliX pre�pro
essor

(
gx), an intera
tive 3D graphi
al interfa
e. In the present study, in order to improve that model

and better a

ount for detailed features, we built up a more 
omplex and realisti
 model (hereinafter

referred to as C01) by means of the Cubit mesher. The advantages in using Cubit over the native

Cal
uliX mesher 
onsist in a stronger automation in both the geometry and mesh generation pro
ess,
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the 
apability of a
hieving unstru
tured 
omplex meshes and a better 
ontrol over the mesh density

and quality.

Both the V07 and the C01 models are three�dimensional spheri
al domains, 
onsisting of a portion

of spheri
al zone about 1000 km thi
k and dis
retized using 20�nodes bri
k elements. The mesh

density is 
ontrolled by a

omplishing a �ner mesh near the seismi
 sour
e, where high stress and

strain gradients are expe
ted, and a 
oarse mesh in areas of reasonably 
onstant stress, in order to

a
hieve the best trade�o� between a

ura
y of the solution and 
omputational 
ost of the analysis.

We supposed multi�layered elasti
 domains to investigate the 
o�seismi
 deformation �eld by means

of a stati
 
al
ulation.

In the V07 model (Volpe et al., 2007), the domain spans about 9� 10
7 km2 on the Earth surfa
e. A

FE stru
tured mesh was generated, made by 38;348 elements, resulting in 171;537 nodes. The element

size is about 40 km near the sour
e and about 200 km outside from the sour
e region. The model

is shown in Figure 2. The rheologi
al parameters were obtained from the volume averaged values

of the Lamé 
onstants a

ording to the Preliminary Referen
e Earth Model (PREM, Dziewonski &

Anderson, 1981).

In the C01 model, the domain spans about 1.2 � 10
8 km2 on the Earth surfa
e. We introdu
ed

a realisti
 rheologi
al 
ontrast between 
ontinental and o
eani
 lithosphere, by (
onservatively) ex-

tra
ting the � 500 m interfa
e from a global sea�oor topography model to retrieve the 
ontinental

margins. The geometri
al model is displayed in Figure 3. The domain was dis
retized generating an

unstru
tured mesh with 189;184 elements, resulting in 800;114 nodes. The element size is biased from

20 to 400 km using the paving meshing algorithm in 
ombination with an appropriate adaptive sizing

fun
tion. A front view of the mesh is shown in Figure 4. The 
ontrast between 
ontinental and o
eani


lithosphere was introdu
ed for a thi
kness of 40 km from the surfa
e, 
omposed by four 10�km�thi
k

layers, with rheologi
al parameters for ea
h layer dedu
ed from the depth pro�les of seismi
 velo
ities

and densities provided by Mooney et al. (1998). At depths greater than 40 km, the domain is split in

laterally homogeneous layers with variable thi
kness, whose elasti
 
onstants are 
al
ulated from the

ak135 velo
ity model proposed by Kennet et al. (1995).

The seismi
 sour
e has been modeled with the multiple CMT solution proposed by Tsai et al.

(2005), whi
h 
onsists of �ve point sour
es, �tting mantle�wave data registered in the 200 � 500 s

period range by the IRIS Global Seismographi
 Network. All 
entroid depths are �xed at 25 km.

Su
h a model results in a total seismi
 moment of 1.17� 10
23 N� m, equivalent to a moment magnitude

Mw = 9.3. Three large slip pat
hes (27%, 33% and 24% of the total moment) are lo
ated in the

southern region of the fault, while the moment releases further north represent about 9% and 7%

of the total. The fo
al me
hanisms of the �ve sour
es 
hange systemati
ally from south to north:

the strike rotates 
lo
kwise and the slip ve
tors rotate from nearly pure thrust to oblique slip with

a large right�lateral strike slip 
omponent. In our simulations, the analysis with multiple sour
es is

a
tually treated as a superposition of multiple single sour
es. We remark that the roughness of the

adopted sour
e model is intentional in order to point out the trade�o� with the real 3D features of

the simulation domain.

4 Results and dis
ussion

The models des
ribed in the previous se
tion were solved to obtain the 
o�seismi
 deformation �eld

produ
ed by the 2004 Sumatra earthquake and the syntheti
 displa
ements were 
ompared with a sub-

set of geodeti
 measurements re
orded by 
ontinuously operating GPS networks. During the analysis

the rheology was modi�ed, generating a set of FE models as summarized in Table 1. Also, di�erent BC

were experimented, using the Okada analyti
al solution as des
ribed before. It is beyond any doubt

that su
h an approximation, negle
ting both 
urvature and lateral heterogeneities, when assigned to

an heterogeneous spheri
al domain introdu
es a bias on the simulation results and in�uen
es the data

�t. Nevertheless the goal of the present work is not to give an improvement in modeling the Sumatra
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stati
 deformation with respe
t to published works (e.g. Chlieh et al. (2007)), but to investigate the

role of rheologi
al 
omplexities and the trade�o� with the sour
e details. In any 
ase, we 
onsidered

that our approximation improves the implementation of BC with respe
t to the �standard� 
hoi
e of

assuming zero displa
ement along the boundaries, whi
h dumps the deformation and would require a

larger model size (see Figure 5).

It is dutiful to say that in the very far��eld the re
orded o�sets are not �tted by our 
al
ulations;

a similar e�e
t has been dete
ted with other approa
hes (Banerjee et al., 2005; Bos
hi et al., 2006),

where moreover deformations appear overestimated. In fa
t, modeling is a�e
ted by edge e�e
ts at

a long distan
e from the sour
e due to the proximity of the mesh boundaries. In addition, the GPS

o�sets registered in those regions 
an not be unambiguously asso
iated with the earthquake, as the

o

urren
e of spurious signals 
an not be ex
luded.

Instead, we fo
used our attention on the moderate�far��eld (Indian O
ean area) and the In-

dian region, where other numeri
al analyses negle
ting lateral variations of the rheologi
al properties

(Banerjee et al., 2005; Bos
hi et al., 2006) 
an �t the measured displa
ements only by introdu
ing

strong 
onstraints on the sour
e model in the form of a highly heterogeneous slip distribution. In

these zones we are able to a

eptably �t GPS measurements from the dataset obtained by Bos
hi et

al. (2006), holding the well-known limits of our modeling.

As a �rst step, inhomogeneous averaged BC were applied, by 
omputing the Okada displa
ements

at the boundary nodes using the elasti
 parameters 
al
ulated from the total volume averaged PREM

values of the Lamé 
onstants, negle
ting rheologi
al layering.

In Figure 6, the syntheti
 displa
ements 
al
ulated on the V07 and C01 models are 
ompared

with GPS data from Bos
hi et al. (2006). It is worth noting that, in the V07 model, GPS sites are

often not 
oin
ident with mesh nodes, due to the poor resolution, and the displa
ement on the 
losest

node is 
onsidered in the 
omparison. On the 
ontrary, the �ner mesh of the C01 model allows a

more pun
tual 
omparison with the GPS datum. In Table 2 the modeled ve
tor magnitude on the

inspe
ted sites, their relative error and the mis�t with respe
t to the experimental measurements are


ompared.

At GPS sites lo
ated in the Indian O
ean area the data �t is a

eptable, if the roughness of the

seismi
 sour
e model is taken into a

ount. In parti
ular, at the nearest stations (SAMP and NTUS),

whi
h are the most sensitive to the detailed sour
e stru
ture, the dire
tion of the modeled ve
tors is in

satisfa
tory agreement with the observations, while their magnitude is quite underestimated. At the

SAMP site the C01 model improves the agreement, while at the NTUS station the V07 model better

reprodu
es the observed o�set both in dire
tion and (espe
ially) in magnitude. More important, we

remark that a rather good agreement, although the displa
ements are again underestimated, is found

at the Indian sites (HYDE, IISC and BAN2), that Banerjee et al. (2005) and Bos
hi et al. (2006)

managed to �t, with a laterally homogeneous model, only at the 
ost of introdu
ing a large number of

free parameters asso
iated with highly heterogeneous distribution of slip in the sour
e model, whi
h

is not 
on�rmed by seismologi
al models. We stress that the poor spatial resolution of the V07 model

does not allow to dis
ern between the BAN2 and the IISC stations, due to their small relative distan
e,

while the C01 model does. The ve
tor orientation at the HYDE station is de�nitely better mat
hed

by the C01 model, while the opposite holds for the IISC station. We 
are to noti
e that our �t

is strongly bound to the geometry of the simulation domain: a test simulation on a multi�layered

laterally homogeneous plane domain (hereinafter referred to as P01), with resolution similar to the

V07 model, failed in predi
ting the orientation of the 
o�seismi
 displa
ements at the Indian stations,

as is shown in Figure 7. This observation 
on�rms that 
urvature has an important e�e
t on the


omputed results.

The 
omparison between plane and spheri
al geometry requires a small digression 
on
erning the

moderate�far��eld. From Figure 7, we note that the stati
 o�set at the SAMP station is better

reprodu
ed by the P01 than the V07 or C01 models. A similar behaviour is observed in the realm

of semi�analyti
al spheri
al models, where �nite faults are approximated by a superposition of point
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sour
es: in that 
ase, a more pre
ise estimation of moderate�far��eld e�e
ts is obtained with planar

models, where the �nite sour
e is fully analyti
ally implemented, sin
e the 
al
ulation is not a�e
ted

by dis
retization (Piersanti et al., 1997; Nostro et al., 1999). In our simulations, a multiple point sour
e

model is introdu
ed in both the plane and the spheri
al models. Consequently, the di�eren
e in the

moderate�far��eld results has to be a

ounted as the long�range e�e
t of the Okada BC, whi
h are

better mat
hed by the plane model. In this respe
t, the simulation on the entire sphere is 
on�rmed

to be ne
essary.

Sin
e the dataset of Bos
hi et al. (2006) is la
king in moderate�far��eld data, we also 
ompared

our results with GPS measurements from Vigny et al. (2005), fo
using on the sour
e region. From

Figure 8, we 
an note that displa
ements 
omputed with the C01 model are almost systemati
ally

shorter than those 
omputed with the V07 model, with few ex
eptions. In some 
ase this implies a

better agreement with GPS o�sets (for example at stations KUAL and GETI), while in other 
ases

the �t is worse (for example at stations PHKT and PHUK). Anyway, the orientation of the ve
tors

appears improved in the C01 model with respe
t to the V07 model.

In order to improve the simulation, we re�ned BC for the C01 model: we took into a

ount the

rheologi
al layering and solved the Okada model for ea
h layer using the appropriate set of elasti



onstants; the 
orresponding 
omputed displa
ements are then pres
ribed to nodes lo
ated on the

boundaries of the same layer. In the following, this will be referred to as the C02 model.

From Figure 9, where the 
omparison with the C01 model and GPS data is shown, and from Table

2, we infer that the upgrading from the C01 to the C02 model has a very little e�e
t on the simulation

results.

Ten years ago, Bilek & Lay (1999) estimated rigidity variations with depth along subdu
tion zones

interfa
es. Rigidity is a measure of the proportionality between shear stress and shear strain and a�e
ts

the degree of earthquake shaking through its in�uen
e on seismi
 wave speed and earthquake rupture

velo
ity. A

ording to their results, the average rigidity of seismogeni
 zones appears to in
rease with

depth up to a fa
tor of � 5 in the range 5 � 50 km. At depths below 40 km, the estimated rigidity

values are 3� 4 times lower than in PREM. This result is 
onsistent with the hypothesis that tsunami

generating earthquakes, whi
h are typi�ed by large slip and slow rupture velo
ity, o

ur in regions

of low rigidity at shallow depths. Several me
hanisms may 
ontribute to the des
ribed trend, but a

main role seems to be played by mineralogi
al phase transitions within the subdu
ting sediments and

in the subdu
ting plate, driven by pressure and temperature in
reasing with depth.

We modi�ed the rheology of the C02 model within a limited region, spanning 4.7 � 10
6 km2 near

the sour
e, in order to �t the rigidity trend estimated by Bilek & Lay (1999) in the seismogeni
 zone.

A
tually, this means we redu
ed the rigidity values in the depth range 10 � 40 km, as indi
ated in

Table 3. In the following, this will be referred to as the C03 model. Figure 11 shows the average

rigidity variations in the sour
e region between depths of 0 and 50 km in the C02 and C03 models,


ompared to the PREM values.

In Figures 12 and 13 we 
ompare the 
omputed ve
tors and the GPS o�sets from the dataset of

Bos
hi et al. (2006) and Vigny et al. (2005), respe
tively. From Table 2, the Indian sites (HYDE,

IISC and BAN2), whi
h are lo
ated immediately outside the softened sour
e region, appear as not

in�uen
ed by the softening; at the nearest stations (SAMP and NTUS), instead, the ve
tor magnitude

turns out to be slightly in
reased, but the e�e
t is very small. Figure 14 displays the ratio between

the deformation magnitude 
al
ulated with the C03 and C02 models: the rigidity redu
tion produ
es

a small ampli�
ation of the displa
ements, stri
tly lo
alized in the sour
e region.

In order to inspe
t the behaviour of our modeling by emphasizing the softening e�e
t, we redu
ed

the rigidity value by a fa
tor of 3 in the depth range 0 � 100 km, as indi
ated in Table 3. In the

following, this will be referred to as the C04 model. The 
omparison with GPS measurements and

previous results from the C02 and C03 models, as reported in Figures 12 and 13 as well as in Table

2, shows an ampli�
ation of the displa
ement ve
tors, but the magnitude of the e�e
t is still very

small. The ratio between the deformation magnitude obtained with the C04 and C02 models, shown
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in Figure 15, presents a larger ampli�
ation with respe
t to Figure 14, but still stri
tly lo
alized.

We modi�ed the C04 model applying averaged instead of layered BC, using the average rigidity

value of the �rst 10�km�thi
k rheologi
al layer. In the following, this will be referred to as the

C05 model. The obtained displa
ements are 
ompared with GPS measurements from Bos
hi et al.

(2006) in Figure 16 and turn out to be greatly in
reased in magnitude, so that now 
omputed ve
tors

overestimate the GPS o�sets. This result is 
ru
ial as it demonstrates that BC heavily a�e
t our

simulations, in spite of the 
onsiderable extent of the simulation domain.

As a last 
he
k, we imposed an homogeneous rheology to the C01 model and we adopted the


omposite sour
e model derived by Tsai et al. (2005). We �rstly 
al
ulated 
rustal deformation by

using the elasti
 parameters obtained from the total volume averaged PREM values of the Lamé


onstants (model C06) and then redu
ing the rigidity value by a fa
tor of 3 in the whole domain,

edges in
luded (model C07). Sin
e within an homogeneous domain under elasti
 regime a linear

stress�strain relationship holds, the ratio between the deformation magnitudes obtained from the two

models is expe
ted to be 3 everywhere. This 
ir
umstan
e only o

urs if BC are also 
omputed with

the redu
ed rigidity value, as shown in Figure 17. If this is not the 
ase, i.e. if BC are invariably


omputed using the initial averaged elasti
 parameters of the C06 model (model C08), a very long

range e�e
t of the BC is observed (Figure 18), providing 
lear eviden
e that the simulation domain

adopted to investigate su
h a great event, even if large, is not large enough to avoid edge e�e
ts also

at a short distan
e from the sour
e, i.e. at a large distan
e from the boundaries. Future work will be

then devoted to build up a totally spheri
al domain representing the entire Earth, in su
h a way that

the BC issue will be bypassed.

5 Con
lusions

By means of a re
ently developed 3D Finite Element approa
h (FEMSA), we performed a methodologi-


al study 
on
erning the e�e
ts of 3D features, su
h as geometri
al and/or rheologi
al heterogeneities,

and BC on earthquake modeling. As a 
ase�study, we evaluated the 
o�seismi
 displa
ement �eld

asso
iated with the giant 2004 Sumatra�Andaman earthquake. To this purpose, we generated a 
om-

plex spheri
al simulation domain in whi
h a real 3D meshing was introdu
ed as a rheologi
al 
ontrast

between 
ontinental and o
eani
 lithosphere. This was a
hieved by extra
ting the 
ontinental mar-

gins from global bathymetry data. We also took into a

ount a realisti
 variation of the rheologi
al

properties with depth in the seismogeni
 zone, as proposed by Bilek & Lay (1999).

We 
ompared the 
omputed deformation �eld with GPS measurements using the datasets obtained

by Bos
hi et al. (2006) and Vigny et al. (2005) and paying spe
ial attention to the moderate�far��eld

and the Indian sites. Our results highlight the existen
e of a trade�o� between 3D features and sour
e

details and a strong sensitivity to the applied BC.

Presently, most modeling approa
hes introdu
e a large number of free parameters to a

ount for

small s
ale 
omplexities of the slip distribution (Bos
hi et al., 2006; Chlieh et al., 2007), that are not

ne
essarily 
onne
ted with the physi
s of the investigated event. We obtained an a

eptable agreement

with data in the inspe
ted regions using a simple point sour
e model together with a 
omplex spheri
al

3D meshed simulation domain, where 
urvature plays a 
ru
ial role. The 3D modeling partially trades

o� the roughness of the sour
e model. Of 
ourse we do not mean that there is no need to take into

a

ount heterogeneous energy release me
hanisms. Our point is that model 
omplexities should be

introdu
ed with a logi
al and physi
ally 
onsistent hierar
hy. The presen
e of major 3D geometri
al

and rheologi
al features, as spheri
ity or o
eani
 
rust 
ontrast, is 
ertainly true and, in order to

avoid arti�
ial trade�o�, their e�e
t should be 
onsidered before introdu
ing further 
omplexities as

heterogeneous energy release on the fault plane. We remark the o

urren
e of an asymmetry in the

trade�o�, sin
e the additional parameters in our simulations are not free parameters but real Earth


omplexities, whi
h are 
onstrained by the physi
al properties of the investigated area and 
an not be

arbitrarily tuned.

7



The systemati
 analysis of BC revealed a very long range e�e
t on the 
al
ulations, even if the

simulation domain has a 
onsiderably great extent. This result demonstrates that a limited domain,

even if large, is not suitable to investigate the e�e
ts produ
ed by an event of su
h a magnitude,

requiring the generation of a self�gravitating sphere representing the entire Earth. In this respe
t, the

Sumatra earthquake should be regarded as a real �global� event.
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Table 1: Summary of the 
hara
teristi
s of the FE models implemented in the present study.

Model Geometry Mesher Rheology Lateral heterogeneities BC Rigidity softening

V07 spheri
al 
gx layered no averageda no

P01 planar Cubit homogeneousa no averageda no

C01 spheri
al Cubit layered yes averageda no

C02 spheri
al Cubit layered yes layeredb no

C03 spheri
al Cubit layered yes layeredb yese

C04 spheri
al Cubit layered yes layeredb yesf

C05 spheri
al Cubit layered yes averagedc yesf

C06 spheri
al Cubit homogeneousa no averageda no

C07 spheri
al Cubit homogeneousd no averagedd yesg

C08 spheri
al Cubit homogeneousd no averageda yesh

aThe total volume averaged PREM rigidity value is used.
bThe layer by layer rigidity values are used.
cThe �rst 10�km�thi
k layer rigidity value is used.
dThe redu
ed total volume averaged PREM rigidity value is used.
eApplied in the sour
e region in the depth range 10− 40 km.
fApplied in the sour
e region in the depth range 0− 100 km.
gApplied in the whole domain.
hApplied in the whole domain but the edges.
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Table 2: Absolute value of the horizontal displa
ement ve
tor on a set of GPS sites from the dataset of

Bos
hi et al. (2006) and from FE simulations. The ve
tor magnitude is expressed in 
m. The relative

error, de�ned as (|uF E | � |uGP S |)=|uGP S | � 100, and the mis�t, de�ned as (|(uE
F E

� u
E

GP S
)=�

E

GP S
| +

|(uN
F E

� u
N

GP S
)=�

N

GP S
|), are also indi
ated between bra
kets.

GPS V07 C01 C02 C03 C04

SAMP 14.62� 4% 6.64(-55%,46.8) 6.27(-57%,35.9) 6.33(-57%,34.3) 6.63(-55%,31.9) 8.71(-40%,23.4)

NTUS 2.37� 22% 1.50(-37%,4.6) 0.58(-75%,11.3) 0.54(-77%,12.1) 0.55(-77%,12.0) 0.60(-75%,12.3)

HYDE 0.94� 38% 0.37(-61%,4.3) 0.50(-47%,4.3) 0.46(-51%,4.1) 0.44(-53%,4.2) 0.46(-51%,4.4)

IISC 1.52� 34% 0.82(-46%,4.1) 0.95(-38%,5.3) 0.85(-44%,5.2) 0.85(-44%,5.1) 0.89(-41%,5.4)

BAN2 1.10� 43% / 0.90(-17%,3.4) 0.81(-26%,3.5) 0.81(-26%,3.4) 0.85(-22%,3.6)
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Table 3: Rigidity layering used to perform the FE simulations. The softening is only applied in the

seismogeni
 zone. Up to 40 km from the surfa
e the 
ontinental and the o
eani
 lithosphere are

di�erentiated. Numeri
al values are expressed in units of 1010 Pa.

C01,C02 C03 C04,C05


ont. o
e. 
ont. o
e. 
ont. o
e.

0�10 km 0.58 0.58 0.58 0.58 0.19 0.19

10�20 km 3.43 6.48 0.86 1.62 1.14 2.16

20�30 km 4.33 6.88 1.44 2.29 1.44 2.29

30�40 km 6.48 6.88 2.16 2.29 2.16 2.29

40�180 km 6.71 6.71 2.24

80�100 km 6.78 6.78 2.26

100�120 km 6.78 6.78 6.78

120�140 km 6.87 6.87 6.87

140�240 km 7.07 7.07 7.07

240�340 km 7.67 7.67 7.67

340�670 km 10.9 10.9 10.9

670�1000 km 17.3 17.3 17.3
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Figure 1: Blo
k diagram of the automati
 simulation pro
edure implemented in FEMSA, as des
ribed

in the text. The green path is related to laterally homogeneous domains, the red path is related to

domains with lateral variations of the rheologi
al properties, while the blue path is shared between

the two types of domain.
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Figure 2: Front and lateral view of the mesh generated by 
gx (Volpe et al., 2007). The wireframed

sphere is only displayed for presentation purposes.
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Figure 3: Pi
torial view of the model generated by Cubit. A front and a lateral perspe
tive of the

domain are shown, both being represented on the sphere for a better view. The 
ontrast between the


ontinental and the o
eani
 lithosphere is emphasized by 
olours.
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Figure 4: Front view of the unstru
tured mesh generated by Cubit.
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Figure 5: Comparison between GPS measurements from Bos
hi et al. (2006) and the horizontal

displa
ements resulting from the FE simulations on the C01 model with zero displa
ement along the

boundaries. Error ellipses 
orrespond to 90% 
on�den
e.
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Figure 6: Comparison between GPS measurements from Bos
hi et al. (2006) and the horizontal

displa
ements resulting from the FE simulations on the V07 and C01 models. Error ellipses 
orrespond

to 90% 
on�den
e.

19



40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

ALIC

BAKO

BAN2

BJFS

CEDU

COCO

DAEJ

DARW

DGAR

GUAM

HOB2

HYDE

IISC

IRKT

KARR

KIT3

KUNM

LAE1

LHAS

MOBS

NTUS

NVSK

PERT

PIMO

POL2

SAMP

SELE

SHAO

SUWN

TCMS

TIDBTID2

TNML

TOW2

TSKB

TWTF

URUM

USUD

WUHN

YAR2

YSSK

40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

1 cm
GPS 
P01 model

40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

Figure 7: Comparison between GPS measurements from Bos
hi et al. (2006) and the horizontal

displa
ements resulting from the FE simulation on the �at P01 domain. Error ellipses 
orrespond to

90% 
on�den
e.
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Figure 8: Comparison between GPS measurements from Vigny et al. (2005) and the horizontal dis-

pla
ements resulting from the FE simulations on the V07 and C01 models. Error ellipses 
orrespond

to 60% 
on�den
e.
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Figure 9: Comparison between GPS measurements from Bos
hi et al. (2006) and the horizontal

displa
ements resulting from the FE simulations on the C01 and C02 models. Error ellipses 
orrespond

to 90% 
on�den
e.
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Figure 10: Comparison between GPS measurements from Vigny et al. (2005) and the horizontal

displa
ements resulting from the FE simulations on the C01 and C02 models. Error ellipses 
orrespond

to 60% 
on�den
e.
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Figure 11: Plot of the (average) rigidity variations with depth in the range 0 � 50 km in the sour
e

region as �xed in the C02 (as well as C01) and C03 models, 
ompared to the PREM values.

24



40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

ALIC

BAKO

BAN2

BJFS

CEDU

COCO

DAEJ

DARW

DGAR

GUAM

HOB2

HYDE

IISC

IRKT

KARR

KIT3

KUNM

LAE1

LHAS

MOBS

NTUS

NVSK

PERT

PIMO

POL2

SAMP

SELE

SHAO

SUWN

TCMS

TIDBTID2

TNML

TOW2

TSKB

TWTF

URUM

USUD

WUHN

YAR2

YSSK

40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

1 cm
GPS 
C02 model
C03 model
C04 model

40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

40˚

40˚

60˚

60˚

80˚

80˚

100˚

100˚

120˚

120˚

140˚

140˚

160˚

160˚

−40˚ −40˚

−20˚ −20˚

0˚ 0˚

20˚ 20˚

40˚ 40˚

60˚ 60˚

Figure 12: Comparison between GPS measurements from Bos
hi et al. (2006) and the horizontal

displa
ements resulting from the FE simulations on the C02, C03 and C04 models. Error ellipses


orrespond to 90% 
on�den
e.
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Figure 13: Comparison between GPS measurements from Vigny et al. (2005) and the horizontal

displa
ements resulting from the FE simulations on the C02, C03 and C04 models. Error ellipses


orrespond to 60% 
on�den
e.
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Figure 14: Ratio between the deformation magnitude 
al
ulated with the C03 and C02 models.
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Figure 15: Ratio between the deformation magnitude 
al
ulated with the C04 and C02 models.
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Figure 16: Comparison between GPS measurements from Bos
hi et al. (2006) and the horizontal

displa
ements resulting from the FE simulations on the C04 and C05 models. Error ellipses 
orrespond

to 90% 
on�den
e.
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Figure 17: Ratio between the deformation magnitude 
al
ulated with C07 and C06 models.
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Figure 18: Ratio between the deformation magnitude 
al
ulated with C08 and C06 models.
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