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Abstract

The ionosonde is a system which exploits the réetdrique: it applies electromagnetic waves with
variable frequency in the HF band to measure th@spheric layers electron density, height and other
parameters. This paper is a technical report omée digital ionosonde (AIS-INGV), which was deségn
both for research purposes and for the routinecenf the HF radiowave propagation forecast. & baen
developed almost completely within the LaborataliGeofisica Ambientale (LGA) at the Istituto Nazade
di Geofisica e Vulcanologia (INGV). It exploits awed techniques for the signal analysis, recent
technological devices and PC resources. The répditided into two parts; the first is a generakdription
of the design development, the second is a mowalelétdescription of the blocks and circuits adyubuilt
and tested, directed to a specialist reader.

1. INTRODUCTION

1.1 The needs of sounding the ionosphere

Traditionally it is called ionosphere those partlod atmosphere that shows a conspicuous ionisation
of the medium, i.e. there is a concentration ottetms and ions much greater than outside of i th
ionisation being due mainly to the X and UV radiatcoming from the Sun. Even though the most releva
interest in the study of the ionosphere lies in éipplications on the radio propagation, other t®ice
investigated, such as the relationships with timtheaagnetic field and the climatology.

Historically the term “ionosphere” was adopted ightight the fact that the ionisation was suffidien
to influence the propagation of radio waves in saahay to make possible long distance links ong&aeh.
Almost every electromagnetic wave is influencedtwy ionosphere, but those which are deviated ih suc
way to make possible the above mentioned linkoahg those with a frequency between 30 kHz and3P5
MHz, i.e. using the international names for thegdzhnds, the LF, MF and HF bands are involved.viay;
also the radio waves at higher frequencies cartbeumted and deviated passing through the ionosp8e
the ionosphere has importance also in such serlikethe satellite links or the GPS.

The ionisation is not constant at different heighlss gives rise to layers with different electron
density N, as it is possible to see examining asitheprofile like the one in fig. 1.1. The ioniséaers are
identified by a letter: D, E, F (F1 and F2) andystpproximately between 50 and 1000 km, so thegagpr
over the mesosphere and the thermosphere and momceso the peaks of N (not always so evident).
Obviously their position and strength changes atingly to the solar radiation, showing cycles alang
single day, the seasons, and the solar 11-yeals. ddiso the position on the earth affects the sation;
mostly the latitude, but also the magnetic field oc#luence it.

In order to accomplish a ionospheric radio link soparameters have to be determined, as: the
frequency of the carrier, the transmitted poweg, tilpe of modulation, the angle of radiation, &lte work
can be carry out knowing the profile of ionisati@m,at least some parameters related to it. Agtutte
profile is not known and it has to be inferred bgans of a proper sounding of the medium carriedogut
means of a dedicated radar called ionosonde.

A ionosonde traditionally sends a radiowave towatfus ionosphere, almost always in vertical
direction, and, examining the delay of the receigelo, it infers the height which the reflectiorcaced at.
Being the reflection a not perfect one, i.e. itslaet occur over a perfect mirror, the calculateigiht is only
a “virtual” one and it is insufficient to infer theal height of the reflecting layer. It is only Ineans of a
multiple sounding at different frequencies thas ijpossible to “invert” the data and get the iotsaprofile.
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Fig.1.1 — A typical electron density profile

Anyway, also the “rough” data, containing only thgual heights versus frequency, may be sufficient
to get the relevant parameters to be used to desigrk. This kind of graph, with the virtual heighis
called “ionogram”; an example is shown in fig.1vZhere the just mentioned relevant points have been
highlighted. The not horizontal shape of the layisrslue to the not constant speed of propagaticien
medium; it appears clear the not correspondenceceet the displayed height (virtual) and the actune: at
some frequencies, called “critical’o¥, X= E, F1, F2), the echo appears to arrive evemfa very far
distance, much greater than that typical at fregesnust lesser than them. The second profilgr@en) is
due to the so called “extraordinary” ray, the residila birefringence phenomenon into the mediung tiu

the earth magnetic field.
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Fig.1.2 — lonogram example

The ionogram is the “traditional” output of a ionosle system; the recent developments have brought
to additional outputs, for instance the drift vétpof the layers or even directly the electron signprofile
(see also the end of the next paragraph). Morermdton on the propagation in the ionosphere islabla
in the large literature on this subject (for exaengte [Bianchi 1990]).



1.2 A brief history of ionospheric technology

The modern ionosondes sink their roots in the asispheric sounding experience. The ionosonde
was the forerunner of the modern pulsed radar, gvengh continuous wave (CW) interference technique
was used at first to probe the ionosphere. A réetdrmique based on CW interference followed quitkey
first radio. In fact, an electromagnetic systemeatal detect and locate reflecting surfaces was|dped
since the beginning of the past century (1903) hyidgiian Hilsmeyer who patented his system in sgéver
countries [Skolnik 1980]. The stage of the techgglat that epoch was insufficient to give practiesults.
The range, a little more than one km, did not erage its application, and for about two decadesnsisits
lost interest in this field. Guglielmo Marconi exmmced himself the reflection of radio waves by
conducting layers (ionosphere) since his firstgcamtinental radio connection and, later, usingtsivave
reflection from moving large objects like ships. piat all its authority on this subject, and in amnoeable
speech [Marconi 1922] he said:

[...] It seems to me that it should be possible tsigtean apparatus by means of which a

ship could radiate rays in any desired directiorhioh rays, if coming across a metallic

object, such as another streamer or ship, woulddflected back to a receiver screened

from the local transmitter on the sending ship, ahdreby, immediately reveal the

presence and bearing of other ship in a fog orkthieather.
From these sentences, it appears clear that C\WWergace should be employed and the pulsed teckgiqu
was not considered yet. In fact, by means of thiar technique, based on the phase difference battie
sky and ground wave, Appletton and Barnett weres dbl infer the height of the ionospheric layers
[Appletton and Barnett 1925]. The first pulsed raglas developed by G. Beit and M.A. Tuve in USA &nd
was also the first experiment on which the heidghd conducting layer in upper atmosphere was medsur
[Beit and Tuve 1926]. The line had been drawn, after that the scientists worked frantically while
radio technology had been increasing tremendoaslyecially for communication purposes. The newaalls
radar (now called ionosonde) became the prefernedb@cause, compared with the pulsed technique that
directly could yield the exact distance (range), @Weérference technique (in various forms) was not
competitive.

The years during and after the World War Il were thost significant ones for the development of
modern radars. The progresses in such a field wleserved day by day: starting from the employmént o
waves shorter and shorter till to the using of ¢heity-magnetron, from new sophisticated antenoasetv
switching systems. The introduction of some analgéithe received signal to extract useful infoinrabn
the nature of the targets (MTI and ADT radar) wasther decisive step. In the late sixties scientiséd to
solve another problem: the transmitted power. Eary, in order to increase the S/N ratio, bruteddfavas
used employing kWs of transmitted power in all rad@énosondes included.

At the beginning of 1970s a new generation of iomdgs, with some kind of internal processor or
computer-interfaced, capable of measuring someacteristics and performing analysis on the received
echo signal, was developed. Such ionosondes wéesl dedvanced lonospheric Sounders (AlS). They had
the desired characteristics to reduce the powemaaidtain a favourable S/N ratio, because the esgm
started using such techniques as the pulse conmqmessherent integration etc. Starting from thd ehthe
1970s a CW-FM [or chirp] VIS was realised by Bamy] owell University a series of digital ionosondas
produced, from 128P to DPS-4 [Bibl 1998], at NOAgh lthe “dynasonde” was developed, in Australia KEL
Aerospace also developed an advanced sounder,1RSe7 [Hunsucker 1991].

With the coming of the AIS the creativity of thenmsonde designers exploded and various analysis
techniques have been employed. Now, the preseldspphy is to make as low as possible the transditt
power and the interference towards other apparatusncrease the immunity to the noise sources, to
elaborate the received complex signal extractingnash information as possible (frequency, amplitude
phase, echoes time delay, polarisation and Dopfpeguency shift). Moreover, nowadays the users
appreciate the capability of scaling automaticttly ionograms and the network resources to supalied
data in real time. Many of these capabilities werglemented in the new INGV ionosonde.



1.2 Structure of the report

This report has more than one purpose:

a) explaining the motivations that leaded the desagd manufacturing of the new ionosonde, and to

describe the design itself;

b) acting as a minimal archive of the documentagibaut the design and the manufacturing of theesyst

useful also as an aid to the system user;

C) to act as the basis on which it will be possilelevelop future designs, in order to expandpitesent

ionosonde capabilities (performed by the same othem team).
The objective a) will be exploited in such a wagtth will be possible to follow the treatise alfew

the not- specialist (provided a general knowledgehysics and maths); on the contrary, the poihtsrl ¢)

are directed to those who have an adequate knowledfe fields of radio/radar technique and eteuts.

To achieve the above purposes the paper has bganised in the following sections (the numbers are
the same used to name the chapters):

2.1. background considerations, to highlight thénnpgoblems that arise in the design of a systech sun
ionosonde;

2.2. description of the specifications of the n®&GV AlS, with the considerations that justify thesign
choices;

2.3. a functional description of the whole system, the exposition of the operation of the maiockb
constituting the system;

3. the detailed description of the system, botha aubsystem / block level and at circuit level; the
description is pushed to the electrical schemesn évough it will not be done thoroughly, i.e. adit
the electrical components appearing in the eledtschemes will be described in detail; also the
software will be described;

4, the presentation of some experimental residhtav the good working of the system;

A. appendixes including: electric schematic diaggasoftware listings, notes about the technologdus
the way of operation to be followed by the usereth and manage the ionosonde, references, etc.

Section 2. is to meet the above goal "a"; all tthepsections shall meet the goals "b" and "c".



2. DESIGN DESCRIPTION

2.1 Background considerations

2.1.1 Range determination and resolution

A classical ionosonde is a pulse radar that warkhé HF band, so its main characteristics diffenf
those of a classic radar only in a slight way. dthbof them an RF pulse train is sent towards thegét" and
the time delay of the echo is measurat),(the_distance of the tarde¢ing given by:

h, :%m , 2.1.1)
where c is the speed of light. Note that the distarseleen written as ,’h pointing out the fact that the
distance is not the real height of a reflecting layer Buiréual” one, the one that would be if the speed of
the waves were always equal to the speed of light irvdlcaum; the real height is greater, but it can be
calculated only in an indirect way, the ionosonde baislg only to furnish this raw piece of data.

Equation (2.1.1) is the fundamental relationship that alldesign parameters to be calculated, e.g.
resolution and the minimum and maximum distances. R#ésolis the minimum distance between two
different “targets" to be detected. In (2.1.1) the heigltomes a resolution it is substituted by a
"quantum”ot that expresses the minimum time interval between twereift echoes the system is able to
resolve. In the classic ionosondes this interval was gxegtial to one pulse duration, but the theory shows
that it is not necessary for the pulses to be the dtoa® possible in order to achieve the maximum
resolution [Skolnik 1990]. The main limitation to the shostef the pulse width is the peak power of the
transmitter. In fact, in order to reach long distances, desirable to send pulses of a high energy (power
multiplied by time); shortening the time width implies in@ieg the peak power, action limited by the
technology available for the transmitters.

The minimum distancés determined by the pulse length, in fact it is not ptessiblet the receiver
work while the transmitter is outputting one pulse. Toisavoid possible damages to the circuitry of the
receiver, designed to work at very low levels, ondbetrary the transmitted pulse could enter the receiver
directly and saturate or damage it. Every ionosondealgating system that enables the transmitter and the
receiver alternatively. Sayingthe pulse duration, the (2.1.1) can be used to fotbseminimum distance,
in fact, substitutingAt with 1, (2.1.1) yields the "blind" distance, the minimumtaige at which the
ionosonde can investigate the ionosphere.

More difficult is to forecast the maximum distanbecause it is influenced by the detection capability
of the system. Postponing the analysis of this matter scand time, it is possible for now to settle a
relationship between the distance and the frequenogpefition of transmitted pulses, the so called PRF. It
is to be remembered that, if a new pulse is outputteatdell expected echoes of a previous one have been
received, the risk of superposition of new echoes thi¢hold ones arises. To minimise this risk PRF should
be lowered as most as possible. Usually the microwawegad not afford a lowering of PRF for more than
a reason: a low PRF implies a less detection capalliétause of a reduced capability of integration,
moreover, if a speed detection is required, a high BRboves the accuracy of speed. Fortunately
investigating the ionosphere does not require striatipations about integration and speed (measurement
of speeds were not performed by the classic ionosatd®h, so it is possible to work easily in the so called
non- ambiguity condition, i.e. given the maximum expeatiethy, related with the maximum height
expected for a layer, the PRF is lowered as much adigtence between two consecutive pulses equals the
maximum expected delay. Again, (2.1.1) can be ugathaubstituting Wt with PRF and hwith hyas

2.1.2 Received signal amplitude, dynamic range aritle radar equation

The fundamental relationship, used to perform desigiuatirans about the detection capability of a
radar system is the well known radar equatlbnan be written in various ways; the one reported allthe
calculation of the received powey, Rnowing the transmitted powerPthe effective area and the gain of
the antennas (£and G), the distance covered (r42) and the losses §) of the system:

p=tl%pl (2.1.2)
La  4m
Note that in this form the equation seems to give sigmifie to power rather than to energy; this happens
because it does not take into account the influenceoise on the detection process of the system. In a
context that allows for the detection process the pufssergg and the noise power would assume
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significance. For the present, it is perfectly equivalemisitiering the power of the signals or their energy;
equation (2.1.2) has been introduced to point out theesaaf attenuation that affect the signal. Note also
that the range r is not powered to 4, as in the clasdar,raut to the square; this is due to the particular type
of targets, that are not modelled as points but are simitar to indefinite planes.

Let's resume the relation between the antenna gaiitsseffective area:

2 2
A =Gy cd 0G, B—;, (2.1.3)
ar a7t ?

where it was assumed that the wavelength into the antengaatte the one in the vacuum, and that the
gain of the receiving antenna is different from the one ofrresmitting one, previously mentioned G
The (2.2) can be rewritten in terms of the total attenuatimhusing logarithmic units (dB and dBm):
R(dBm ~Fr(dBm = Lg(dp) * Lads) ~2G(dB) ~ Ae(dB) - (2.1.4)
where G is the gain, assumed equal in the transmittingrecelving antennas, and, lis "geometric"
attenuation, as a function of the distance and other geometamgi@rs (it is a composite geometric
parameter), given by:
Lg(dB) = 20%9(@) . (2.1.5)
The parameter J("absorption” losses) is a system figure that takes imtowent for many causes of
signal attenuation that will be shortly resumed here. The geicnadtenuation could be considered one of
the causes of attenuation and, due to its major relevances ibden treated separately (more detailed
information can be got from specialised publications asNldmara] and [Davies 1990]); other causes are:
= jonospheric medium absorption (so called "not deviative"), bagiclale to the fact radiowaves pass
through ionised media (it is proportional tw/Kf, where N is the electron density,the frequency of
collision between electrons and neutral particles, f the radievrequency);
= polarisation decoupling, the effect of the rotation of the neddon plane of the reflected wave with
respect to the orientation of the receiving antenna;
= focusing effects, due to the fact the reflecting surfacesar perfectly plane but can act as focusing or
defocusing mirror-like surfaces (so they can give alsord)gai
= deviative attenuation, that allows for the not perfect céfta-law behaviour of the travelling wave when
it emerges from a layer after reflection;
= system losses; these can be due to many factors, but thegumed mainly by mismatching effects and
the attenuation in the cables that connect the antennas to i ;styst values reported in table 2.1 are to
be considered as "residual” ones, reached in a well designedaandactured system ;
= jonospheric layer shielding, where the "shield" is the Erlayjeen the propagation is possible up to the F
layer.
In the table below the expected minimum and maximum valutrgeofarious contributions are summarised,
including the geometric one, and the antenna gains (accountegjative) to allow of a comparison.

Parameter Min. Max.
Geometric (composite) 80 120
lonospheric absorption 1 20
Polarisation decoupling 3 6
Focusing effects -8 8
Deviative attenuation il 2
System losses 1 2
Layer shielding ( 2
Antennas gains - 0
Total attenuation 74 160

Table 2.1 - Expected causes of signal attenuation

All the considerations just resumed bring to a couple of comelssiThe first: it is possible to
disregard all contributions but the geometric attenuation, thatnessa major role. It is to be added that the
maximum attenuation value is highly unlikely, because it wouldiroktthe worst case conditions, so this
value should be slight reduced to obtain a more suitable level:B30 d



The second conclusion: also the dynamic range is determinatlyniy the variations of the
geometric attenuation, it can be assumed to be approximately & @Bhigh value that it is difficult for a
receiving system to comply with this kind of requirement, alsosidering the use of an AGC. Of course,
having to choose in what way to accept a narrower dynamgerat is preferred to preserve the detection
capability and accept an amount of distortion in correspondertbe tases in which the received signals are
stronger. Fortunately the traditional ionosondes (and the INf/ too) tolerate these distortions, because
they must detect only the time position of the echoes and noatrefaym.

As a conclusion, it is to be remembered that the attemuatédues alone do not allow the
determination of the detection capability of an ionosonde sydtenthis aim being necessary to know the
signal-to-noise ratio.

2.1.3 Noise sources

With the term "noise" it is possible to refer to any caokedegradation of the useful signal due to
other signals, coming from various sources, even thoughlyshalterm is used only referring to signals
with a stochastic nature, i.e. not deterministic; we shalltius term in the more general sense, including also
the deterministic signals coming from transmitters, other thanionosonde. A wide exposition of this
matter is beyond the purpose of this paper; making a synthdsigassible to identify three different type
of noise, each of them requiring different measures tarted.

A) Internal noisei.e. the noise generated inside the system. Insideatagary there are noises of different
origin (shot noise, flicker noise, etc.), but all of them shmwtochastic behaviour with a gaussian
distribution. The most important contribution comes from the #eccéhermal noise, whose power is
given by: R= KTBF. This quantity refers to a noise measured in a givent pothe receiving chain. The
symbols are: k the Boltzmann constant, T the absolute tempertthre,bandwidth (thought as limited
by some kind of filtering), F the noise figure, a parameted us allow for the increasing of the noise due
to the stages preceding the measurement point. Actual typicegs in the first stages of the receiver are:
k= 1.3810% JK™, TO 280 + 310 K, BJ 30 + 70 kHz, FJ 10 +16. The result is &1 1.210™ =+
4.810"°W.

B) Environmental noiseThere are many sources of disturbance; the first twénateral”, the cosmic and
the atmospheric noises, the third is the so called man- masks itdias characteristics that make it more
similar to the next type of noise (C). The "natural" sougtes rise to marginal effects: cosmic noise in
Europe has a power less than -100 dBm; the atmospheric noisetigradber, but its power remains
about -80 dBm, so it can be considered as a weak source of noise.

C) Interferences and man-made disturbancéie man-made noise is generated by all sources of
radiofrequencies radiated by devices and machineries)yéat not strictly) located near the ionosonde
receiver. The process of generation of disturbances is not ortehtand is due to not perfect shielding or
suppression of spurious effects in those systems. Interfareiseeeach time an intentional emission of
radiowaves is captured by the receiver of the ionosonde; this isveott rare, considering that the range
of frequencies in which the ionosonde works comprises all thedsbased by radio communication
(networks, radio links, etc.) in MF and HF fields; the powafsuch disturbances is very strong below 10
MHz. It is very difficult to predict the frequency locationdaintensity of such disturbances, as an order
of magnitude, it can reach -50 dBm in many cases, but itldmukven stronger.

In the table 2.2 the various type of noise sources are susaudali is easy to realise that each noise is
much greater than the one indicated in the previous line, ahdhth resulting level of the combination of
noises in two lines is equal to the greatest of the two.

Noise type Level (dBm
Internal (thermal) -11B
cosmic -10(
atmospheric -8D
man-made -50

Table 2.2 - Noise levels comparison

Some considerations at this point can be made. The fitsatisttis unnecessary to provide for a low
noise design of the receiver, because, also in the lack bfssmeeasure, the noise can be neglected with
respect to other causes, which it is not possible to geffrifihe second is about the lowering of the man



made noise. Its level can reach values absolutely iatdkerthat can overcome the signal echo. Fortunately
this kind of noise is not always so strong, becoming cribosf in concomitance to the broadcasting bands;
in these cases the use of the traditional countermegsaresw band filtering) is not sufficient to avoid the
missing of the received signal, so additional measures adeddo improve system performance.

2.1.4 Detection capability

The problem of determining the detection capability in a radstesy has a primary place in the
design. The purpose of this section is not to resume the wideythbout this topic, but to point out the
basic concepts that lead to consequences in the new ionosecdiEaions.

The process of detection of a "target” can be thought as aotetziken after a few steps: reception of
a signal, its pre-elaboration, its comparison with a thresteotletermine whether the target is present or not.
The term "present” refers to a specific position, bettspegific time position along the received stream of
data; in fact, the aim of the system is to determine d@frget is present and where it is (remember the word
radar means "radio detection and ranging"). The determinatiposition is affected by errors and can be
carried out with an accuracy limited by the resolution cajalif the system. In a previous section it was
stated that the resolution is determined by the bandwidth of trersyaihd that in the traditional ionosondes
this parameter was directly proportional to the shortness ofrémsmitted pulse. For now let's forget
advanced systems and think to a very simple one, using aesmmigke with a lengtbt, corresponding to the
range resolution.

From a pure conceptual point of view, the system can be thouditeak up the received signal in
many time intervals, each "cell" beidglong, then it tries to understand whether an actual echodergrer
not in one cell at a time (we assume that, if presangcho can be placed exactly into a single cell). To do
so, it disregards what happens out of the examined cell,ratebdhe signal-plus-noise present inside it, and
at the end it puts the signal inside a processor that outfiuiteed or "false” corresponding to the presence or
the absence of a target in that specific time cell. Thesidacfunction of the processor can be expressed in a
synthetic way as:

Ya(tn) = f(Pra, Po, S/N) (2.1.6)

where it was used &s the time variable to underline it has a discrete nd@yrand B are the probability of
false alarm and the probability of detection, assumed agrdparameters, S/N is the signal-to-noise ratio,
the ratio of the powers of the useful and the disturbing Sgatahe input of the processor. Note that, given
that the "world" inside which the decision is taken is limited timee cell, it is perfectly equivalent to
substitute the powers with the energies, given that the iterval is constant and equats Usually the
relationship among the three variables that influence tiygub are reported in the literature [Skolnik 1997]
for various operating conditions. The designer usually choosessieedid?, (say 1) so he/she can
determine what is the minimum S/N that can afford a giver{wth P, fixed, S/N and P are directly
proportional, while with B fixed, B, and S/N are inversely proportional).

This exposition is obviously a very simplified one, but in teaaases the situation does not change
in a significant way. Say, for instance, the system hasarmalogue and not a digital structure; as a
consequence the data stream is to be substituted by a contimpmals %, if an echo is present, it could be
placed in whatever position, but the decision is influenced bgahee parameters; specifically the output
can be true or false depending on the signal to noise ratimpiadée timedt preceding the actual instant.
Now, the designer has the possibility to influence only theamater S/N, that is anyway somewhat
constrained by ambient conditions. Let's explicit the S/N as:

SIN=E/ (5t - N) (2.1.7)

where it was simply substituted the signal power S with ttie ofits energy to the time duration. Note that
the duration is equal to the resolution, a situation true ingdbenaed case of a simple pulse radar. But what
about the system makes use of a different pulse? If aisoi¢roduced before transmitting the pulse a
"decoder" has to be used before the decision process Sibvipusly the decoder has not the property to
alter the energy of the signal, it can only changéoits (e.g. shortening the duration and increasing its peak
value). Remembering the reasoning carried out just a f@s kbove, the parameter affecting the S/N is the
resolution, that now is not equal to the transmitted pulseHengt
In synthesis: in the simple pulse system the variableshénratio E / &t cannot be altered

independently: in fact reducing reduces also Hf the peak power is not increased proportionally. On the
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other hand, in a coded pulse system there is the possiililyeat E and 6t independently: leaving the
receiver bandwith constast does not change, while Ean be increased using a longer code. The following
figure can be useful to understand the more general system.

ENCOD ,| DELAY DECOD ,| DECIS
) ) @) ©) (6) ()
(4)

Fig. 2.1 - Simplified scheme of an encoded pulse radar system

In fig.2.1 the signals are referred to as follows:

(1) is a trigger pulse, that starts the time basignthe thought of as a simple pulse;

(2) is an encoded pulse, generated by the block "ENCOD"; this blodkdade also the transmitter, so at
this point the signal has a powgraRd a length;

(3) is the signal after passing through the ionosphereyettlay a time proportional to the height of the
reflecting layer, and attenuated by a factor L, fixed byrétgar equation: BLP;; its energy is given by:
E~=P, 1; note that L is a function of the distance;

(4) is the noise, thought as simply added in a linear way tadbeived signal (neglecting non linear
processes), its power is N;

(5) is the actual signal at the input of the receiver,rglwethe sum of (3) and (4);

(6) is the output of the decoder "DECOD", which, as previouslied, cannot alter the energy, but it can
change the peak value of the signal, which becomes S, whiteite remains N because it is not altered
by the decoding process;

(7) is the output of the decision process "DECIS", it is a fanodf B, and R as stated by the formula
(2.1.6).

Note that the previous symbol S/N refers to the point (6), whédevalues P P, usually found in the
radar equation refer to the point (5). Now, the design spatidns usually fix B, P, the resolutiordt and
the maximum distance; more, N is fixed by other causesaitm is to determine the requesteadrit, that
is now simple, following the steps described below:

» from R, and B determine S/N from graphs; this step is usually jumped émaesbnde design because the
specifications are not strict, in fact values of about 509Pfare accepted, with about 0 dB S/N;

» assuming a reasonable value for N, from (2.1,7$ Betermined;

* requesting a value for the maximum distance, the radariequélds a value for the total attenuation L;

* at this point E/ L =1 P, so it is possible to find the best couple of values fanét (even though P
should be kept low);

» oncet andsdt are fixed, it is possible to work on the code, choosing theepsity system capable to
comply the specifications.

In the previous theory a different estimation could be carriedimatrder to evaluate the error in the
distance determinatioft is possible to show that the measurement precision is piapadrto the S/N and it
is obviously related also with the resolution [radar navalithinionosonde systems the specifications on the
resolution and the usual values of S/N allow the precision rm toconstraint, so this kind of theory is not
reported here.

2.1.5 Methods of limiting the effects of noise

In the last sections it was pointed out the importance of myisthe detection process, and that the
main contribution comes from the interferences created by naaie-sources of radio waves. Given that it is
not possible to act directly on these source of noise, all fbeseére directed towards the limitation of the
effects on the radar good reception. Other sources of noise iniethal system are of minor relevance and
could be neglected, yet they will be anyway discussed byieftynow.

It is well known in the radio technique that the major contrilbutio the_thermal noisgenerated
inside the receiver is given by the first stage (or stageske receiving chain. This implies an amplifier to be
put just after the receiving antenna, as close as possilii¢to minimise the effect of cables attenuation),
and that the amplifier be "low nols@_NA), i.e. it must introduce as least as possible ngeseerated inside
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itself. Considering that the thermal noise in the randeegjuencies used in the ionosphere techniques is not
high, and that it is much lower than the noise coming from otheresuie usage of an LNA is not carried
on in ionosondes. This fact is induced also by considering tHatlAnwvould be susceptible to every "burst"
noise coming from the antenna, so a filtering must be intraldiacavoid damages on the first active stage of
the receiver, frustrating the effort of limiting the noisenbeans of the LNA.

Other sources of noise internal to the system are all thtseddo the radiation and conductioh
energy from one point to another, whose effect are studiedetyréimch called EMCEfforts to apply these
technologies to the ionosonde design are made in order to senihis kind of noises.

Similar to the preceding type of noise are the so calledd@arinterferencésthat arise each time a
heterodyne receiver is used. In fact, it is known that this ddmdceiver makes use of mixers to translate one
or more time the received frequency in order to perform goaatifif. Resuming the effect: each time a
conversion is performed, if we call fg, f., the central frequencies respectively in the IF stage, ilREhe
stage and the one of the local oscillator, the receiystiduld be the one satisfying the relatigrs f_ - fg,
but being the mixer a simple device that abruptly multighesinput signals, it is easy to show that its not
linear characteristic lets output all combinations like: tmf-fz (m,n=0,1,2,etc.). Many of these products
can be suppressed by a pass band filter put on the mixer altgbe frequencies different by those coming
from m=n=1. The suppression is easy if the resulting frequiégexin a band far from the IF one. Sometime
a partial superposition may occur, so the reception of those prémhreesponding to m=1, n=0 or vice
versa) is possible and precautions are to be taken. Theaasests the one corresponding to m=n=1 but in a
different manner from the usual reception, the one that allowedteption of af such as: f=f;'- f_ (or f5’

- fr = 2f)). This leads to interferences impossible to eliminate wigtost-mixer filtering; the solution could
be the usage of a narrow filter before the mixer, but thidfisult to be accomplished (it is the reason of the
usage of the heterodyne method!); it is easier to perfoone tthan a conversion (double or even triple) in
order to use the output filter of the first mixer as the irfptgr of the second and; more, using a higher
frequency as the first IF, the undesirgddets off the receiver input band, so it can be easily filtefae
first ionosondes used a single conversion heterodyne recenaudeeof the high cost of the implementation
of VHF oscillators and amplifiers; nowadays this is not dlam anymore.

Once examined the internal causes of noise let's comed#uk external ones. A way to increase the
signal-to-noise ratio is to use pulses with more energy, witimoueasing the transmitted peak power, by
means of the so called "pulse compressid®e. the usage of a coded pulse as specified in the previous
section. The first analog systems (which used such signahe dshirp") have been completely substituted
by digital codes, of which the most popular are the bi-phasescdtiey let the RF carrier assume only two
values for the phase: 0° and 180° with respect to a refef@fiogying a pattern designed in order to achieve
some result, being the main to keep the "sidelobes" low (detobies are the outputs of the decoder in time
instants different from the right one, corresponding to the pasitf the target; they are always present and
cannot be completely removed actually). The "barker" code<laaracterised by equal sidelobes; other
codes allow the cancelling of the lobes, provided a couple of palssed together, with "complementary"
phase patterns.

From a conceptual point of view, the simplest way to carriympmovements of the S/N ratio is to sum
or "integrate” many received pulséaumming many echoes allows the increasing of the signajyeasrif
the single pulse were longer; also the noise is integratedskaibchastic nature makes the increasing of its
power lesser than that of the signal. To understand the prirdiplech a circumstance a brief treatise of the
theory has to be resumed. When the signal echo is receivedjas éaformation of various types; making
some simplification we can represent each frequency compontre gpectrum of the received signal with
its phasor. Performing a "valid" integration on N pulses isvadent to add many of these vectors with the
same phase, yielding an amplitude N time greater. The pbatioe noise has a random phase; it could be
thought that the randomness of the phase be sufficient to chaasbise, provided an infinite N is feasible,
yet the theory predicts an increasing of the power even in'dbisof-phase” integration. Eventually, the
power of noise increases by a factor N, while the power ofighalsby N, so the signal to noise power ratio
increases by N. This is a theoretical situation, alstutiis not possible to increase N as much as desired
because the phase of the useful signal does not remain unchangéw, emahging of this phase can thwart
the process. The phase variation can be due to systemlitisg&fif the system is well designed they can be
neglected) and to intrinsic variations occurred in the riéflgdonospheric layers. So, after an amount of
time, it will not be possible to sum "validly” the useful signaven it would be possible that the resulting
amplitude lowers. The prediction of the optimum value of N iseasy because the system should be able to
measure the phase variation from one pulse to the next, stapgingtegration when it becomes too high;
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this operation is made difficult by the uncertainties on gfpe bf measurement due to the weak power of the
received echo (on the other hand, assumed a greater power ladlayéi would not make necessary the
integration any longer!). In a practical usage a suitableevalf N is chosen on an empirical basis, letting it
remain enough below the limit corresponding to the loosing of pludszence.

The above described type of integration is called "coherentth®rreasons just examined. It is
possible to perform a different kind of integration (not-coheriéihle summation of the echoes is done after
the amplitude is calculated, just before the decision about éiserpre or absence of the target. This kind of
integration is not as efficient as the first one becausenbi possible to exploit the zero mean value of the
noise, so it can not be cancelled, even in an ideal conditionfirfhénosondes did not use coded pulses
and could only perform summation of pulses after an envelopedidation: they were be able only to
perform a not coherent integration. Using modern techniquespitdsible to implement the more efficient
coherent method.

Another classical method used to limit the noise is_therifilg, a limitation of the bandwidtbf the
system; the less spectral components enter the receigdestwill be the noise. Obviously it is not possible
to limit the band more than the bandwidth requested by the Add#e further narrowing of the bandwidth
can be achieved, distorting a bit the waveform of the codeuiithffecting the decoding process. Limiting
the receiver bandwidth beyond the ideal requested width caatlsrttte waveform, but it can reduce the
possibility of non linear effects like harmonics that can moduiaterfering signals, generating other
interferences _insidéhe useful band. Usually, the narrower filter is the anéhe lowest and last IF, but a
wise choice of the bandwith at the previous Ifs is importaotder to reduce again non linear effects.

Even using a narrow band filtering, it is possible that somerbisig signal stay inside the useful
band, say, for instance, a network or radio relay trangmitieose carrier has a frequency near the actual
used for sounding. In this case there is no room to erasestiiebitig signal using "traditional” techniques
and different processing methods are to be employed, for iespertorming a spectral analysia fact,
given that the interfering signal often has a narrow band widtlallysnuch narrower than the one of the
useful signal, not all information in the spectrum are bestause of the noise, and it is possible to improve
the signal to noise ratio eliminating the spectral lines wittiehnoise is concentrated in. To accomplish this
it is necessary to perform a Fourier transform of the rededignal and operate in the frequency domain.
The large diffusion of digital techniques (DSP) makes itiptesso implement easily enough such methods,
bringing to a conspicuous improvement of the S/N.

2.2 Specifications and design considerations

2.2.1 Specifications

The system requirements are summarised in tab. 2.3. THeoky#1 is used to specify a range of
values; the symbol[T is used when a value is not specified exactly but only as acaiiati. In the next
paragraphs design considerations will be carried on to ysaltisf previous specifications, coming to the
definition of the system configuration.

Parameter Requirement

Height range 90+ 750 km

Distance resolution 5 km

Max. peak transmitted power (medium poweps0 W (5110 W)

Receiver sensitivity (0-85 dBm for 0 dB S/N

Dynamic range (080 dB

Frequency range 1+ 20 MHz

Frequency resolution (step) 25, 50, 100 kHz

Frequency scan duration (max.) 3 minutes (for 50 kHz step soungling)
Acquisition sampling rate (0100 kHz

Acquisition quantization 8 bit

Storage data rate (max.) 60 kbytes per 50 kHz step sounding

Table 2.3 - lonosonde specifications
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2.2.2 System calculations

In order to a better understanding of the following treatiser rief fig.2.2. Figure 2.2a shows the
control sequence of the transmitter, i.e. it is the sidral hakes the carrier change its phase by 0° (symbol
"1", high) or 180° (symbol "0", low), implementing the code. Fgg@r2b shows in a very simplified way
what a probe could sense if put near the ionosonde. In this stajdih no noise was introduced, the
transmitted and received pulses are represented only byethaitopes (they are to be imagined as coded
signals), the amplitudes are not in scale, while the tanesn scale only approximately. Figure b has been
introduced only as a reference about the timing. The reasons theahbito this kind of timing are to be
explained below.

I ot |
\I T \
Fig.2.2a - The transmission control pulse
(code: 1-1-0-1-1-1-1-0-1-0-0-0-1-0-1-1)
/Tx - code: Tx - code: Tx - code:
/ Rx - code: /Rx- code:
N n
1 T | 1
I | | |
Tl | | |
BUAVE | I l
J Tsc \l I I
N " 1PRK J |
| 1/PRE, |

Fig.2.2b - The whole Tx - Rx waveform (simplified)

The minimum height requirement (90 km) limits the pulse lengtho be shorter than 6Q%. The
requirement on resolution (5 km) should force the pulse hetmtbe shorter than 38, but it is to be
remembered that this length refers to the "synthetic" durétienone the pulse reaches after the decoding
process in fig.2.1). It is not a real length, but it lats bandwidth of the system be calculated: about 60 kHz.
As anticipated previously, a bi-phase code system composed by tees puth complementary codes is
going to be adopted (code 1 and 2 in fig.2.2b). So, each trargipittge is composed by a number (to be
determined) of "sub-pulses”, with the phase of the carrier shift€if or 180° (with respect to a reference)
passing from one sub-pulse to the next. In this code systemstiatien is related directly to the sub-pulse
duration. Eventually, the limitation due to the resolution requém is ordt of fig.2.2a.

The 2.1.7 lets us calculate the energy required to attgiedfied S/N ratio (say 0 dB). The result
depends on noise, that, as it was seen, shows large varidtwoxalues can be considered: -85 and -15
dBm, the first being near to the "floor" level, a level daieed by ambient and system noise, which it is
difficult to go below; the second (-15) could be reached in pdaticinfavourable cases (e.g. an interfering
radio station at a frequency near the one used in the sountiimg)esulting energies for the received signal
are about 1&° and 16 W.
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The maximum height (H= 750 km) limits the PRF below 200 n the other hand, the
considerations about the total attenuation (par.2.1.2) bring usonsider the worst case attenuation,
corresponding to the maximum height, about 130 dB (higher vatagzoasible but very unlikely). So, after
the relation E/ L =1 P, a further limitation on the pulse duration arises @0 W): it has to be longer than
4.2ps or 42 s (!) corresponding to the two noise situations of -851&ndBm. The first value is normal and
distant from the previous constraint of §0€) the second is by far unfeasible in normal conditions, unless
special measures are taken.

Once the just examined constraints are defined, some pararoaiebe fixed to start working. The
PRF should be low enough, in order to have room to increaseiitégration needs, say PRF60 Hz (it
corresponds to a maximum height of 2500 km). For the pulsehlésigg taker= 480pus (the corresponding
minimum height is 72 km); with this data the mean power is 7,2vithin the specification. Fixing the
number of sub-pulses of the code to 16, the length of each ofitbeomedt= 30us, a value within the
specification (it corresponds to a bandwidth of 67 kHz and ardtieal resolution of 4.5 km). In these
conditions a 0 dB S/N is reached by a -64 dBm noise. Thisesiiat in many working conditions the noise
could be too strong, making the detection impossible. Using anatitagthe performance can be improved,;
after the theory, a 15 pulses integration would let a 12 dBehigbise to be accepted (-52 dBm). This value
is still less than the strongest noises that can occurt lsuhigher than most noises it is possible to detect,
even of man made type (see tab.2.2). The consequences of tHeradbpt complementary code system is
that there is a "second" PRF, BRFPRR/2, a value that will be used when considering the actuahstoéa
data to be acquired; in fact, the system is able to produce put auly after receiving the echoes of both
codes.

At this point, some evaluations related to the streaacqtiired data are done. First of all, the number
of "samples" to be stored is simply calculated from the maxindistance and the resolution n= 750/4.5=
167. Note that the chosen PRF would allow the acquisition of sangpresponding to distances beyond
750 km, but this capability is not used, being those distanced thg specifications (usually no echo comes
from there). Actually it is not necessary to store the fiesnples, corresponding to the first 72 km (because
while transmitting the receiver is switched off) or 17 ples, so the number of useful samples is 150. In a
50 kHz step sounding from 1 to 20 MHz, 381 soundings at different fnregagemust be done; given that a
single piece of data must be 8 bit long (a byte), the total anufutdta to be stored is a bit less than 56
kbytes, within the specification. Nonetheless a series afegring steps has to be performed before storing
these data, starting from the analog to digital conversiprip a frequency domain filtering of the received
signal.

The preceding calculated values limit the sampling frequendick, consider that the total scan time
is equal to T.= 2H/c, while the number of samples is n D (2H) / (dt), so the sampling period has to
be at least &= Ts./ n =&t. This result is obvious when remembering that the codemposed of a series of
sub-pulses with the relevant information included into the phagkeotarrier, that can change by 180°
degrees from one sub-pulse to the next, so it has to beredaitileast one sample for each sub-pulse in
order to extract such relevant information; on the other Rand the length of the pulse after the decoding
and it corresponds to a "distance cell", so it is obviousathatast a sample for each cell must be taken. Sure,
it is actually difficult to extract such information by mearisa single sample, so some technique is to be
adopted: using the so called "quadrature" demodulation (sanmplicg, with the samples spaced by 1/4 of
the sampling period), and "oversampling", i.e. taking more thamithienum required samples. The adopted
demodulation system uses a double acquisition channel to perforqudldeature demodulation without
increasing the sampling rate. A good choice for the oversagjslito take three samples for each subpulse,
increasing the sampling frequency up to 100 kHz. This resuiinportant for the role it plays in the
determinations of the IFs.

Nonetheless, the usefulness of the quadrature demodulatiom lies capability to extract every
information contained in the spectrum of the received signdhct, in general it is not possible to say that
the received spectrum is symmetrical with respect todlméec (a possible cause of a loss of symmetry could
be a doppler shift); the theory says that only in this caseutdibe sufficient a "single" demodulation. In the
most general case only a synchronous demodulation with quadcatuiers allows the extraction of all
information. Even neglecting theoretic considerations, the "aquad' demodulation simplifies the
hardware, avoiding the realisation of very low frequency cirguwhd avoiding also to manage a relevant
low frequency noise band (anthropical). Of course, using a symahis demodulation system implies the
availability of a very stable system, capable to maintgihase coherence between all carriers and also with
respect to the sampling process.

13



Calculating the total scanning time for an ionogram fronio 120 MHz (step 50 kHz) and an
integration factor of 15, the PRKEboth the complemented codes are to be acquired before outputting a
result), so there are 381-15 soundings, i.e. 5715 at 30 Hzj tB®thseconds, or 3 minutes and 10 seconds,
only 10 seconds beyond the specification. This result showtttzse conditions there is a little room for
increasing the integration factor (15) without taking too a lkime for the total scanning. A solution could
be the increasing of the PRF, considering that in the preseaticn there are 16.2 ms between a transmitted
pulse and the next one (1/PRifj, while the "listening" time needed to acquire the echo commtp 750
km is limited to 4.5 ms (7). Given that the detection capabilities of the system dedya good enough, it
was decided to limit the PRF to 60 Hz, also in order todeaough time for processing purposes.

2.3 System general description
2.3.1 Functional diagram
Figure 2.3 represents a functional diagram, i.e. the ionosondeeeas divided into some blocks

representing the main functions, and the block do not necessarispond to physical blocks or circuits;
such a different (and more detailed) division will be introdueger. The thicker lines refer to digital buses.

Tx ant. \‘/ Rx ant.
-~

LO#1-3 l
Power Rx
1 AMP FoTTTTTTTTTTT T
CRF l IF(#3)
1 y
SYN : ADC
1
________________ 1
y 1
CODE 400kHz_CK (ref.) i Samp. dat
| A 4
Code | ___._ Cul&Databus & ____________] DSP
Ger I
AMP g AN
PC control & | . DSP bus (ACQ data)
storage

Fig.2.3 - Simplified functional diagram

The blocks are divided in two sections, corresponding approdimetethe transmitting and the
receiving section: on the left, there are a power amplitexver AMP), a frequency synthesiser (SYN) and
the code generator (Code Gen); on the right there is the radivee (Rx), the analog to digital converter
(ADC) and the digital signal processor (DSP); every bloék gome way controlled by a personal computer
(PC control & storage), which can storage and display datagrttemna system completes the system (Tx
ant. & Rx ant.). The next paragraphs will discuss bridfeyfunctions accomplished by each block.

2.3.2 Frequency synthesis and code generation

As previously mentioned, a receiving heterodyne systemdbasemultiple conversions is to be
adopted. In fact, this kind of system allows the reductioimtefnally generated noise due to the so called
"image" interference. In order to make the system gffecit is important to rise the intermediate frequency
(IF) to bring the images far enough from the input passbandlFeheave been chosen at 35.9, 4.1 and 0.1
MHz. In this way the image related with the first coni@rgfrom 1-20 MHz to 35.9 MHz) lies between
72.8 and 91.8 MHz, well beyond the RF input band. Similarly thenseconversion (form 35.9 to 4.1 MHz)
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has its image at 44.1 MHz, the third (from 4100 to 100 kHz) at 3.9;MHthe images are easily removable
by means of a filter put before the conversion.

To accomplish such conversions, three local oscillator &+386.9, 40 and 0.1 MHz have to be
realised (note that only the first has its frequency va)aBeing available digital techniques that implement
a direct synthesis of a sinusoid with a determined frequendyphase, it was decided to use such DDS
devices. The chosen system of extraction of information frben received signal, the "quadrature"
demodulation, demands that the maximum phase coherence bainagirietween all signals generated into
the system. So, even when different DDS devices were tlseid reference is unique: a 125 MHz quartz
oscillator. Given this unique reference oscillator, and githext all frequencies will be derived from its
output, it is not important to dispose of a very stable spurcfact, even though a slight frequency drift
happens, it would not have consequences on the phase coherencesysdtéhe but only on the actual
sounding frequency, that is meaningless (if limited to some bgdar some MHz).

It was decided to concentrate on a single board all the d@dv&es YN in fig.2.3). Two of them to
generate the first two local oscillator outputs, the thirddoerate the Tx carrier. The third local oscillator
output is derived from the second by means of a simple frequiévision (4 MHz obtained dividing by ten
the 40 MHz second LO). All the LO outputs are filtered &anl the waveforms, making them sinusoids as
pure as possible. All DDS devices can output a specifiequérecy value by means of a proper
programming, coming from the PC bus.

A supplementary 400 kHz square wave is generated from the 4 MMa&s created to act as a
reference for other sub-systems (e.g. the ADC), that beusil phase-locked with respect to the 125 MHz
reference. The 400 kHz reference (400kHz_CK in fig.2.3) is alssdto create the codes, but it was decided
to implement this function in a different board, the code geaefCode Genin fig.2.3). The 400 kHz clock
has a 2.%us period, so its frequency has to be divided by 12 to get the périod corresponding to the sub-
pulse length.

The codes are implemented as digital waveforms, with shendl the Os corresponding to the carrier
phase rotations. The PC has only to send the exact set of 15 avidl®@s$he proper timing is derived inside
the board. In this way the system is very flexible, beingiptessto change easily the type and length of the
code.

Once generated, the codes (CODE in fig.2.3) are sdtietgynthesiser board to modulate the RF
carrier. The modulated or "coded" RF carrier (CRF in fig.B 3hen sent to the amplifier. The modulation of
the RF carrier implemented by the code (see 2.2.2) could beisnffto avoid energy to be output by the
amplifier. Anyway, in order to interdict completely the amiplif a trigger pulse is generated inside the board
(AMP trig in fig.2.3). It is obtained starting from the saméerence used for the code, and considering that a
complete Tx pulse is a multiple of 16 sub-pulses.

2.3.3 Power Amplification and Antenna system

Power dissipation considerations and the need of getting a fRiwamplifier externally to INGV,
suggested to consider the power amplifieoer AMP in fig.2.3) as a separate subsystem, physically
divided from the other blocks of fig.2.3. The specificationstlia subsystem are a peak power in linear
conditions as high as 250 W, as previously mentioned. Thariipepecifications are not critical, because of
their low impact on the useful RF band. On the other hand ttmoh#és and spurious signals are to be
maintained low in order to increase the power efficiemzy/ta limit EMI.

The antenna systeriX ant. andRx ant. in fig.2.3) was not designed as new, because it was decide
to use the same system already used for the routine souadingiple of "delta” antennas, put with their
planes at 90 degrees to minimise the direct coupling between thedTRx. Each antenna has a 40 m base
and is mounted on a single 24 m mast. It is worth to renfiadsuch an antenna type is similar to the so
called "rhombic" antenna (to which it is equivalent consideringitiege effect due to the ground), a
travelling wave antenna with very good characteristic wétpect to the impedance, that remains almost
constant over a wide range, allowing good matching; it has a paoi(@3 dB), but this is considered of
minor importance. A couple of baluns is employed, to match thentedl antennas with the unbalanced
coaxial cables that connect the power amplifier to thenferea and the Rx antenna to the receiver.

2.3.4 Receiver and A/D conversion

It was decided to perform the demodulation by means of a neutipiversion heterodyne system. In
2.3.2 the way of generation of the three local oscillator ositwas illustrated. Those outputs are to be used
inside the receiver as LO inputs of mixers which actupélyform the conversions. Before and after the
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conversion filters have to be added to clean the signal frose.n®pecifically, a separate board was thought
to be put at the Rx antenna input in order to select an RF beatiyely narrow. In detail, a preliminary
filtering, wide band, is put as the first stage. It has ss fmnd in the ionosonde operative range @D
MHz) and some protection against high voltage bursts. Then a8s pand filters follow; they are
"switchable", i.e. only one of them is actually working at aetifihis solution limits the band as most as
possible without increasing too much the number of RF filiérs.filters have their bands designed not in a
"linear" way, so the lower frequency ones have a narrowsiviadth with respect to the higher frequency
ones (the bandwidth is around to the half of the central fregueBwitches are inserted in the receiving
chain, in order to interdict the reception during transmission.

The output of the RF band selection filter is fed to the finter, inside the real receiver (the
switchable filters and the receiver are two boards repontéid.2.3 as thekx block). In the receiver chain
the three mixers are followed by filters and amplifiérs.previously mentioned these filters limit the noise
bandwidth and avoid the image interference. The last fgtdré narrowest, with its pass band limited by the
bandwidth of the code: 60 kHz. All "hardware" filters (i.e. lading filtering accomplished by means of
digital signal processing) are passive, analog, with lumpedegles (capacitors and inductors).

Inside the receiver a variable attenuator is added in oodiecctease the dynamic range. In the first
realisation of the ionosonde this feature is used only as aowagnually calibrate the system and let it work
well, without dynamically changing the attenuation (and theabvgain of the receiver) to match the system
to the actual ionospheric attenuation and the actual noisestt€haador is programmable by means of the
PC bus, so a future widening of the system capability is ges§dviously, many amplifiers are introduced
in the receiving chain, to bring the signal to a good levedialsiai to be processed by the following block.

The Analog to Digital conversion is performed in a different 8qaDC in fig.2.3). The clock is
furnished by the previously seen frequency synthesiser. Somergiisunecessary in order to accomplish
the so called "quadrature”, or "I-Q" demodulation. In fagt tonverters have to sample the analog receiver
output at a 100 kHz sampling frequency (E0period), but one is delayed by one fourth of period with
respect to the other (215). The sampled voltages are stored into two temporary mesnainose address is
generated by a digital circuit, driven by the same 100 kHZdlised by the ADCs. Once the acquisition
phase is completed (about 1.6 ms) data are sent to theRhisisame address generator.

2.3.5 PC control and Digital Signal Processing

The Personal ComputePC control & storage in fig.2.3) supervises the operation of the whole
system. A control program, written in a high level language, to provide the interface with the operators,
letting them decide the operative parameters of the sounditagr(g and ending frequency, repetition rate,
etc.) and displaying the ionogram while sounding. It also prouigestorage of the acquired data on the
local hard disk, using the internal timer to mark the timéhefsounding.

An interface between the PC bus and the external ionosondeasuisitroduced. In fact a dedicated
bus was to be adopted in order to treat properly all control aadfldatiing from the PC. So, the "Ctrl &
Data bus" in fig.2.3 is a sort of "buffered" bus that actualipgs the control signals to the ionosonde,
together with some data packets (e.g. the code or the wordsgraiprthe Tx frequency).

Inside the PC lies also the DSP bodB&P in fig.2.3), that was purchased externally to INGV. It is
programmed at a low level assembler language. The fund¢tidresperformed are (see par.2.1.5): reading of
the acquired data, FFT conversion, frequency based filteringjtade based filtering (amplitude clipping),
coherent integration (summation over some echoes), correlatibrthe frequency domain image of the
code, combination of the two codes echoes, inverse FFT @mveextraction of the magnitude of the
output complex signal. At the output (sent to the PC bus) therastream of values (one for each frequency
of sounding) representing the time domain echo, whose peak (ks!'péarelated to the height of the
reflecting layer. The PC analyses each trace, extratiimgosition of the peak(s) and displaying it on the
screen. Independently of the displaying, the complete tracestored on the disk to be used in off-line
processing (extraction of relevant parameters as ctitexgliencies, electron density, and so on).

2.3.6 Additional blocks

In fig.2.3 some additional blocks were not included becauséef minor conceptual relevance.
Obviously, a_power supplynust to be included in the actual system, to furnishstipply voltages to the
various block, except the PC and the power amplifier, thatselfe powered. The power supply was
purchased externally to INGV and provides the main voltages usuafiioged in electronic systems: +12,
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-12 and +5 V. In some cases a -5 V is to be generated laoaslgme boards. In all cases the incoming
supply lines have to be filtered in order to reduce the eleagostic susceptibility to duct noise.

An additional card was conceived to calibrate the system dureagageembly phase. It has been
named "synthetic echboard" (SYN ECHO), referring to its capability to outman echo-like signal. Its
internal constitution is very similar to the code generator @yrsaen; the difference lies in the fact that the
output is not produced synchronously with the Tx trigger but afteeitwhen the receiver is enabled. In this
way it is possible to check the entire system without the ne&dregmitting signals on the air. Referring to
fig.2.3, in this operative mode the signals are to be connectil@ss: the CODE does not come from
"Code Gen" but from the "SYN ECHO", while the CRF does gmtto the power amplifier (which is
disabled) but directly to the receiver. The SYN ECHO boaatsis able to shift the synthetic echo delay.
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3. SYSTEM DESCRIPTION

3.1 Functional block diagrams and main electric femres
This chapter contains the description of the ionosonde system, bathaffunctional and electrical

point of view. The following terms will be used:

¢ a subsystem is a set of devices included in just one beeparated by all other boxes of the system; it
can be made up one or more boards;

¢ a board is a set of circuits with different functions builtame "printed circuit board"; extensively, a
board can be also a set of more circuits, closely placeca¢cbamplish a common task;

¢ acircuit is the most little unit made up of electric components

¢ a"signal" or "line" is a wire or physical line on which githl or analog signal propagates (reported in
diagrams as lines with arrows to show the direction towedignal moves);

¢ abusis a set of digital lines, it is reported as a boldféaoe (usually in colour) with a number indicating
the number of individual lines which constitute the bus;

¢ a connector is a device by means of which a line or bus otaits or board can be connected to a
similar line or bus on a different board.

+12V
AC main power supply ‘ Power SUpp'Y 12V
Board (PWS)
———» +5V
Local bus (14 SYN echo
v Synthetic Ech¢ (towards FSY CODE input, if use
Board (SYE) ,
(AC main) l
CButS I Code & Timing —awpy RF
ontro
Board (CTM
Board — (CTM)  —cone Power
(BCT) | | “ota . Amplifier
Freq. Synthesis——crr (PWA)
: Board (FSY) o
PC LO#3 J
Receiver Board (to Tx antenna)
BUS ;| | (RCV)
Board-{"
PC ISA bus
(BUS) 1 Switching Filters|—rr
Board (SWF) e ) (from Rx antenna)
DSP ADC Board 3
Board (ADC)
(DSP) DSP bus
(7 address . .
+16 data Main Unit

Fig.3.1 - The ionosonde subsystems interconnections (antennaslndéd)c
The ionosonde system is made up of four subsystems: the ionosondeumitaithe PC-based

controller, the power amplifier, the antenna sub-systanfig.3.1 it is possible to see the subsystems and
their interconnections (except the antennas); it is simildar bore detailed than fig.2.3, which was
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introduced for a general description purpose. In fig.3.1 it is Iplesg note also the boards included in the
various subsystems, but only those which were designed an@thiNIGV (i.e. such boards as those typical
in a PC were not reported). The buses are integrated in oree board, the BUS board, the only board
indicated in a different manner with respect to the othEte names of the signals are the same used in the
following block and electrical schemes; usually the namgsrted are those which appear on the external
connections; maybe in some cases this name is differenttifromne the signal has in other boards (e.g. a
bus) being the signal the same. When such an event happenshi¢ Witihlighted describing the electrical
schemes.

In fig.3.2 it is possible to see in more detail the functiataicture of the boards included inside the
main unit of the ionosonde system. In tab.3.1 the nomenclatuig.®P functional blocks is reported. In
fig.3.2 two boards have not been included: the power supply PWS(tbiack box" purchased externally)
and the synthetic echo SYE, because it is almost idemti¢the code and timing board. No electrical details
are included about the internal structure of the boards.

Symbols Description

Signal path from A to B, blue if analog, red if digital (teeels); the continuoy
or dotted line are used only to avoid confusion when two lines intersect

7]

17

Digital bus, usually bidirectional (if an arrow is presentuitderlines the
incoming command towards a device).

A——_ 3B Analog switch on the signal passing from A to B (the commanerenia C)]
the yellow background reminds the hybrid nature of the deviceo@nhdligital).

Amplifier, usually with a large bandwidth (the output B is ddgaaA multiplied
AH[>_’B by the gain). The cyan background reminds the analog nature dévice.

A —
% B Variable gain amplifier (with a digital command entering in C

A—as| 2= LB Passband filter, usually passive.

A— T D —B | Narrowband amplifier, or a filter followed by an amplifier.
X

A—»(%}—»C Mixer (the output C is given by A analogically multiplied by, B
B

Ay ;BT_’B Comparator: the_ analog input A is convgrtec_i into a two level fwaveB
(usually accomplished by means of a schmitt trigger).

A n g | Frequency divider (the freque_ncy of th_e output is equal to th_e inputediby,
"n"). The red background reminds the digital nature of the device.
A—s ADC B | Analog to Digital Converter: the output B is the digitalizglent of the analog
T . input A; the timing is given by the input "ck".
C

Table 3.1 - Symbols used in the block diagram
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(O I ooktzl | Shifter 1 Q_cK 7 Generator
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Fig.3.2 - The ionosonde main unit functional diagra
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All boards will be described in the following sexts; at first there will be a general descriptioefdrring to
fig.3.2); a more detailed description will be cadriout in the second part of each section, refgitorthe electrical
scheme, with the purpose of describing remarkaitlmat®ons. The sequence of the paragraphs is éstell in
order to follow the path of the signals from thgémeration to their processing. In tab.3.2 the noheracteristics
of the boards are summarised. Unless differentltedtall analog lines are matched on 50 ohms inmpeglaall
digital levels are TTL compatible. Tab.3.3 repdhs power absorption of the subsystems, tab.3.4néhehanical
characteristics.

Board | Parameter Values

FSY | 125 MHz (f) reference oscillator stability 15 ppm (0%70°) + 1ppm per year
FSY Rx Oscillator output frequency (LO#1) 36.9-55.9 MHz

FSY | Tx Oscillator output frequency 1+-20 MHz

FSY | DDS oscillators frequency resolution 419 f.¢ (30 mHz)

FSY | CRF output level -12 dBm

FSY | TF#1 center frequency / 3 dB bandwidth / miteraiation| 46.4 MHz / 28 MHz / 2 dB

FSY | TF#2 center frequency / 3 dB bandwidth / miteraiation| 40 MHz /5 MHz /5 dB

FSY | TF#3 center frequency / 3 dB bandwidth / miteraiation| 4 MHz / 500 kHz / 8 dB

FSY | LO#1+3 output level +11, +8, +5 dBm

CTM | pulse compression 16 bit bi-phase complementary code
CTM | sub-pulse duration 30us

CTM | CODE 1/0/ Tx off voltages +1/-1/0V

PWA | RF Power Amplifier max. gain / 3 dB band limits 68 dB / 0.550 MHz

PWA | RF Power Amplifier max. output / max. lineartjout +54 dBm / +53 dBm

PWA | RF Power Amplifier max. spurious level (linear) -14 dBc @16MHz, -27 dBc @ 2 MH
PWA | RF Tx residual output power out of transmission

SWF | LBI RFF pass band / insertion loss 1+25MHz/3dB

SWF | Rx on/off switches attenuation during Rx / Tx dE8/ 25 dB

SWEF | 1P6T insertion loss / min. isolation 1 dB /dBB

SWF | NBS RFF central frequency 1.3-2.2-3.3--60-17 MHz
SWF | NBS RFF 3 dB bandwidth 06-11-1.8-3500-8.5MHz
SWF | NBS RFF typ. insertion loss 2 dB

SWF | Overall SWF gain / attenuation during Rx / Tx dBmax. / 36 dB typ.

RCV | RF#1 center frequency / 3 dB bandwidth / atition 35.9 MHz /2.5 MHz /5 dB

RCV | RF#2 center frequency / 3 dB bandwidth / atition 4.1 MHz / 200 kHz / 4 dB

RCV | RF#3 center frequency / 3 dB bandwidth / atiion 100 kHz / 66 kHz / 4 dB

RCV | Variable gain amplifier dynamics / resolution 0@ /2dB

RCV | Overall RCV board gain (0 dB attenuation) 52 dB

ADC | ADC input range 1.55+3.26 V

ADC | ADC resolution 8 bit=6.7 mV

ADC | sampling rate 100 kHz

ADC | oversampling factor (samples per sub-pulse) 3

ADC | demodulation system synchronous with quadratargers
DSP | input data stream 290 ns per sample (16 bit)

DSP | processor speed 40 MIPS - 80 MHz

Tab.3.2 - Functional blocks characteristics summary

Subsystem Power (W)
Main unit 28
PC (+monitor) 76
PWA (full power) 329
PWA (stand-by) 306
Overall system (full power 433

Tab.3.3 - Power absorption
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Subsystem H x W x D (mn))weight (kg)
Main unit 133 x 483 x 30p 9
PWA 267 x 483 x 490 35

Tab.3.4 - Mechanical characteristics
(H: height, W: width, D: depth)

3.2 Frequency Synthesis Board (FSY)

3.2.1 FSY functional description

This board can be considered as the "heart" ofysem, because it creates the timing referencaellftine
other boards, both analog and digital. The analdguis are the three sinusoids used as local aisc#l outputs,
the digital one is a 400 kHz clock that is usedtimer boards as the reference for every timingefie to fig.3.2,
it is possible to note that all waveforms are basedhel25 MHz oscillator that outputs a two levels waveform
which acts as a clock for threscillators: the Rx, the 40 MHz and the Tx Each of them is based on a DDS
device, i.e. a digital device, programmable viaasgafpel or serial input, by means of which it isspible to set
frequency and phase of the sinusoidal output; titpub is a multi-level voltage, with so many levédsbe very
similar to an analog waveform. Having the need wkpsinusoid outputs, they are filtered by meantheffilters
named TF#13. One of the oscillators (40 MHz) has the outpueqgfiency fixed, the other are
programmed repeatedly when sounding, in order tergge the proper sounding frequency both in Txiarki.

Without the DDS technique, it would have been nemgsto generate the Tx and Rx frequency together,
extracting one from the other, properly shifting tirequency of the "son" with respect to the "fdathéut
preserving a phase coherence. With the DDS it wssible to generate the two sinusoids into two regpa
oscillators, being the phase coherence achievaidbgommon 125 MHz reference. It is worth remenmigethat,
even in the case the frequency generated is natlgxhe one chosen for the sounding (within soreg2) it has
not relevant consequences if it is possible to taainthe tuning frequency of the receiver exactigked to the
transmitted one. Anyway, the DDS resolution is vioelyond the one requested by the ionosonde desiyle its
precision is determined by the precision of the W%z reference. The output frequency of the odcitlas not
limited to the values in tab.3.2, it could be vdriga software with the only limitation of 125/22.6 MHz
maximum frequency; this limits the maximum Tx fregay to 26.6 MHz, which is not planned for the attu
instrument though it could be requested in a futleveelopment.

The Tx oscillator output is fed toraixer, whose LO input is the digital code generated theoCTM board.
The code activates the mixer in a digital mannet {bis a analog-like signal, matched on a 50 dim&), so that
the carrier at its RF input is output with a 0°1&0° phase according to the +1V or -1V code eleni¢affiltering
was provided because it is not essential, evergthdthas been planned for a future development.

The local oscillators filters TF#B are made up of an analog passive filter follovagda large band
amplifier, with a fixed gain. The specification for the rizee mixers demands for +7 dBm local oscillatordegv
that, considering that the output of a DDS is abdudBm, requires at least 14 dB gain for the afiept.
Considering the inevitable loss in the filters,GadB gain IC amplifier was chosen (with DC to 4 Gpissband).
This choice worked out good for all others poimtssvhich an amplification was needed (SWF, RCV). Th&l
filter has a large bandwidth, the others a narrae, @ue to the need of selecting only a fixed eariiheTF#1+3
characteristics are reported in tab.3.2.

In fig.3.2 two of the blocks "filter + amplifier"dve been drawn as a single box, while the thirddesen
split into its components because the output offittex is used to generate other signals. In fHw, analog TF#2
output is fed to the LO#2 amplifier, but it is fatbo to acomparator (it physically stays inside the 40 MHz DDS
chip) to generate a digital waveform, able todbaded by ten. The 4 MHz square wave is then fed to the TF#3,
which converts it back into an analog signal, and $econd by-ten dividerto attain a 400 kHz clock. This signal
travels into the main unit local bus and acts &a reference for CTM, SYE and ADC boards.

3.2.2 FSY electrical scheme comments

The electrical scheme is reported in fig.A.1.1. Tékerence oscillator is a single part Ul in th@ermpleft
side of the scheme. The oscillators are basedeothtbe DDS named U3 (Tx), U6 (Rx) and U8 (40 MH#Q.and
U7 are two 8 bit 8255 multiplexers, which trandsfiee data input to the output only if the right dgaofation is
present at the inputs 5, 6, 8, 9, 35, 36.

The Tx mixer is U4, the resistors R1, R4 and R5erak attenuator used for level equalisation purpbise
filters TF#EX3 are named also on the scheme, note that the tfust are shielded to increase the EMC
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compatibility. The comparator is included inside, B8ing pin 15 its input and pin 13 its output. Tist divider
by ten is the couple U9A + U5A, the second dividehe U5B flip flop.

3.3 Code & Timing Board (CTM) and Synthetic Echo Bard (SYE). RF Power Amplifier (PWA).

3.3.1 Functional descriptions

The CTM is a completely digital board that syntBesithe code and the pulse that triggers the power
amplifier. The timing is derived from the 400 kHpak generated in the FSY. It is divided by 12 btain a 3Qus
period clock, this period is equal to a "sub-puldetation (see par.2.2.2). The sequence of Os sumlltaded into
the code generatorsin fig.3.2 via the PC bus, while th@ogrammable counters generate a toggle pulse that
activates the two generators alternatively; thiggte pulse is also fed via local bus to the ADCrtpahich sends
it forward towards the DSP board via the DSP hu$act, the DSP must know which code has beenrridiesl to
process the echo properly. The outputs of the wde generators are sent toimpedance adapter that converts
the two level input signal into a two level analdg signal, matched on a 50 ohms line; in facis tme is the
input of a mixer included in the FSY, exactly it® input.

Contemporarily, theprogrammable counters count a time equal to 16 sub-pulse length (or cbde
duration) to generate a command onttigger generator. This last circuit outputs a 483 TTL pulse that acts as
the enabling command for the power amplifier.

The hardware of th8YE board is almost identical to the CTM one. The only diffiece is in the way of
working, because the codes are shifted by an amaagrammable in the programmable counters. The EOD
output substitutes the CODE output of the CTM anfitd to the CODE input of the FSY. The SYE boaad hot
the AMPtrig output because the amplifier is notdusethe synthetic echo mode. An integration oftthe boards,
CTM and SYE, in a unique board in a future develepnof the ionosonde is planned.

The RF Power amplifier was purchased externally to INGV, but a little nficdtion was implemented to
improve the suppression of RF power when the systeaut of transmission. In fact, once the transiois is
finished no RF power must be output on the ais tould be accomplished by the mixer in FSY, trasdnot
output energy when its LO input is at zero voltiusdly, a little amount of energy passes througévign in this
case, so an additional protection was added irtbield®WA: a control line that disables the powerpbupf the
active devices in the PWA, it is commanded by tiMPArig output of the CTM.

The subsystem is internally constituted by a cascddwo amplifiers: a pre-amp and a power ampo\agy
supply unit completes the PWA. The amplifier showlork as a class A (linear) amplifier, so dissipgta large
amount of power even in no transmission condittbe; substitution of a different class amplifierfaseseen for
future developments (an estimation gives more 2@ W power saving). The PWA was tested to evalitate
features and it was found it has not a very gooedli characteristic, nor it is used with a spemalcern about this
feature. The main characteristics of this subsysiesrreported in tab.3.2. It is possible to seetti@amplifier is
able to output the requested 250W power (+54 dBwgn though this level is reached in saturatiorditmm, i.e.
producing a high level of harmonics and spurious.

3.3.2 CTM & SYE electrical schemes and timings comemts

The CTM board scheme is reported in fig.A.1.2, thas split into two sections; the timing diagram is
fig.A.2.1. It is worthy remembering that the busesned "data" and "control" are used to indicatedifierent
lines in the PC bus in fig.3.2 (orange line). Tlyel divider is implemented by the U15 flip flopat outputs the
30us clock used on the board (signal [0]).

U14 (8254) makes the programmable counter, togetitrsome circuitry (U3A, U4B, U7AB). It includes
three programmable counters. The monostables irensdre the pulse output by the counters have tbeepr
duration. Counter 0 determines the main PRF (siff#jal whose period includes the generation oftthie codes
C1/C2. Counter 2 is triggered by the negated outpubunter 0 (signal [3]) and determines the wakbetween
the two codes (signal [4]). The last counter 1 heirees the duration of a single transmitted putsen(ltiple of the
sub-pulse duration); it is triggered by a combioratof the output of counters 0 and 2 (NAND of [BHg6] gives
[7]). It is used as a trigger for the ADC (sign8]q Tx off) and the PWA (signal [10]= Tx on). Albants start as
soon as the number to count is loaded (there isistdrting gate). The block called "trigger getatan fig.3.2 is
actually a set of ports (U9BC, U4CD) that makeglgmals [8] and [10] available as external outpatereover, a
PC control (ON_OFF line, from U12 pin 14 to U4C @inis added to disable the AMPtrig output at thd ef a
sounding.

The code generators are composed by all the partsei left side of the figure A.1.2a. There are two
multiplexers (as in the FSY), namely U5 and U1d¢yB255), which store the code sequences. Onesof (b5)
is used also as an interface between the PC anldahkbus for the status signals (foreseen butuset in the
present version). The parts U2+U6 (codel) and UlB+dode 2, all of them LS165), use the outputd®fand
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U12 making them serial; their clock is the negdiee base (signal [1]). The monostable outputsnédig[5] and
[6]) are used to give rise to the C1/C2 toggler(alg [9] and [11]), which is used also in othertpar the system.

In the section b of the figure there is only thep@dance adapter. To be precise in the impedangeenda
should be included also the parts ULAB and U4Aabee the C1/C2 toggle signal controls those pattgh act
as a combiner for codes 1 and 2 (signals [12] 483),[ and at their output there is the stream efttho codes
(signal [14]). The intermediate outputs [15] an@][&re used as negated inputs to the differentigdlifier U16,
which outputs the final analogue signal [17]. Nibte system used to generate the double level ostariing from
a single level input (from 0-1 V to —1 +1 V), thabkes use of a couple of exclusive ORs, allowinthatsame
time a gating controlled by the Tx on signal, ictfaehen Tx on becomes false the signals [15] a®dl pEcome
equal and their difference cancels.

About fig.A.1.3, which represents the SYE boaraniftig in fig.A.2.2), it is possible to see the almos
identical composition with respect to CTM. One loé differences is the presence of the dip switihdke left
side of section a, this because it was availablennce address space in the PC bus to select pmipheo a
number of DIP switch with their pull-down resistasovas adopted, considering that there is not talateed to
program the code every time. Another differencehwéspect to CTM is the additional monostable UR@t is
used to delay the counting of U14 first counterfaot when simulating the echo, the counting hastaot from a
precise moment, given by the C1/C2 toggle. The €4 counter is used in a different manner wittpeet to the
one in the CTM, in fact it is used to adjust théagleas much as it is chosen by the user. The siQh&C2 was
chosen because it is the only one that makes #ilglesto generate the synthetic echo with the d@tleor C2
accordingly to the one that would have been trattiethby the CTM (the DSP uses the C1/C2 signaktéopm the
correlation with the right code).

3.4 Switching Filters Board (SWF)

3.4.1 SWF functional description

Just at the input of the receiving section of thheosonde the signal coming from the Rx antennadsd a
Large Band Input RF Filtel.BlI RFF in fig.3.2). After it there is awitch whose task is to disable the reception
during transmission. A control signal is broughthe switch via the PC bus, it is synchronised \ilin AMP trig
output by CTM.

After the Rx-on-off switch there is@ne pole - 6 through switch (1P6T)it has to send the signal only to
one of six pass band filters (Narrow Band SelecRénFilters -NBS RFF); they act as band selector at RF level,
i.e. they limit the input signal band to reduce tloése and to avoid the image interference. Taiotshe band as
much as possible a multiple filter solution was@dd, each filter being easily selected by the 1Biich. The
selector has a 38 dB isolation (when no filterékested at the end of the sounding or when a eéffteband is
selected).

After the selectable switches amplifier (the same type already seen in FSY) askeond Rx-on-off
switch prepares the signal before the first frequencyemsion to be carried out in RCV.

3.4.2 SWF main board comments

Fig.A.1.4 reports the scheme of the main SWF bdaid.a support for the many filters included inU1 is
the connector towards the PC bus; JP1 is the ctomeased to settle the LBI filter, JP2 are used for the six NBS
filters. U2 and U3 make the 1P6T switch; this deweorks in a slight different manner with respecimhich is
deduced from fig.3.2; actually the signal doespass through the switch (as it appears in fig.Bu2)it is present
on the six filters inputs contemporarily; U2, UZpare a set of lines able to select one of thélsxs, so that the
signal passes only through one of them.

The circuitry on the lower side of the scheme isdu® implement the second on-off Rx switch (tist fis
on the LBI circuit). The switching is accomplishieg means of the Q1, Q2, Q3 FETSs, which are poldiserder
to be saturated (low resistance) or interdictegh(lneésistance): Q1 and Q2 together and Q3 in ofpasiy.

3.4.3 SWF LBI and NBS RFF electrical schemes

Fig.A.1.5a represents the LBI filter. It is a bapdss filter, which had to be designed as high otder
accomplish a large bandwidth together with steapsitions to the rejected bands. In the right efdthe schematic
there is the first Rx-on-off switch, made up by @&, Q2, Q3 FETs. The D1, D2 on the input proteairast
overvoltage.

In fig.A.1.5b a typical structure of a NBS filtes reported. Specifically, the actual values of ¢apacitors
and the inductors refer to the 3.3 MHz filter; titeer filters have all the same structure withediht part values.
The couple of diodes on the input and on the outptibs switches; they are polarised by the Q1 Bditrolled
by a digital signal coming from U2, U3 on the mbaoard.
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3.5 Receiver Board (RCV)

3.5.1 RCV functional description

This board has mainly the task of amplifying thgnsil and translating its frequency in the three IFs
determined in the design phase. So, a cascadered fanctions is repeated thrice: a mixing, a fitig, an
amplification. The mixers and the amplifiers adesahilar to those included in FSY; having each emiabout 5 dB
insertion loss and each amplifier 20 dB gain. Thierg are obviously different and their charadtcs are
reported in tab.3.2 &8F#1+3.

Just before the last conversion from IF#2 to IF#@able gain amplifier is placed,; it is exactly a variable
attenuator followed by the usual 18 amplifier. Btenuator can be programmed via the PC bus dadalile to
attenuate the input signal from 0 to 30 dB with @R step. This device is used only in a static wag, its
attenuation is set at the beginning of a soundimyitis left fixed. The output of the receiverl&#3 is fed to the
ADC for conversion.

3.5.2 RCV electrical scheme comments

Fig.A.1.6 reports the scheme of the RCV, on whidls possible to follow quite easily the signaltpadn
the upper left corner there are two inputs, cowrdmg to FRF and LO#1 signals. A mixer (Ul) follvthen
there is the RF#1 filter+amplifier. U2 performs teecond conversion, using the LO#2 input and piogidhe
input to the following RF#2 block. After it there the variable attenuator, accomplished by U4 dantrolled by
the set of diodes D8 and by the comparators included in U7, U8. Tiisuitry, together with U9, was adopted
because a digital level adaptation was neededr Afeeattenuator there is one more amplifier (AHg, last mixer
(U3) and the third filter+amplifier block RF#3. Nothat RF#1 and RF#2 were shielded for more effed@MC.
U6 is a voltage regulator, used because a -5V gymilage was needed on this board.

3.6 ADC Board (ADC)

3.6.1 ADC functional description

The analog signal at IF#3 is sampled and convdrjed couple of 8 bit Analog-to-digital convertefs
stated in 2.3.4 two converters are needed in dal@ccomplish a complex FFRDC(I) and ADC(Q)). They
need a couple of clock signals at 100 kHz phadéedhby 90° one with respect to the other. In fig.he blocks
put on the left side inside the ADC are devotethis aim. The 400 kHz clock divided by two twice then a
combinatory network90° shifter) with the 200 and 100 kHz products furnishes tin@ trequested clocks. The duty
cycles are not at 50% but this is not relevantndpemportant the distances between two rising ediethe
waveforms.

The acquired data are stored temporary into twBA8kis (RAM(l) and RAM(Q) ) (only 512 bits are used).
The addresses both during writing and reading aremgted by theRAM addresses generatdrthat is simply a
counter. During the writing phase the counteriggered by the "AMP trig" signal and its clock isviously the
same of the ADCs (100 kHz). Once the storing offth2 samples is completed the counter receivestactpulse
by the DSB (via the DSP bus) and, controlled onhytliie DSP, starts again the addressing of the RAldg
letting the reading of data.

Considering the typical attenuation inserted in R@\B) and a typical 50 dB overall gain for theeiwing
chain, a -85 dBm minimum input signal yields an AD@ut of 11 mVpp, corresponding teA resolution steps;
this is in good accordance with the actual behavadihe system, that is able to manage such wigglals in a
low noise environment. On the other side of theatyic range, the ADC maximum input signal corresgaiod-41
dBm input to the receiver. Beyond this level thestegn continues working, but without providing fuath
increasing in the output; the decoding capabilitiess maintained but the system is not able to neabe input
power.

3.6.2 ADC electrical scheme and timings comments

The ADC board schematic diagram is reported imAfi.7, while the timing diagram is in fig.A.2.3. 82
and U2B implement the two by-two dividers, whiclvé#o furnish the 200 and 100 kHz clocks (signa]sahd [2]
starting from [0]). The 90° shifter is simply resdd by the ports USAB, U8BD, the outputs are the ddrks
(signals [4] and [5]); the actual converters desiaee U1 and U16 (TDA8703).

The converted data are fed to the two RAMs U6, @tilressed by the "address generator”, made upeby t
counters U10, U12 and U14, connected in cascady (tbunt down from 512 to 0). When data are stoifesl,
address generator is clocked by the 100 kHz intetpnek, fed to pin 4 of U10 (signal [4]); when tlaequisition
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ends, the counters are reset, a trigger is seahet®SP (DSP BIO line), so the DSP takes the cbofrihe address
generator, sending a different clock (pin 15 of tatresponding to a single address line on the R&p. The DSP
BIO pulse [10] is created by the monostable U13dgkred by the pin 13 output of U14.

The flip flop U11A on the left is activated by thex-on-off signal [6] corresponding to the end of
transmission that starts the acquisition; at it ierfis reset and the clock of the counters is@wvat (note the two
signals [7] and [8] that enable the two differeloicks alternatively). The flip flop remains in itsset state until the
next Tx pulse.

At the end of the data loading on the DSP the addgenerator sends again the DSP BIO, so the DSP ca
start its internal processing. U3 and U7 are laidieween the internal data lines and the DSPhieaThe set of
resistors and capacitors at their outputs are tesednimise noise pickup on the lines.

U7 is a multiplexer that decodes its inputs confiogn the DSP address lines A83. One of the output is
the memory reading clock, another one is the enghiiput of U18, whose task is to pass the togdl&c€ to the
DSP. The ports U9 and U5C are used to generatésa phich acts as a handshake control needed by S$ieto
work properly.

The voltage regulator U19 on the lower left wasdugehave a cleaner +5V power supply with respethé
one coming from the PWS.

3.7 Bus Control Board (BCT) and the main unit buse¢BUS)

3.7.1 BUS and BCT functional description

TheBUS board is a special board, that is not placedemtlin unit in the same way the other boards are; i
fact it is not accessible from the front side hi#dts as a common rear panel on which all ther dibards connect
by means of the same type of 64 pin connectorighi3.fL it is possible to note three different bygbsy were
drawn as separate buses for expositive purposealgcthey all stay on the same board. The threzebuwvere
separated to highlight that some lines are useth®ocommunication between the main unit and théo®C(these
have been calledPC bus' on the main unit, even though they are not diyeminnected to the PC ISA bus), other
lines are directly connected with the DSP bodd&R bug, last some lines are used only to exchange signal
among the boards of the main unit and have bededcdbcal bus'. The names of the signal on the buses are
reported in tab.3.5.

Local bus 14 bits

400kHz_CK Primary clock

C./C, Code type

RX_on/off Reception on

RX on/off Reception off

SyS#0+7 System state lines (not used)
TX_on/off Transmission on (if high)
TX_on/off Transmission off (if high)

DSP bus 7 address bits + 16 data bits
DSP_A~+ A; Address lines available into the DSP
DSP_0Q+Dgs DSP acquired data

DSP_BIO DSP interrupt line

DSP_IS I/O signal

DSP_WAIT DSP control line

PC bus 14 address bits + 8 data bits

PC A PC encoded address line

PC_A PC encoded address line
PC_CS#1+8 lonosonde devices address lines
PC_Dy+D, Buffered PC data lines

PC_INT PC interrupt signal

PC _RD PC read line

PC_RESET lonosonde reset (some devices)
PC WR PC write line

Tab.3.5 — BUS signals
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The Bus Control BoardBCT), placed inside the PC, is a sort of buffer betwite® PC ISA bus and the bus
used by the main ionosonde unit. The board reaslsldlta on the ISA bus (they are determined by itjie llevel
PC program) and decodes them in order to addregeipy the boards on the main unit: program thgueacy on
the DDSs, generate the code, determine the atienuatthe receiver, etc.

The main unit PC bus has 8 lines for data traresfier 14 lines for addressing and controlling. Thé>8s
has 16 lines used for data transfer and 7 for adirg and controlling. The main unit local bus bédines. Not all
of the lines on the local bus are used but theyetmeen included to comply with possible future temments.
Besides the 59 lines just mentioned, some moredinevoted to the power supply distribution (freéWs to the
other boards).

3.7.2 BUS and BCT electrical scheme comments

In fig.A.1.8 it is possible to see the electricatheme of the BUS board. It is very simple, consgstinly in a
series of connections among connectors. In factléheonnectors correspond to the actual conneetmasable
into the ionosonde main unit. The connector on upper left (JP1) corresponds to the ADC which rezgii
different wiring, directly with the DSP board. Tligle connector on the right (JP2) gets the postgrply, coming
from PWS.

Fig.A.1.9 reports the electrical scheme of the Bard. It interfaces with the PC ISA bus (connedtbr
and with the external world (connectors P1 and JR8)the ionosonde main unit. U1, U2 and U3 atehes used
to decouple the two buses. Being in the PC theemsddspace reserved to external user-built perijghatdixed
address, it is stored by means of the switch Slcdsiapares the upper part of the incoming addresd wiih the
settled value to enable U6. Note that, togetheh whe upper side of the address (PEREGA9) another line is
used to check the proper call to the external pergd: AEN (pin 6 of U3). Moreover, U6 is enabledyoif one
more signal is present contemporarily: it is "GR"its pin 4; it is the output of the port USA (dretupper side of
the scheme), and become true if one of the readrite lines on the PC bus is true. By means of émabling
system it is possible to avoid that every word @nén the lower side of the address lines passesgh the
ionosonde. Once enabled, U6 decodes the addresshied by PCA2PCA4, making one of the eight outputs to
become active and selecting a device inside thesmmde main unit. The PCAO and PCAL1 lines are aotrolled
and they are used for additional addressing, peavitie right chip select is activated. On the upgféside of the
scheme it is possible to see the U4 latch, not asguesent, but only foreseen for future develags)do enable
one interrupt request to be sent from the ionoseadbe PC. There is also a reset line controliedhle PC, that
can send a reset pulse on the ionosonde buaied for example, by the 8255 multiplexers onR&¥ board).

3.8 The power supply board (PWS), DSP board (DSPhd the PC

About thePWS board, it is xxx model xxx. It has a triple outpat +12, -12 and +5 V, with 6A available
current ad 5V and 2A at 12V. It needs to be suppbg the main line at 220 V 50 Hz AC (like the athe
subsystems: PC and PWA). Three leds are presetiteofront panel to show the presence of the thrgpub
voltages.

A block diagram of th®SP board is reported in fig.3.3. The board is theabab Spry model 5000, its most
significant features are summed up in the followisg
* based upon the Texas Instruments TMS320C5x skxied point DSP (80 MHz),

* up to 40 MIPS performance,

* intelligent data acquisition for 8 input channatsan aggregate sampling rate of 500 KSPS,
* 500 KSPS 12 bit A/D Converter,

* two analog outputs (12 bit D/A),

* puffered digital I/O expansion (16 bits) + setid,

* 64K words program RAM,

* 128K words data RAM,

* ISA bus interface.

The board is a little computer with many typicabtigres, like 10 devices, RAM, etc. Not everything
available has been used in the ionosonde applicamecifically the RAMs and the digital 10 in tlwsver side of
the figure were used (besides the processor!). O8E is programmed in a custom assembly languagkjtan
makes it possible to speed up operations that wreddire by far longer times to be completed ineaegal
purpose machine. As it will be explained bettethim next sections, the PC has control only oveeggsettings of
the system, the start/ stop of sounding, the digmigand storing, all the other processing tasksaassigned to the
DSP, including filtering, correlation and integati More detailed information about the DSP charéstics are
available in the device manual, provided by the ufecturer.

27



About thePC, almost every PC can be used, being the requirsnmen critical. Basically it has to be a MS-
DOS system, with a 486 processor (or more powedlut) an AT bus. Higher velocities are good butessential.
A wide capacity hard disk may be useful to storgdaguantity of data. The original DOS operativetsg is
needed, being the C program compiled in a DOS enwient, so the presence of Windows is useless (or
detrimental).

TMS320
PROCESSOR

\ PC AT BUS \
Figure 3.3 - The DSP board block diagram

3.9 Software
Two programs are needed to let the system worigtalbvel program in the PC, used for the genevatrol
of the system, and a low level program in the D&ed for the acquisition and the on-line signatpssing.

3.9.1 High level PC program

The flow graph of the main PC program is represeiridig.3.4. It was written in C language and cdetgb
by means of a Turbo C compiler for DOS.

When the system is switched on, it has to be dh#ed”, i.e. the software of the DSP must be Idaidéo
the machine, this is accomplished by a batch reud#scribed in the next paragraph.

Another batch routine makes the C program runadfitimes during an hour: the starting minutes are
specified (e.g. 5, 10, 15, etc.) in a little texke f(timetab.dat). Specifying flags in this fileig also possible to
launch different programs at different times, fostance programs that display data with differeitérga or that
use a different set of parameters.

The first block in fig.3.4 is named “sounding safs”; they consist in the reading of a little tdie
(datinput.dat) in which some parameters are writtka content of the file is specified in tab.3/6ter the file
reading the DSP program is launched; from this tomethe DSP will run independently from the PC pang,
synchronised only by signals generated insidedhesonde main unit.

At this point the flow enters the larger loop, aveequency used for sounding is set (the reledard are
sent to the DDS via the BCT and the PC bus). Thgrdgram then waits for a DSP call. In the meanwittike
system is controlled by the signals generated leyGAM, the DSP stores the sampled data and perfiiams
processing. When the DSP finishes, it signalgitedy sending an interrupt to the PC that ekigsinternal loop.

Now the program executes the block “acquisitiomftbhe DSP”; it consists in the reading of the menuadr
the DSP in which the processed data were storesld@ta represent a single sounding; actually thé B8y sum
(integrate) over some echoes (see par.2.1.5 andettigqparagraph) but its output appears as a seujle, so the
PC can store the data into a single array whosxiigdproportional to the time.
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Fig.3.4 — Main PC program flow chart
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The next block is the “mean value and energy catmn”. Some evaluations on the acquired streantatd
are carried on. At first the mean value of thearsecalculated, then a sort of energy is evaluaetlally the sum
of the absolute differences of the data with respethe mean value is calculated. This is not txdlbe energy
but it is a merit figure proportional to the amowftnoise received along the trace. These valuesrdge and
“energy”) are used in the next block, “graphic gireld”, in fact the parameter read at the progrtart §ixes a
threshold used to output a point on the screen. thheshold is calculated dividing the “energy” poasly
determined by the factor read from the file; orlg walues in the array of data whose differencenfiloe average
overcomes the threshold are displayed on the sasemhite dots; those between the threshold andaifsare
displayed as grey dots; those lower one half of ttireshold are not displayed at all. All these afiens
correspond to a determination of the probabilistritiution of the received samples. The theoreisglimption is
that most of the received samples are due to rawideonly one (or very few ones) corresponds tocamahecho.
The threshold is determined in order to let onlyyview values to be displayed, those which arediinengest
(which lie on the tail of the probability distriban); at the same time the threshold is adjustaedetiby trace,
making the system adaptive to the background siuaio theoretical study about the threshold waasied on, in
other words it is not known the relationship betw#ge threshold and the probability distributiontteé acquired
values, so the determination of the most suitahlee/for the input parameter was carried on a bgaasis.

At the end of the external loop the program cheitksthe completion of the sounding, i.e. the last
programmed frequency was outputted. If the anssvapbia new frequency is set, if yes the DSP ispgid@and the
program ends after having stored the acquired i@mgn the hard disk in a file with a fixed fornzatd name.
The name contains the julian day of the year, thea month, the hour and the minute at which thending was
performed. Inside it there is a header which caostall the parameters used by the programs (indltiueDSP). A
set of strings follow; each string refer to a diffiet frequency of sounding, and it is composed>ff lytes, one for
each sample; each byte is the colour code of thalidplayed on the screen (black, grey or white)this way
some information about the energy of the echodesis but this was not considered fatal, also bseaunf the
absence of calibration of the receiver; improvermeme possible in future realisations of the systemthe other
hand, this kind of storage of data is useful begdtusimplifies the reading of data by means okoitrograms (for
example to perform an automatic interpretatioroabigrams).

Parameter (unit) Limits

Start frequency (MHz) >=1.50
Stop frequency (MHz) <=10.00
Frequency step (MHz) 0.10 or 0.05
Internal Rx attenuation (dB) 6+ 30

Pulse repetition rate (Hz) <33

Time interval between C1/C2 pulses (ms) 15

Graphic threshold factor --

Synthetic echo height (km) 90+ 600 (0 if not used)
External Rx attenuation (dB) --

Tab.3.6 — Main program parameter file contents
(each parameter must be inserted in a differeat &fter it there is a comment string with no space

3.9.2 Low level DSP program

The flow diagram of the DSP program is represemdi).3.5. It soon appears to be more complex tihan
high level one; in fact the DSP has to perform hbghacquisition and the signal processing, exttepstatistical
treatment, accomplished by the C program as itssas.

The program is written in a low level assembleglzage, proper of the DSP device used. As it wasdsta
the previous paragraph the program is to be loauedthe DSP board when the system is switchedAobatch
procedure affords this task, reading at the same & little text file which includes some parametdie user may
want to change occasionally. The file name is daiclat; the parameters are: the number of integratcles to
be performed, a couple of constants used to comafeefigr residual bias in the ADC board (kl and kQe for
each | and Q channel), a magnification factor usedhe FFT algorithm, a couple of hexadecimal numslbleat
express an amplitude limit to the spectral comptmehthe received signal.
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When the program is launched (by the PC, see #ngqus par.) some registers are initialised, tloegssor
waits for a signal coming from the ADC, the “BIQ# fact the ADC makes the BIO line to become hidiew it
ends the acquisition of the echo samples, so taeye read. The DSP reads the ADC memory, togefitier the
status of a line encoding the code (high= codewsIcode 2). The next steps are to separate thé Qasamples,
subtract the constants kl and kQ and to converintiegers into a different format (the “fixed pointegers”). This
last operation allows multiple operations (includbd great number of multiplications in the FFTtheut going
into overflow condition. Actually the integers ateught as they were in absolute value less than e 8 bit
values are converted into 16 bit numbers to beedtanto the 32 bit registers of the DSP multipligfter those
preparing steps the FFT is performed. The | andu@ptes are treated together as samples of a corsigleal, so
the Fourier transform to be calculated is the cexpine, outputting a not symmetrical spectrum.

When the spectrum of the received signal is avigiltie filtering described at the end of 2.1.5dmied out.
At first the bandwidth is slightly reduced, to makere effective the band limiting of the last Ikdi. Then a hard
amplitude limiting is performed on the spectraleinthat exceed a fixed threshold (the one specifiethe
parameter file). When a single line exceeds thestiold its value is put to zero (both the real iamaginary part).
The threshold has been determined by trials ancbeamodified accordingly to the noise environméimat may
change in time and space.

Once the spectrum is obtained the correlation withcode is performed, in the frequency domairis(&
simple multiplication sample by sample). Obvioushe correlation has to be done with the proper code
correspondent to the one used to obtain the lagtir@d signal; that is the reason of the checkefdode in the
centre of the diagram. If the code used is the, fat the previous operations have to be repeigurocess the
second one. After having acquired both codes thaybe summed to make effective their complememaiyre.

The next step is the integration, and it consisily o the accumulation of the traces into the samray,
until the integration counter reaches the specifigchber. It only at this point that the inverse f@utransform is
executed. As a consequence of the various procesdirthe signals, the output is complex, with | aQd
components, so the extraction of the amplitude rhastarried on. If the processing were performethatime
domain the extraction of the amplitude should haeelone at first, in our case it is done at the anboth cases
the final output must be real.

At this point the work is almost done, and aftemsoresetting, the DSP interrupts the PC to signbhs
finished its task (see fig.3.4). The PC will rebd tlata stored temporarily into the DSP RAM.

3.9.3 Filenames convention
The data file produced by the C program have a rnaieis a function of the time at which the filasv
generated. The convention for the names is: YYDDD#bkt, where:
YY are last two digits of the year,
DDD s a three digit number representing the calenidy (starting from Jari'E 1),

H is a letter representing the day hour (A=0, B=W=22, X=23),
MM  are two digits for the 00 to 59 minutes withivethour,
ext is the three character extension, that is “RBytiefault, even though it is possible to generate

files with a different format (and extension), Ithis feature is not used now.

3.10 Technology notes

Some note about the technologies adopted in tles@rde manufacturing is added at the end of tlaipteh.

The design has been aided by means of a profetsi@utronic CAD used both for some simulations and
for the implementation of the actual layoot all the circuits. Each board is a double sideBP(vetronite
substratum, with a photoresist already presentwhith the routing has been impressed by means tbéra
traditional systems: the output of the CAD is peithton slides by a laser printer, that allows foreay good
resolution and a high contrast. The slides arelling on the board and exposed to an UV rays sosocthat the
photoresist can be removed chemically by meanssafdeum hydroxide solution (7 g/l). In the end tapper is
semoved by means of a sodium persulfide (100 §)mming up: where the copper traces must remain the
persulfide do not act because the photoresist wiagemoved, this happened because of the tracteaiides that
shielded the UV light. At this time the board cangerforated to settle the components.

About the_components useil is worthy to remember that both the traditiotechnology and the new
surface mounting one have been used. So, on thidsibas possible to see traditional lumped eletséresistors,
capacitors, etc.), the DIP (Dual in Line Packagédrated circuits and the SMD (Surface Mountingibe; the
last are in the SOP Small Outline Packcge) anthénISOP versions (Shrinked SOP). The SMD technohagy
not used only for advanced devices like. the DBsalso for some resistors and capacitors.
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In the RF boards attention was reserved to EMCptaap all the typical measures that allow improvetse
in the performances. For example: the filters amgldiers were shielded, the supply lines wereefiid, the analog
and digital grounds were held separated as lopgssible, a ground plane was created almost evengybtc.

In fig.A.3.3 it is possible to have a look to th8Y board, that resumes on it all the technologycepts
exposed in this paragraph.
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4. CONCLUSIONS

4.1 Test results

The ionosonde system has been tested during théolasmonths, producing ionograms of good quality,
comparable to the ones produced by the older ioeseystems working at INGV and purchased extgrnal
Some result will be presented, making comparisdtis tive two systems:

» the old VOS-1A ionosonde manufactured by Barry BeseCorporation (referred to as VOS);
» the new DPS-4 ionosonde manufactured by the CdateAtmospheric Research of Lowell University of
Massachusetts (referred to as DPS).

In all ionograms on the horizontal axes there heeftequencies in MHz, while the units on the waltaxes
are km; they were scaled graphically and placeithénpages in order to allow an easy comparison grasoales;
all soundings have been performed in the Rome frertc observatory.

In fig.3.1 there is the ionogram produced on Ma¥), 2002, by the INGV ionosonde; in fig.3.2 and 38re
are the comparisons with the ones produced by 8 Bnd VOS respectively. The soundings were peddrm
within few minutes around 7.00 am (local time).

In fig.3.4 and 3.5 there is another example, rasgdy by the INGV ionosonde and the DPS; theraas
comparison with the VOS because the sounding wesrpeed at 5.45 pm, while the VOS works only at the
minutes of each hour. The day was July Z002.

The ionograms showed were chosen as good reprégestaf the ionograms produced by the various
ionosondes; the deviations from the “normal” cddes the ones shown are rare. It is possible te ribé good
quality of the ionograms produced by the INGV iamude, accompanied by a good background noise level
(compare to VOS). For some conditions, the INGVosnde is even better than the DPS, e.g. at therlow
frequencies (E layer).
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4.2 Future developments

The present state of the design and developmehtafew INGV ionosonde is far from being definitaed
many improvements have already been identified.eHbey are briefly introduced, grouping them byirthe
connection to the various subsystems and boards.

*  Main unit
An external antenna switch may be useful whenherdbnosonde system should be operative contemilyora
to the INGV ionosonde. The switch control can tseited inside the CTM.

All the signals paths shall be checked and thelifioghions revised, to improve the linearity ofettoverall
system.

An automatic calibration circuitry can be designadorder to choose the best set of attenuatiofhe tinserted:
at the CRF out, at the RF in, and inside the rexeiv
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* ESY

The CREF signal is not filtered; a band filter d@ninserted. In order to spare address space dUBesome of
the programmable latches can be substituted bys@lihes; this is possible because the 40 MHz laszilhas
its frequency fixed. Some circuitry able to serfsegresence of the proper signals generated oatoddrd can
be introduced; the signals to be checked can leel2s MHz reference, the LO outputs, the CRF d,400
kHz clock; also the temperature in some criticadtsmuld be checked. The checking could be accmgdi
even by a simple average value extractor, compdhagutput with a threshold and outputting a greered
light of an LED.

* CTM
Also on this board some addressing circuitry carsimnplified, making the selection of the code mstatic
(DIP switches), but, considering that the type @dlecis not subjected to vary, it has not consegna the
usual working of the system.

* SYE
This board can be completely avoided, being alraesitical to CTM, so it can be integrated in thst] with
some little circuitry added.

* PWA
The power amplifier is to be substituted by aatéht type, that shall allow a better efficiency anbetter
linearity. Experimentation on a new model has alydaeen carried on and this can be used in theefutu

* SWF
The layout and the shielding can be revised andenmaore effective. Also the input filter (LBI RFEan be
revised. A visual system, based on LEDs, will teoiduced to indicate the actual NBS RFF filted uigeckal
time.

* RCV
The variable gain could be accomplished in a difieway; an AGC circuit could be introduced.

* ADC, BCT and BUS, PWS nothing to modify.

* PC
New and more powerful computers can be adoptede Mmwderns systems are more useful because tloay all
easily the network connection, and this featur@migortant, considering that future applicationslude the
settling of ionosondes also in sites with no opesatvorking nearby.

* DSP and Software
A new DSP board has already been purchased awed;téswill allow a greater speed. The chanceagfuéring
a floating point DSP has been considered too.
The software will be the “part” subjected to therm significant improvements, not because it is mdvead
quality, but because of its capability to be rapidhodified and tested. More efficient algorithma dae
adopted, in order to: speed up the computing timak{ng possible to increase the PRF), making al th
calculations more precise, reducing the “computioge”, improve the filtering in the frequency daméor
instance using more information about the code tap®¢ including the phase). Also the actual sougdin
absolute frequency can be varied, avoiding thecidémce with “clean” values, like 1, 2, 3 MHz ar@an (to
modify with, say, 1.015, 2.015, etc.).
The most interesting algorithms to be introdudsoltd be the calibrations. An “environment noiskbeation”
should be very powerful: a measure of the statuallofhe interfering sources of noise, with the gmse of
cancelling them in the subsequent sounding. A wiffe calibration, a “system calibration” could be
implemented, in order to take into account for twual transmitted code and not the ideal one when
performing the correlation.

All the modifications just examined are rather la implement and they do not affect the systesrall
design. Deeper improvements imply the introductdbmew boards and the complete rebuilding of thersoe.
The capabilities that would be desirable to be dddee: the doppler shift analysis and the ordinang
extraordinary way recognition, also a more preagasurement of the received power (i.e. the ovalabrption
of the ionosphere) would be useful.
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A. APPENDEXES

A.1 Schematic diagrams

The electric schematic diagrams of the boardseighosonde are reported from pag.39 to 49, figires
AlltoA.l.9.
A.2 Timing diagrams

The timing diagrams of the digital signals on thEM; SYE and ADC boards are reported from pag.50 to
52, figures from A.2.1to A.2.3.
A.3 Pictures

The complete ionosonde system is visible in fig.A. ®ther pictures are at pag.53 and 54.

/

Fig.A.3.1 — The complete ionosonde system
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In fig.A.3.1 the main rack is visible in the centhecontains the main unit in the upper sidegivisible in
more detail in fig.A.3.2) and the PWA in the lovwside. On the right side there is the mini-towerimabof
the PC. Just in front of the amplifier there is @ keyboard. Over the rack there is the PC manitibr
parts were put close one another to be represettegether in one picture, but this arrangementas
compulsory and usually the monitor and the keyba@aedput apart from the rest of the system, bdiigy t
arrangement more comfortable.

Fig.A.3.2 — lonosonde main unit

In fig.A.3.2 the main unit is represented, with thent panel visible; the boards included in thadmma
unit, from the left to the right, are: ADC, SWF, RCFSY, CTM, SYE, PWS. Also the cables appear, but
only those that connect two boards in the normahding configuration; those that connect the uriihwhe
other subsystems are not visible in the picturatéana in"= RF echo, “ATRG out”= AMP trig, obvioysl|
they are necessary for working).

Fig.A.3.3 reports the FSY board appearance; therddas been chosen because almost all the
technologies employed are recognisable on it. Aiqdar representing a SMD is visible in fig.A.3.4.

Last, one of the two antennas is visible in fig.&;3he little box on the top of the pole is thado

Fig.A.3.3 — Example of board layout (FSY)
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Fig.A.3.5 — One “delta” antenna
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A.4 Test and operation conditions

In this appendix the way of performing tests onghstem and the normal sounding operation will be
described for the user needs. The tests are usefte set-up of the system, to check that all estions
have been arranged properly, together with thevwee and software settings. More specific testsilshioe
performed by specialists in order to look for faglsl causes and their remedies. In all tests itheilhssumed
the AC main power supply is properly connectechtodystem and the buses properly connected betiveen
main unit and the PC.

A.4.1 System Stand Alone Test

This test allows the checking of all the hardwair¢he system main unit, except the ADC; the other
subsystems are not involved: the PC, PWA and aateithe SYE board is used to generate a synttetic e
and check the transmitting — receiving chain. Thigpot is observed directly by means of an oscitypsc

In tab.A.4.1 the connections configuration to bedum this test is reported (usually a connectsn i
between boards included in the main unit; the daskekground refers to connections between the main
and other subsystems). When in the fourth colurerciption “not connected” appears it means no dable
to be connected to the output specified in thedtbmlumn. The oscilloscope trigger is on channein2,
“normal” mode.

Signal Cable from To
Name Board Connecto Board Conneqtor
IF#3 ADC IF#3 in Not connected --
FRF SWF FRF out RCV FRF in
LO#1 FSY LO #1 out RCV LO#1 in
LO#2 FSY LO #2 out RCV LO#2 in
LO#3 FSY LO #3 out RCV LO#3 in
CRF FSY CRF out ext. atten. (1) -
CRF ext. atten.(1) - SWF RF echo
SYN echg SYE ECHO out FSY CODE in
CODE CT™M CODE out Not connected --
IF#3 RCV IF#3 out | Oscilloscope (2) -
AMP trig CTM AMPtrig out| Oscilloscope (3) -

Tab.A.4.1 — Stand alone test cables connection
Notes:
1) itis a 30 dB external attenuator
2) to channel 1, DC coupling, 50 ohms input resistdificeecessary add a 50 ohm load)
3) to channel 2, DC coupling, high impedance (1 Mohm)

In the DATINPUT.DAT file the following values mubg inserted:
3.00 start frequency (MHz)

10.0 stop frequency (MHz)

0.1 frequency step (MHz)

18 internal attenuation (dB)

30.0 pulse repetition rate (Hz)

15.0 interval between C1/C2 pulses (us)

10 graphic threshold

180  synthetic layer height (km)

4 external attenuation (dB)
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Making the test progranPROVVDDS.EXE run on the oscilloscope the situation reportedignA.4.1
should appear.

480us
«—>

CH2

CH1 f 150 mVpp (min.)

~1.2ms

A

Fig.A.4.1 — Stand alone test, oscilloscope output

A.4.2 Hardware-Software System Test

This test allows the checking of the entire systémejuding the ADC, the PC and the signal
processing. Only the PWA and the antenna systeraireexcluded. It is assumed that the failures esé¢h
last subsystems be very unlikely; anyway it wowgdobssible to test also these subsystems by méétikeo
modifications to the present arrangement, as ltdes$cribed at the end of this paragraph.

Also in this test the synthetic echo utility is dsend the connections have to be arranged as in
tab.A.4.2. The scheme is very similar to the presimne, the differences with respect fig.A.4.1 are
highlighted by means of a asterisk in the firsuomh. The “ext. atten.” is a 30 dB external atteauat

Signal Cable from To
Name Board Connector Board Connedqtor
* |[F#3 RCV IF#3 out ADC IF#3 in
FRF SWF FRF out RCV FRF in
LO#1 FSY LO #1 out RCV LO#1 in
LO#2 FSY LO #2 out RCV LO#2 in
LO#3 FSY LO #3 out RCV LO#3 in
CRF FSY CRF out ext. atten. --
CRF ext. atten. -- SWF RF echo
SYN echo SYE ECHO out FSY CODE in
CODE CTM CODE out Not connected --
* AMP trig CTM AMPtrig out | Not connected --

Tab.A.4.2 — Hardware-Software system test cablaaetions

In the DATINPUT.DAT the values to be inserted dre same as in the stand alone test. Making thealorm
sounding C program run the PC should display ddiar with white dots at the fixed height of 18@.k

In order to test also the PWA some madificationthi arrangement have to be done. The FSY CRF
out is to be connected to the PWA input, while PW#Aput is to be connected to the SWF RF echo input,
not directly but_after the insertion of a propeteauator a 50 dB attenuation is to be inserted and the
attenuator must be able to dissipate 300 W or mast, the CTM AMP trig out is to be connectedtie t
trigger input of the PWA. Adjusting properly theeatuations and the graphic threshold it shoulddssiple
to get the same output of the Hardware-softwairte Agg/way the test of the PWA usually is not reediin
the usual set-up procedure, and it could be ugeftdse of failures in the PWA.
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A.4.3 Standard sounding

In a similar manner to what previously reportedwdhiests, in this paragraph the arrangement to be
used in the normal sounding operation will be dbsd: In tab.A.4.3 the cable arrangement is desdrithe
differences with respect tab.A.4.2 being highlighitg the asterisks in the first column (usuallyoargection
is between boards included in the main unit; theketabackground refers to connections with or betwe
other subsystems). Between the Rx antenna andwheifput may be useful to insert some dB attenunatio
(say 4dB).

Signal Cable from To
Name Board Connector Board Connedtor
IF#3 RCV IF#3 out ADC IF#3 in
FRF SWF FRF out RCV FRFin
LO#1 FSY LO #1 out RCV LO#1 in
LO#2 FSY LO #2 out RCV LO#2 in
LO#3 FSY LO #3 out RCV LO#3 in
* CRF FSY CRF out PWA RF in
* RF echo| Rx antenna -- SWF RF echo
* SYN echg SYE ECHO out Not connected --
* CODE CTM CODE out FSY CODE in
* AMP trig CTM AMPtrig out PWA Trig in
* RF out PWA RF out Tx antenna --

Tab.A.4.3 — Standard sounding cables connections

The following values are an example of the pararsei@ be inserted in the DATINPUT.DAT file; other
choices are possible, depending on the soundingjteams:
2.00 start frequency (MHz)

10.0 stop frequency (MHZz)

0.1 frequency step (MHz)

8 internal attenuation (dB)

30.0 pulse repetition rate (Hz)

15.0 interval between C1/C2 pulses (us)

35 graphic threshold

0 synthetic layer height (km)

4 external attenuation (dB)

After having written the DSPINPUT.DAT and the TIMBB.DAT files it is possible to load the DSP
program and to launch the batch procedure thawsltbe periodic soundings (for more details seg 3.9
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SYMBOLS AND ABBREVIATIONS

Acronyms

ADC Analog to Digital Conversion / Converter
ADT Automatic Detection and Tracking
AGC Automatic Gain Control

AIS  Advanced lonospheric Sounding / Sounder
BCT Bus ConTrol

BUS Bus (used referring to the bus board)
CAD Computer Aided Design

CTM Code and TiMing

CW  Continuous Wave

DDS Direct Digital Synthesis

DSP Digital Signal Processing / Processor
EMC ElectroMagnetic Compatibility

EMI  ElectroMagnetic Interference

FFT  Fast Fourier Transform

FSY  Frequency Synthesis

GPS Global Positioning System

HF High Frequency

IF Intermediate Frequency

INGV Istituto Nazionale di Geofisica e Vulcanologia
LF Low Frequency

LGA Laboratorio di Geofisica Ambientale
LNA Low Noise Amplifier

MF Medium Frequency

MTI  Moving Target Indication / Indicator

N Electron density in the ionsphere

PC Personal Computer

PCB Printed Circuit Board

PRF  Pulse Repetition Frequency

PWA PoWer Amplifier

PWS PoWer Supply

RCV RecCeiVer

RF Radio Frequency

Rx Receiver, reception

SWF  SWitching Filters

SYE SYnthetic Echo

Tx Transmitter, transmission

UV  Ultra Violet

Symbols

C speed of light

At generic time delay

ot time resolution

Es energy of a signal

Po detection probability

Pra false alarm probability

S/N  signal to noise ratio

T

pulse duration
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