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Abstract 

We analyze the coseismic stress perturbation during the June 17th, 2000 South Iceland seismic 

sequence; the mainshock (MS 6.6) was followed by three large events within few tens of seconds (8, 26, 

and 30 s, respectively) located within 80 km. The aim of this paper is to investigate short-term fault 

interaction and instantaneous triggering. This happens when a fault perturbed by a stress change fails 
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before the end of the transient stress perturbation. We compute the shear, normal, and Coulomb stress 

changes as functions of time in a stratified elastic half-space by using discrete wavenumber and 

reflectivity methods. We calculate dynamic stresses caused by the mainshock at the hypocenters of 

these three subsequent events. Our numerical results show that the onset of the last two events is 

slightly delayed with respect to the arrival time of the second positive peak of Coulomb stress 

variation, while the first event occurred after the first positive stress peak. We have also analysed the 

response of a spring-slider system representing a fault governed by a rate- and state-dependent friction 

law, perturbed by shear and normal stress variations caused by the mainshock. The fault response to the 

computed stress perturbations is always clock advanced. We have found suitable constitutive 

parameters of the modelled fault that allow the instantaneous dynamic triggering of these three 

earthquakes. If the initial sliding velocity is comparable with the tectonic loading velocity, we obtained 

failure times close to the observed origin times for low values of the initial effective normal stress. 

 

1. Introduction 

The basic assumption of fault interaction studies is that the stress perturbation produced by an 

earthquake affects the seismogenic potential of other faults (the “perturbed” faults) and the distribution 

of subsequent seismicity. Dynamic stress changes caused by earthquakes consist of a permanent or 

static contribution, and a time varying transient contribution. In intermediate to far field conditions the 

transient component of coseismic stress changes is less attenuated with respect to the permanent one 

(Cotton and Coutant, 1997, Antonioli et al., 2004). Dynamic stress changes have been modelled to 

explain complex ruptures with multiple events (Harris and Day, 1993; Belardinelli et al., 1999; Voisin 

et al., 2000; Antonioli et al., 2003), as well as the distribution of seismicity following an earthquake 

(e.g. Kilb et al., 2000, Voisin et al., 2004). 

This paper aims to provide further evidence to instantaneous dynamic triggering, by investigating the 



causative link between a magnitude 6.6 earthquake of year 2000 in South Iceland and three subsequent 

events observed in intermediate to far field conditions, within the first minute after the first event. 

Instantaneous triggering occurs if a seismic event follows closely the arrival of seismic waves at its 

location, and it occurs within the time interval during which the transient seismic signal is above the 

background noise level in that location. If instantaneous triggering occurs, then the transient part of 

coseismic stress changes plays a fundamental role. Therefore instantaneous triggering represents a 

particular case of fault interaction that can’t be investigated through a simple analysis of static stress 

changes, but requires modelling of the complete dynamic stress perturbation caused by an earthquake 

on neighbouring faults. Additionally, analysis of the temporal response of the perturbed fault is also 

necessary in order to verify if instantaneous dynamic triggering occurs. The triggering delay is the time 

required for the perturbed fault to undergo failure, starting from the beginning of the stress perturbation 

applied to the fault. In order to estimate the triggering delay it is necessary to model the nucleation 

phase of the perturbed fault by assuming a fault rheology. If instantaneous dynamic triggering occurs, 

then the triggering delay is of the order of the duration of the transient part of the dynamic stress 

perturbations applied to the fault. Effects of fault interaction characterized by larger triggering delays 

will be referred simply as “delayed” and in these particular cases we do not consider the triggering to 

be instantaneous. 

Recent studies investigated the relative importance of transient stress changes with respect to 

permanent stress changes in fault interactions. According to Voisin et al. (2004) the effects of the two 

stress perturbations are indistinguishable in particular they both can provide delayed effects if slip-

weakening friction law is assumed as a rheology for perturbed faults. A similar conclusion was 

proposed by Parson (2005), by using a modified version of the rate- and state-dependent friction laws 

for the perturbed faults. The latter might take into account the alteration of frictional contacts in the 

neighbouring faults caused by dynamic shaking. According to other studies (e.g. Ziv, 2003) dynamic 



stress changes are not necessary to explain delayed triggering and, even in far field conditions, delayed 

effects can be explained in terms of multiple interactions caused by permanent stress changes due to 

previous aftershocks, each of which acts as a mainshock and produces aftershocks (see also Felzer et 

al., 2002). 

Some observations (e.g. Brodsky et al., 2000, Antonioli et al., 2003, Eberhart-Phillips et al., 2003, 

Tibi at al., 2003, Gomberg et al., 2004, Brodsky and Prejan, 2005) provide support to instantaneous 

dynamic triggering mainly in intermediate to far field conditions. Observations supporting 

instantaneous dynamic triggering are not very numerous since detection of events before the end of 

shaking caused by a triggering earthquake is difficult, especially in near field conditions. Delayed 

effects are much more numerous than instantaneous triggering effects therefore those considered in this 

study have to be regarded as an exceptional data set.  

Nucleation studies assuming a rate- and state- dependent rheology suggest that instantaneous 

triggering is the most likely interaction effect due to purely transient stress changes (Gomberg et al., 

1998, Belardinelli et al., 2003). However these studies suggest that generally large amplitudes of 

transient stress changes compared to the direct effect of friction are necessary to provide instantaneous 

dynamic triggering. This can be a disadvantage in the framework of fault interaction, where coseismic 

stress changes are generally at least one order of magnitude lower than the stress drop of the perturbing 

mainshock, especially in intermediate and far field conditions. This problem is not present in nucleation 

studies assuming a slip-dependent rheology, where triggering delays are typically smaller than few tens 

of seconds (e.g. Voisin et al., 2000, Monelli, 2004). Therefore, in order to explain instantaneous 

triggering, assuming a slip-weakening constitutive equation is certainly suitable, but it does not add 

new contributions to fault interaction studies, unlike facing the problem with rate- and state-dependent 

friction laws. The latter is widely adopted fault rheology in the framework of fault interaction studies, 

since it can provide a large range of triggering delays associated with permanent stress changes. In 



particular, rate- and state-dependent friction was assumed in nucleation studies aiming to explain the 

temporal distribution of aftershock sequences, or Omori law (e.g. Gomberg et al., 2005 for references). 

For these reasons, this paper aims to further investigate the conditions allowing instantaneous 

triggering under the assumption of a rate- and state-dependent friction for the perturbed faults. 

In the sequence of year 2000 in the South Iceland Seismic Zone (SISZ) three events were detected in 

the first minute after the June17 earthquake (Vogfjord, 2003) within 90 km distance from its epicenter. 

The origin time of these events correlates with the arrival time of seismic waves generated by the 

June17 mainshock, as they swept westward, suggesting a causative link between them and the 

mainshock. We investigate this possibility in the first part of the paper by analyzing the temporal 

evolution of dynamic stresses generated by the mainshock at the hypocenters of these three early 

events. We will show that all the three events occurred before the assessment of the static stress level in 

their hypocenter location, suggesting instantaneous dynamic triggering. In the second part of the paper 

we assume a rate- and state-dependent fault rheology and we perform direct modelling of the temporal 

response of a fault to the stress perturbations computed in the first part of the paper. These simulations 

were made in order to investigate model constraints for instantaneous triggering to occur in the three 

observed cases. 

 

2. The June 2000 seismic sequence in South Iceland 

The sequence of interest in this paper took place in the South Iceland Seismic Zone and the 

Reykjanes Peninsula (SISZ and RP in Figure 1) starting on June 17, 2000. The zone is a left lateral EW 

transform zone that connects the Western Volcanic Zone (WVZ) and the Reykjanes Peninsula (RP) 

oblique rift zone in the west and the Eastern Volcanic Zone (EVZ) in the east. The SISZ is one of the 

presently active areas of strike slip faulting in Iceland where large earthquakes have occurred in the 

recent past. The last major earthquake of the area (and the first being instrumentally recorded) was the 



MS=7.0 shock of 1912 that occurred in the easternmost part of the SISZ, while the largest historical 

earthquake occurred in 1784 (MS=7.1) and was followed two days later by another slightly smaller 

event (MS=6.7) about 30 km to the west. Moreover, since the nineteenth century, historical records 

describe sequences of large earthquakes over periods lasting from days to months. The time interval 

between the sequences ranges between 45 and 112 years (Einarsson et al., 1981). These earthquake 

sequences occurred in 1630-1633, 1732-1734, 1784, 1896, and 2000. Most of the sequences started in 

the eastern part of the SISZ and migrated towards the west. From August to September 1896 five 

MS=6.0-6.9 earthquakes occurred thorough the SISZ, but several historical earthquakes have also 

occurred as single events (e.g. the 1912 earthquake). 

The 2000 sequence started on June 17, at 14:40:41 UTC, with an event of magnitude MS=6.6 

(Pedersen et al., 2001). The hypocenter location was 63.973°N, 20.367°W and 6.3 km depth. A second 

large event (MS=6.6) occurred on June 21, at about 17 km west of the June 17 event, at 63.972°N, 

20.711°W and 5.0 km depth (Figure 1). 

After the June17 mainshock, three events within few tens of seconds (at 8 s, 26 s and 30 s after the 

mainshock) occurred up to a distance of 80 km along the SISZ and its prolongation along the RP 

(Figure 1 and Table 1). Most of the short period stations of the local network within 80 km epicentral 

distance from the June17 mainshock were saturated. The events occurring 26 s and 30 s after the 

mainshock in turn saturated stations within 20 km from their own epicenters, and they were not 

detected teleseismically. For these reasons and the short interevent time separation between the 

mainshock and the subevents occurring in the first minute, the 8 s event and the 30 s event remained 

undetected for some time. 

The sequence was very well monitored by several local networks: digital seismic stations, strong 

motion network, volumetric strain meter networks and permanent GPS stations in Iceland. Coseismic 

deformations were measured by GPS stations and InSAR measurements, which constrain distributed 



slip models of the two major events (Pedersen et al., 2003). Arnadottir et al. (2003) studied the 

interaction between the two mainshock faults, by computing the coseismic static stress change in an 

elastic homogeneous half-space. Static stress changes were found to correlate well with the observed 

spatial distribution of aftershocks, mainly in the near field. Jónsson et al. (2003) concluded that, near 

the two main events, poroelastic rebound dominates the observed postseismic deformations in the first 

few months of the sequence, but the pore fluid flow does not control aftershock duration, even if off 

fault aftershocks occur mainly in quadrants of decreased pore pressure. 

Among the thousands of recorded seismic events following the June 17 and June 21 mainshocks 

(Hjaltadottir et al, 2005) two additional M≈5 events occurred within the next five minutes from the 

June 17 mainshock: one just west of the main event after two minutes, the other after almost five 

minutes (286 s) at 86 km distance on RP (Vogfjord, 2003). These two events occurred after the passage 

of seismic waves generated by the mainshock at their own epicenter, as will be clear from the result of 

the next section. Therefore the 2 and 5 minutes events do not represent cases of instantaneous dynamic 

triggering. Arnadottir et al. (2003) showed that the 2 minutes event was affected by more than 0.2 MPa 

of permanent Coulomb Failure Function positive variation caused by the mainshock. Arnadottir et al. 

(2004) showed that the 26 s event and mostly the 30 s event increased permanently the Coulomb 

Failure Function by 0.1-0.2 MPa at the hypocenter of the 5 minutes event. Both the seismic sources of 

the 30 s event and the 5 minutes event are affected by uncertainties related to different parameters 

provided by seismic and geodetic data (Arnadottir et al., 2004, Hjaltadottir et al., 2005, Vogfjord et al., 

2005). These uncertainties can affect significantly direct modelling of the 5 minutes event, mainly if 

it is considered as a secondary aftershock of the 30 s event, as geodetic data suggest. Nevertheless in 

the discussion section we will deserve attention to event after 5 minutes in order to check the 

consistency of our results for the 26 s and 30 s events with the delayed triggering of the 5 minutes 

event. However in the following section of this paper we will focus our attention mainly on the three 



events, which occurred in the first minute after the June 17 mainshock. 

 

3. Dynamic stress interaction 

The three events occurred in the first minute after the June17 earthquakes in the SISZ and RP 

represent potential evidence of instantaneous dynamic triggering; moreover the two RP events occurred 

in the far field of the June17 mainshock where the static stress values are negligible. To investigate the 

causative link between these three events and the mainshock, it is necessary to evaluate the dynamic 

stress changes caused by the mainshock. 

We compute the stress field variations as a function of time, σij (t), due to the June17 mainshock, 

using the discrete wavenumber and reflectivity code developed by Cotton and Coutant (1997). The 

Coulomb Failure Function variation is computed according to the following expression 

                   )()()( tttCFF a σμτ Δ+Δ=Δ                         (1)                       

where Δτ(t) and Δσ(t) are the shear stress change and the normal stress change projected on the fault 

plane of interest, respectively. Normal stresses are assumed as positive for compression and all times 

are evaluated so that the mainshock origin time is t=0 . The apparent friction coefficient is expressed as 

μa=(1−β)μ, where μ is the friction coefficient and β is the Skempton coefficient, assumed to be equal 

to 0.4 (Harris, 1998, among many others). In agreement with gross features of mapped surface and 

subsurface faults of the area (e.g. Belardinelli et al., 2000; Clifton et al., 2003; Clifton and Einarsson, 

2005; Hjaltadottir et al., 2005), for all the three possibly triggered events, we project the stress on to 

right lateral N-S vertical fault planes. Apart from stress conjugate ENE left-lateral structures, also NNE 

right lateral structures are observed, we verified that small differences in strike (between 0° and 25° ) 

and dip (between 65° and 90°) orientations with respect to north-striking, right lateral and vertical fault 

planes do not significantly affect the computed CFF changes (especially when compared with the more 



important medium stratification effects), except for the 8s aftershock, as will be discussed in the next 

section. 

The vertical structural variations of the SISZ region can be reproduced by our layered model. 

Neglecting this layering may affect the amplitude of dynamic peaks at a given depth and the absolute 

arrival times of seismic waves at a given location (Antonioli et al., 2004). Our model, however, cannot 

take into account lateral variations of the crustal structure. We assumed a four layer structure (Figure 2) 

inferred from travel time studies (Vogfjord et al., 2002) for the East of Hengill region (‘He’ in Figure 

1), where the June 17 mainshock and the 8 s event are located. The assumed structure is a good 

approximation also to the West of Hengill region, at least down to 8 km depth (Figure 2). Moreover, 

even if the 26 s and 30 s events occurred west of Hengill, the largest part of the wave path from the 

mainshock to the aftershocks in the RP (26 s and 30 s events) is in the East of Hengill region. 

For the main event (June 17), we assume a bilateral rupture in a Haskell source model with rise times 

in the range 1-2 s and 2.5 km/s rupture velocity, without focusing on the complexity of the real rupture 

dynamics, recalling that the use of a more complex rupture history does not play a major role in the 

dynamic stress redistribution. Antonioli et al. (2004) showed that the only effect of different rupture 

models is to change slightly the amplitude of local minima and maxima and the frequency content of 

the stress as a function of time, particularly at the distances between the mainshock and the triggered 

events. We assume the slip distribution on the fault plane retrieved by a joint inversion of GPS and 

InSAR data and shown in Arnadottir et al. (2003). The fault parameters for the mainshock lay within a 

narrow range of estimated values; we adopted a strike angle of 7°, a dip of 86° and a rake of 180° (right 

lateral strike slip mechanism), on the basis of the aftershocks distribution (Stefansson et al., 2003). 

In order to give a general overview of the dynamic stress redistribution in the two aftershock regions, 

we computed horizontal maps of the time evolution of the ΔCFF  on the RP. Snapshots at four different 

times are shown in Figure 3, at the 26 s aftershock hypocentral depth (8.9 km) adopting a rise time of 1 



second. The arrival times of positive peaks of stress waves are slightly advanced with respect to the 

aftershock origin times. In Figure 3, at 22 seconds, the region of the first event is going to be reached 

by a positive peak of ΔCFF  coming from east. At 26 s (origin time of the second early event), the peak 

is leaving the aftershock location. Similar results were obtained for the 30 s event, as a consequence the 

origin time of the two aftershocks correlates with a much lower ΔCFF  than the peak value. 

In Figures 4 and 5, we show the variations of CFF, normal stress and shear stress (ΔCFF(t), 

 Δσ(t), and Δτ(t), respectively) as a function of time in the location of the hypocenter of the 

subsequent events (see Table 1). The values of ΔCFF, Δσ, and Δτ at the origin time of the three 

aftershocks are denoted by symbols on the dynamic stress curves. 

In Figure 4 we show the stress time evolution on the first event that occurred about 8 s after the 

mainshock (see Figure 1). For the 8 s event, the normal stress counteracts the effect of the shear stress 

that is supposed to promote the failure. As a result, the ΔCFF dynamic peaks are lower than 

corresponding peaks in Δτ. The timing of the rupture is delayed about two seconds with respect to the 

first peak of ΔCFF  at t=tI . At the hypocenter of the other two events (Figure 5), the normal stress 

change is negligible with respect to the shear one and ΔCFF as a function of time is closer to Δτ in 

Figure 5 than in Figure 4. Moreover the static values, reached after about 50 s, are much smaller than 

dynamic peaks, as expected, since the static stress amplitudes decay with distance from the mainshock 

faster than dynamic stress amplitudes. It is clear from panels a) and b) of Figure 5 that both aftershocks 

did not occur immediately at the first arrival time of the seismic waves generated by the main event, 

but they followed closely (about two seconds) the second peak of ΔCFF at t= tII , whose amplitude is 

more than twice the first positive peak. These results could eventually support the idea of instantaneous 

triggering as a possible explanation of the aftershocks on the RP. 

To check the role of the main event's rise time on the dynamic stress amplitudes we computed the 



dynamic stress of the main event of June17 for varying rise times between 1 and 2 s. The obtained 

stress variations as a function of time in the hypocenters of 26 s and 30 s events are similar to those 

shown in Figure 5, except for being characterized by amplitudes that scale inversely with the rise time. 

In fact, increasing rise time entails decreasing the slip rate, for a fixed value of slip. Decreasing values 

of slip rate provides decreasing amplitudes of the load on the fault plane due to previous slip history 

(Tinti et al., 2004) or, similarly, decreasing synthetic amplitudes of the seismic waves of stress 

departing from the fault plane. As a result, by increasing the rise time, decreasing stress amplitudes of 

the synthetic wave of stress can be obtained. 

 

4. The temporal response of a fault to the computed stress change 

Observations support the idea of instantaneous dynamic triggering occurring in the three early 

aftershocks analyzed here. In the previous section we showed that these three events followed closely 

the arrival of seismic waves at their location, or, at least, they occurred within the time interval during 

which the dynamic seismic signal was above the background noise level at their location. However the 

temporal response of a fault subjected to a stress perturbation is controlled by its rheology and this 

response in principle can be delayed with respect to the stress perturbation application time or it can be 

negligibly affected by the stress perturbation (e.g. Belardinelli et al., 2003). In this section we perform 

direct modeling of the temporal response of a fault perturbed by the stress variations computed in the 

previous section by assuming a rate- and state- dependent friction law. The aim of these simulations is 

to evaluate model parameters that allow us to obtain a modeled failure time of the perturbed fault that is 

close to the observed origin time for the three early events, in order to evaluate either the efficiency of 

the computed stress changes in destabilizing the perturbed faults or the conditions that favor 

instantaneous dynamic triggering, on the basis of the rheology assumed for these faults. 

 



4.1. System parameters 

We made several tests by means of a one-degree of freedom spring-slider analog fault model. In the 

following we will refer as eff
nσ the effective normal stress acting on a perturbed fault, defined by 

f
eff
n p−= σσ  where σ is the component of the stress acting in the host rock and normal to the fault 

plane and pf is the pore fluid pressure. We assume a rate- and state-dependent friction τf , for an applied 

time- dependent eff
nσ with )()( 0 tteff

n σσσ Δ+= ; σ0 is the effective normal stress before the earthquake 

(or initial effective normal stress) and Δσ(t) normal stress perturbation. Indicating with V and Ψ the 

sliding velocity and the state variable at a time t, respectively, the frictional resistance τf is described by 

the following set of equations 
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 (Linker and Dieterich, 1992), where the superimposed dot indicates time derivative, a, b, L and αDL are 

experimental parameters, V* and μ∗ are reference values of the fault sliding velocity and friction 

coefficient, respectively. The dynamic equation of the spring-slider motion (e.g. Belardinelli et al., 

2003) is 

 ftVm τττ −Δ+= )(&      (3) 

where m is the mass per unit surface, Δτ(t)  is the shear traction perturbation and τ=k(δ0−δ). Here k is 

the spring stiffness, δ is the slip and δ0=V0/t is the loading point displacement, V0 being the loading 

point velocity. We consider values of the parameter αDL that controls the sensitivity of friction to 
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normal stress changes in the experimental range 0.25-0.5 (Dieterich and Linker, 1992). If αDL=0 the 

evolving equation (second equation of (2)) is equal to the standard ageing law that was experimentally 

derived for constant normal stress (e.g. Roy and Marone, 1996). Then, when we show results for 

αDL=0, we apply only the shear traction perturbation Δτ(t) (formally: 0)(0 σσα =⇒= teff
nDL ). The 

loading point velocity (V0) in the spring slider model is representative of a tectonic strain rate applied to 

the model fault and V* is a reference value of sliding velocity. We assumed   V0= V* = 2 cm/yr to be 

consistent with observational evidences of background strain rate in the region of interest. 

Belardinelli et al. (2003) defined the failure time as the time instant when the fault sliding velocity 

exceeds a threshold value of VL = 0.1 m/s. The chosen VL value is near to the maximum slip velocity 

obtained in average in our simulations (see Figure 6). Unlike quasi-static spring-slider models where 

the sliding velocity can be unbounded, for a spring-slider models taking into account the inertial term 

(as our does), the definition of a threshold velocity is useful in order to discriminate the aseismic 

response from the seismic response. Roy and Marone (1996) identified the end of the quasi-static 

regime using a limiting value of the sliding velocity that is of the order of 1 mm/s, for parameter values 

used in the present study. If VL = 1 mm/s would be assumed, our failure times would decrease by about 

1.5 s and we would identify triggered failures even for σ0 < 1 MPa. These effects are not critical for 

the conclusions of the present study. Moreover, we emphasize that a limiting velocity of 1 mm/s is 

perhaps more representative of “slow earthquakes”, i.e. events mainly developing aseismic slip which 

is detectable by geodetic techniques on time scales going from minutes to months (Arnadottir et al., 

2004). 

The reference values of model parameters are listed in Table 2, unless differently specified. Studies 

on the temporal distribution of earthquakes in the RP (Clifton et al., 2005 and Clifton, 2005, personal 

communication) suggest an average recurrence time of the order of tens of years. For the chosen 

parameters and with varying σ0  from 2 MPa to 20 MPa, we obtain a recurrence time of seismic 



instabilities of the spring-slider system ranging between 10 yr and 140 yr, in agreement with the 

available observations for the RP and the SISZ. 

The initial conditions of the fault, at the time t =0 of the stress perturbation application, are 

Vi=V(t=0)=V0 and Ψ(t=0)=L/Vi: the fault is then assumed to be at steady state at the loading point 

velocity in most of the simulation that will be shown, unless differently specified. For the chosen initial 

conditions and parameters values, we evaluate tu, the first instant of failure in unperturbed conditions 

(i.e. when Δτ(t)= Δσ(t)=0). The computed tu values vary from 8 months to 97 years by varying the 

initial effective normal stress value σ0 between 2 and 100 MPa. This choice of initial conditions 

implies that the model fault is strongly “clock-advanced” (we have tu-tp ≅ tu  where  tu- tp is the clock 

advance and  tp is the perturbed failure time, e.g. Figure 2 in Gomberg et al., 1997) in each case of 

instantaneous triggering ( tp ≅ tens of seconds). 

 

4.2. The three early events 

We impose on the spring-slider fault system the stress perturbations Δτ(t) and Δσ(t) that we computed 

at the three hypocenters and then we evaluate the first time instant of failure tp in perturbed conditions. 

In Figure 6, for σ0 =2.5 MPa, we show the evolution of the perturbed fault in terms of sliding velocity 

V(t) (Figure 6c) and state variable Ψ(t) (Figure 6d) as functions of time t since the perturbing 

mainshock. The stress perturbations Δτ(t) and Δσ(t) are those obtained in the 26 s event hypocenter for 

a 1.6 s rise time. The total applied shear stress τ+Δτ(t) and effective normal stress σ0+Δσ(t) are shown 

in Figures 6a and 6b, respectively. The computed failure instant tp=25.5 s correlates with the observed 

origin time (25.9 ± 0.1 s). From Figure 6, it is evident that the sliding velocity follows the shear stress 

perturbation Δτ(t), whereas the state variable evolution anti-correlates with the normal stress 

perturbation Δσ(t), as expected from equation (2). 



In order to favor the instantaneous dynamic triggering effect (Figure 6), following Belardinelli et al. 

(2003), we expect that Δτ(t) should be comparable to the direct effect of friction that scales with eff
naσ . 

As a first choice, we favor dynamic triggering by decreasing the effective normal stress value before 

the earthquake, σ0, leaving other parameters unchanged, since several studies argued about the link 

between the weakness of a fault and low values of effective normal stress in fault zones (e.g. Rice, 

1992, Perfettini et al., 2003). Our results, for the 8 s and 26 s aftershocks, are summarized in Figure 7, 

where it is evident that we obtain a “short term” response of the fault (indicating instantaneous dynamic 

triggering) only for small values of the effective normal stress (less than 4 MPa, for Vi =2 cm/yr and 

Ψ(t=0)=L/Vi). With larger values of the effective normal stress we obtain a “long term” or delayed 

response of the fault, where the failure time tp is generally well after the end of the time varying part of 

the stress perturbation. We note that the instantaneous effect disappears generally for σ0 ≤ 1 MPa since 

the sliding velocity does not reach the threshold value VL . According to the notation of Boatwright and 

Cocco (1996), the fault tends to become “weak” with decreasing σ0 since the difference kc-k=(b-

a)σ0/L-k    also decreases. The long term effect shown in Figure 7 is different from the “null” effect 

associated by Belardinelli et al. (2003) to purely transient stress changes, particularly in Figure 7 the 

model fault appears as always clock-advanced. The main reason of this is that the stress perturbations 

here applied have a non-negligible permanent component (Figures 4 and 5a). 

In Figures 7a and 7b we show the dependence on the parameter αDL (eq. 2), which affects the fault 

response mainly in the long term, depending on the particular stress perturbation history applied (the 

effect on the 8 s aftershock differs from the 26 s aftershock). We emphasize that generally the results 

obtained in terms of tp are dependent on the details of the history of the applied stress perturbations, 

Δτ(t) and Δσ(t). In particular, we verified that if the static value of Δτ(t) is applied as a pure step at the 

beginning of the simulation (case 1), we obtained a significantly different time of failure tp with respect 



to the case in which the detailed stress perturbation history, Δτ(t) and Δσ(t), is applied (case 2). If, in 

case 2, parameters are suitable to produce the short term response, then in case 1 for the same 

parameter values we have the long term response. Moreover, if parameters are suitable to have the long 

term response in both cases, the failure time in case 1 is different from that in case 2, for the same 

parameter values. 

The short term response obtained in Figure 7 for low values of the initial effective normal stress 

σ0 does not provide necessarily a modelled failure time tp close to the observed origin time of the early 

events. If this is not true, the short term effect shown in Figure 7 does not support the hypothesis of 

instantaneous dynamic triggering. In Figure 7a, for example, instantaneous dynamic triggering is 

shown to occur, for σ0 ≤ 3.5 MPa, with tp around 12.5 s, that is near tII , the time instant of the second, 

larger than the first, peak of ΔCFF  (Figure 4). We reproduced the origin time of the 8 s event using 

initial conditions (Vi =20 m/yr and Ψ(t=0)=1.2 L/Vi that are closer to failure than previously specified 

and σ0=1.5 MPa, for other parameters unchanged. The request of close to failure conditions is not 

necessary if we assume that the 8 s fault strike is 25°. In this case we obtain a perturbed failure time 

varying between 6.3 s and 7.9 s with varying σ0 between 1.5 MPa and 2.5 MPa, with the same 

parameters used to obtain the results shown in Figure 7a. Assuming for the 8 s fault variable values of 

strike (between 0° and 25°) and dip (between 65° and 90°) with respect to north-striking, right lateral 

and vertical fault planes (see section 3) , we verified that a strike equal to 25° and a dip equal to 90 

degrees provides the largest value of  ΔCFF(tI). 

For the 26 s event we studied the tp dependence on σ0 with varying Δτ(t) and Δσ(t) within the range 

of uncertainties of dynamic stress modelling. We applied the stress changes that we obtained with 

varying the rise time between 1 and 2 s: our results are summarized in Figure 7c. For σ0 ≤ 3.5 MPa, 

Vi=2 cm/yr, and Ψ(t=0)=L/Vi, we obtained failure times  tp in the range 24.2-26.0 s. We will discuss in 



the next subsection the effect of different initial conditions showed in Figure 7c. In the case of the 30 s 

aftershock, assuming a 1.6 s rise time, we obtained  tp in the range 28.1-29.3 s for σ0 ≤ 3.0 MPa. 

Therefore for both the 26 s and 30 s aftershocks we obtain average  tp values that are slightly smaller 

than the observed origin times. However, owing to the simplifications adopted in our modeling, we 

believe that our results concerning the 26 s and 30 s aftershocks support the inference of dynamic 

triggering at low values of effective normal stress before these events. 

 

4.3. Conditions for a short term response 

The short term response could be favored without changing σ0 if it was possible to increase the value 

of initial effective normal stress at which the transition from the short term to the long term response 

occurs. We refer to this value as 
max
0σ . In the Appendix max

0σ  is shown to decrease by either decreasing 

a or increasing the initial sliding velocity Vi or considering perturbed faults that are “closer to failure” 

(e.g. Belardinelli et al., 2003) at the time of the stress perturbation. 

There are only few direct measures of parameter a . Laboratory experiments made by Dieterich 

(1980, 1981) showed that a is in the range 0.003 and 0.01. More recently, for bare granite surfaces, 

Kilgore et al. (1993) obtained values between 0.0103 and 0.0199, as depending on the applied normal 

stress. For simulated fault gouges, Mair and Marone (1999) obtained a= 0.002-0.009, as decreasing 

with slip at high sliding velocity (0.1-10 mm/s). This means that our reference value of  a=0.003 

(Table 2) is reasonable, but near the lower end of the experimentally observed range, whereas smaller 

values of a , suitable to increase max
0σ , tend to be outside the experimental range. 

In Figure 7c (open triangles), we show that using very close to failure initial condition (Vi=1 μm/s, 

Ψ(t=0)=1.1 L/Vi) max
0σ increases up to about 10 MPa. The perturbed failure times in this case were 

obtained using the stress perturbations in the 26 s hypocenter with 1s rise time and the system 



parameters reported in Table 2. 

For 20 MPa ≤ σ0 ≤ 100 MPa and so close to failure initial conditions, the “long” term response entails 

failure times of the order of five minutes (250 s< tp < 300 s, increasing with σ0) whereas the 

unperturbed failure would occur at 300 s <  tu < 310 s (decreasing with σ0 ). These results show that tu-

tp<  60 s < tu , i.e. the fault is less clock advanced than using less close to failure initial conditions, in 

agreement with Gomberg et al. (1998) and Belardinelli et al. (2003). Accordingly, for very close to 

failure initial conditions, such as those determining the open triangles in Figure 7c, we believe that the 

evidence of instantaneous dynamic triggering is less striking, despite the fact that indeed the fault was 

clock advanced or triggered even in this case. We further investigate the dependence of max
0σ on the 

assumed initial conditions in the Appendix. 

On the basis of our results, we conclude that for experimental values of the rheological parameter a , 

relatively small values of the initial effective normal stress at seismogenic depth the condition 

max
00 σσ ≤  can provide instantaneous triggering of the three early events, if a rate- and state friction law 

is assumed to characterize their sources. The values of initial effective normal stress suitable to 

reproduce instantaneous dynamic triggering can be increased up to few tens of MPa by assuming closer 

to failure conditions of the perturbed faults at the time of the perturbing earthquake. 

 

5. Discussion 

We show in the previous section that in order to produce a short term response of the faults to the 

computed stress perturbations due to the June 17, 2000 mainshock the initial effective normal stress can 

be increased up to a maximum value max
0σ that depends on the system parameters, the stress 

perturbation ΔCFF(t)  and the assumed initial conditions (see Appendix). In particular, max
0σ increases 

by decreasing the rheological parameter a or considering closer to failure perturbed faults at the time of 



the perturbing earthquakes. For max
00 σσ > we have a long term or delayed effect, where the perturbed 

failure occurs after the end of the time varying part of the applied stress perturbation. 

An original contribution of this study is the analysis of the response of a fault obeying to rate- and 

state-dependent friction laws to time-dependent shear and normal stress perturbations that reproduce 

synthetically the coseismic stress changes of a real earthquake (e.g. Figure 6). We showed that 

including the effect of variable normal stress in the friction law mainly affects the long term fault 

response in a nontrivial way (Figures 7a and 7b), that depends on the applied stress perturbations 

history. The most evident effect was reasonably obtained for the 8 s aftershock case, where the normal 

stress perturbations are not negligible with respect to the shear one. 

In Figure 7 we can note a typical result of the rate- and state-dependent rheology when a non 

vanishing permanent part of the stress perturbation is present: the long-term or delayed response of the 

fault can span a large time scale, as depending continuously on initial conditions and fault system 

parameters (Belardinelli et al., 2003); in particular, we obtained times of perturbed failure spanning 

from minutes to months. By comparing the curves with open triangles with the other curves in Figure 

7c, we can note that the short term effect depends scarcely on initial conditions, at least at low values of 

initial effective normal stress (i.e. max
00 σσ < ). On the contrary, the delayed effect depends strongly on 

the initial conditions and the perturbed failure time  tp decreases if closer to failure initial conditions are 

chosen. 

Concerning the short term response, our results are summarized in Table 3 for the most frequent 

parameter choice made in this study, including a 1.6 s rise time for the mainshock and parameter values 

previously specified in the text and in Table 2. From Table 3 it is evident that both the 26 s and the 30 s 

events followed after about two seconds the arrival time  tII of the second peak of Coulomb dynamic 

stress occurring at their hypocenters. The 8 s event followed the arrival time  tI of the first peak, 

ΔCFF(tI)  which is about one third of ΔCFF(tII)   at the other two hypocenters, owing to a concomitant 



compressive stress phase (Figure 4). In the first column of Table 3 we also show results (in brackets) 

obtained for the 8 s event assuming a 25° strike and other parameters unchanged. We can note that in 

this case the ΔCFF(tI) value is more than twice the value obtained with a 0° strike. In the last row we 

show the static CFF values resolved onto the three aftershock planes. 

The values of σ0 reported in Table 3 fulfil the condition max
00 σσ ≤  for our reference choice of 

parameters and initial conditions. The σ0 values reported in Table 3 could be increased up to few tens 

of MPa if the used initial conditions were closer to failure (Vi>2 cm/yr and Ψ(t=0)>L/Vi), as shown in 

Figure 7c, or if the perturbing stress was applied close to the unperturbed failure time (Belardinelli et 

al., 2003). For smaller values of the initial effective normal stress than those reported in Table 3 the 

perturbed faults do not reach the threshold sliding velocity VL. 

In Table 3 results concerning the estimated failure times  tp of the 26 s and 30 s aftershocks show that 

the instantaneous dynamic triggering could be one feasible explanation for these events assuming low 

values of initial effective normal stress. The differences between our estimates of the failure time for 

these aftershocks and their origin time, however are outside the uncertainties in the aftershock origin 

time, but they might be reduced assuming a more complex model of fault response than the spring-

slider here used. For the 8 s event we obtained similar results assuming a 25° strike, or closer to failure 

initial conditions for a 0° strike, the latter implying that the 8 s source fault was already going to fail at 

the time of the mainshock. 

To complete our analysis of instantaneous dynamic triggering, we checked if low values of initial 

effective normal stress in the RP are compatible with the delayed triggering of the 5 minutes event that 

occurred near the 30 s event. In other words we investigate why this event was not instantaneously 

triggered, as well as the other two early events in the RP. On the basis of Arnadottir et al. (2004), in 

order to explain the 5 minutes event it is necessary to take into account also the 30 s event stress 

perturbation. For modelling the dynamic stress perturbation caused by the 30 s event we assumed the 



seismic moment estimated from seismic data. Using the same parameter values assumed for the results 

shown in Table 3, we verified that the stress perturbations produced by both the mainshock and the 30 s 

event do not cause instantaneous dynamic triggering in the hypocenter of the 5 minutes event, even for 

σ0< 3 MPa. This can be explained on the basis of results shown in the Appendix, by considering that 

the 5 minutes event is farther from the mainshock than the other two RP events and that the 30 s earlier 

event did not cause dynamic ΔCFF  peaks larger than 0.05 MPa in the hypocenter of the 5 minutes 

event. Geodetic data indicate that 30 s event could have slipped also aseismically as a slow earthquake 

(Arnadottir et al., 2004). Preliminary results suggest that this feature could be relevant in order to 

obtain a perturbed failure time of the order of minutes, for the same initial conditions assumed for the 

results shown in Table 3. For closer to failure initial conditions, we obtained a perturbed failure time of 

the order of minutes, provided that σ0 is of the order of tens of MPa, similar to the long term effect 

shown by triangles in Figure 7c. A relatively high value of σ0 , could be reasonable since the shallow 

hypocentral depth (2.5 km) of this event might suggest hydrostatic pore pressure values. Regardless of 

initial conditions, the response of the fault that produced this event is delayed, and accordingly the 

event was certainly affected by the permanent stress perturbation caused by the 30 s event. This 

suggests that the 5 minute event is very likely to be a secondary aftershock of the 30 s event. 

In agreement with previous studies, our results confirm that in order to have instantaneous triggering, 

rate- and state-dependent friction laws require the additional condition regarding a relatively low value 

of ρ=ΔCFF(tm)/aσ0 , where tm ≤ tp is the time at which the largest amplitude of ΔCFF is realized (see 

Appendix). For laboratory values of a, it means a relatively low value of the effective normal stress 

before the earthquake compared to overburden pressure. Low effective normal stress can be obtained 

by increasing the pore fluid pressure: if the latter approaches lithostatic pressure values, then the 

effective normal stress tends to vanish. Thus our results suggest a high value of pore pressure at 

seismogenic depth near the aftershock fault zones. Below, we argue some possible mechanisms to 



provide support to the hypothesis of high pore pressure values in the fault regions where the 26 s and 

30 s events occurred, related to their vicinity to the WVZ and near the Reykjanes ridge. 

The events are not located in areas of known hydrothermal activity but they are close to volcanic and 

geothermal zones. Seismicity was already observed as remotely triggered by the passage of seismic 

waves of the 1992 Landers earthquake, the 1999 Hector Mine earthquake and the 2002 Denali 

earthquake in the geothermal area of Long Valley (e.g. Brodsky and Prejan, 2005) and in the 

Yellowstone caldera after the Denali earthquake (Eberhart-Phillips et al., 2003, Husen et al., 2004). 

Both the Hengill region (Figure 1) and the Krisuvìk region, west of Lake Kleifarvatn (close to the 30 s 

epicenter in Figure 1) are geothermal areas (e.g. see Rognvaldsson et al., 1998, Clifton et al., 2003). 

The 26 s event is located near the SW edge of the Brennisteinsfjöll volcanic system (Pagli et al., 2003). 

Fournier (1991) provides evidences of greater than hydrostatic pore pressure values in regions 

characterized by temperatures exceeding 370 °C where rocks may behave as plastic with low 

permeabilities values (Hill et al., 1993); in particular, he presents the case of fluids entering the bottom 

of a geothermal exploration well at Nesjavellir, in the upper NE flank of the Hengill volcano (about 

2200 m depth). Permeability may also decrease due to solubility reduction and precipitation of minerals 

clogging fractures (Fournier, 1991). 

We point out that in the geothermal areas where hydrothermal activity is observed, fluid circulation 

reaches the surface and pore pressure values are expected to be nearly hydrostatic. Therefore 

geothermal regions characterized by high geothermal gradients may have high pore pressure fluids at 

depth even if no hydrothermal activity is observed at the surface, as it happens in the regions where the 

epicenters of the early events are located. 

In general, to explain high values of pore pressure in fault zones, one can consider that fluids 

provided by a source near the ductile roots of faults should be characterized by pore pressure 

approaching the lithostatic values (Rice, 1992), thus providing very small effective normal stress. GPS 



data collected in the RP between 1986 and 2001 suggest that left-lateral shear ductile deformation 

occurs in this area below a locking depth of about 6 km (Hreinsdottir et al., 2001, Clifton et al., 2003, 

Pagli et al., 2003). Owing also to the vicinity to the Reykjanes Ridge, the basis of the relatively young 

brittle crust (the depth above which 90% of well located events occurs in the period 1990-1999) in the 

26 s and 30 s aftershock region is estimated as 6-7 km (Tryggvason et al., 2002). Therefore the ductile 

roots of the source faults of these two aftershocks can be estimated at relatively shallow depth, 

supporting the hypothesis of small initial effective normal stress values at the location of the two 

aftershocks. 

 

6. Conclusive Remarks 

In this paper we had the rare opportunity to consider evidences of early aftershocks both in near field 

and in far field conditions. We analyzed three of the major early aftershocks occurring in the first 

minutes after the mainshock in the South Iceland Seismic Zone in terms of dynamic stress interaction 

or triggering. 

The study of the dynamic stress variation generated by the June 17, 2000 mainshock in the SISZ 

allowed us to estimate the arrival time and the amplitude of ΔCFF(t) peaks at the hypocenters of three 

early events occurring in the first minute after the mainshock in the SISZ and along its prolongation in 

RP (Figure 1). Furthermore a one-dimensional fault model based on rate- and state-dependent friction 

laws provided us the estimated failure time  tp of a fault perturbed by the dynamic shear stress and 

normal stress computed at the three hypocenters. The tree early events can be reproduced as triggered 

dynamically, that is we estimated failure times that correlate with the measured origin times. 

Our study suggests that, except for very close to failure initial conditions of the fault (such that the 

triggering effect in principle might be less striking) in order to have instantaneous triggering, rate- and 

state-dependent friction laws require the additional condition regarding a relatively low value of the 



initial effective normal stress compared to overburden pressure, i. e. high pore pressure values. 

Laboratory studies of the frictional behaviour of sliding surfaces with smectite gouges interposed 

support the idea that faults can host earthquake-like unstable ruptures (b – a > 0 in equation 2) at 

seismogenic depth, even in the presence of low effective normal stress (Saffer et al., 2001). High values 

of pore fluid pressure are suggested by polarization of shear wave splitting data recorded in the 

seismically active area of Husavik-Flatey Fault in North of Iceland (Crampin et al., 2002). 
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Appendix. 

In Figure 7 we show that max
0σ , the maximum value of the initial effective normal stress to obtain the 

short term response, is different for each stress perturbation considered. In this Appendix we further 

investigate the condition max
00 σσ ≤  and show that it is related to a more general condition to obtain a 

short term response of the perturbed fault. 

We performed several numerical simulations with varying the rheological parameter a, the initial 

effective normal stress σ0 and the perturbing stress at the hypocenters of the three events within its 

uncertainties. We will refer this set of tests as “global”. We performed two global sets of tests for two 

values of initial velocity Vi. Our simulations generally show that instantaneous triggering tends to occur 



soon after tm, the first instant of time since the mainshock when ΔCFF(t)  is such that 

ΔCFF(tm)/(aσ0)≡ρ ≥ ρmin. The threshold ratio ρmin is approximately constant in each global set of tests 

and depends on the initial conditions of the system, as will be shown below. Therefore on the basis of 

our tests the general condition to have a short term response can be expressed as minρρ ≥ . If 

tatCFF ∀<Δ ,)( 0min σρ , the perturbed failure tends to occur after the end of the time varying stress 

perturbation (i.e. when 0)()( =Δ=Δ pp tt στ ). 

For )0(0 =Δ= σσσ eff
n  and a assigned, as in Belardinelli et al. (2003), the condition minρρ ≥  entails 

a threshold 0min σρτ ac ≡Δ  for the amplitude perturbing shear stress. For Δτ(t) and a assigned, as in the 

present study, the condition minρρ ≥ translates into max
00 σσ ≤ , where )/()( min

max
0 ρτσ atΔ=  . Therefore 

the existence of a maximum value of the initial effective normal stress max
0σ  to obtain a short term 

response (Figure 7) is a consequence of the existence of a ratio threshold value ρmin . At the same time, 

the condition minρρ ≥ was already verified in previous studies that were starting from a different point 

of view than currently assumed. In agreement with our global sets of tests, in Figure 7 it is clear that the 

maximum value of initial effective normal stress, max
0σ  depends on ΔCFF(t).  

To favor the short term response without changing the value of σ0 it is sufficient to increase the 

max
0σ value. From its definition, max

0σ  can be increased either decreasing a or ρmin . The threshold ratio 

ρmin can be decreased by assuming a higher initial velocity or “a closer to failure” perturbed fault at the 

time of the mainshock, as we verified in agreement with results obtained by Perfettini et al. (2003) with 

square wave of shear stress applied to a spring-slider model. In the first global set of tests we assume 

Vi=2 cm/yr and Ψ(t=0)=L/Vi as in most of the simulations shown in the present study, obtaining 

14min ≅ρ  . A smaller value ( 11min ≅ρ  ) can be obtained if the initial velocity is increased by one order 



of magnitude, i.e. Vi=20 cm/yr , as we found in the second global set of tests. In particular in Figure 7c, 

using even closer to failure initial condition (Vi=1μ m/s, Ψ(t=0)=1.1L/Vi) and the stress perturbations 

in the 26 s hypocenter obtained with a 1s rise time and other parameters unchanged (Table 2), 

max
0σ increases up to about 10 MPa and 5min ≅ρ , since ΔCFF(t) = 0.158 MPa (with tm=tII). 
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Figure 1. Map of the studied area: the South Iceland Seismic Zone (SISZ) and the Reykjanes Peninsula 

(RP). The epicenter locations of the two largest events of the June 2000 sequence ( June 17 and June 

21) are shown by the dark stars and the three largest aftershocks occurring in the first minute after the 

June 17 mainshock are shown by white stars, with their origin times (s) relative to the mainshock. 

The shaded area delimitates the map shown in Figure 3. The inset map of Iceland shows the study 

area. “He” marks the location of Hengill volcano. WVZ and EVZ denote the Western Volcanic Zone 

and the Eastern Volcanic Zone, respectively. 

 

Figure 2. Velocity profiles with four layers adopted in the simulations (solid lines). The four layer 

profiles refer to the structure East of Hengill (“He” in Figure 1, from Vogfjord et al., 2002). The 

dotted lines, reported for comparison, refer to a gradient model suitable for the region West of 

Hengill (see also Weir et al., 2001). We assume density values of 2300 kg/m3 from 0 to 1100 m, 2540 

kg/m3 from 1100 to 3100 m, 3050 kg/m3 from 3100 to 7800 m and 3200 kg/m3 at depths larger than 

7800 m. 

 

Figure 3. Maps of the CFF variations on the RP region shown in Figure 1. The yellow dots are the 

epicentral locations of the two Ml > 5 dynamically triggered aftershocks (at 26 s and 30 s after the 

mainshock). The maps are computed at a depth of 8.9 km. The black solid curve is the coastal line of 

the RP. Snap shots are shown for 22, 26, 30 and 34 seconds. 

 

Figure 4. ΔCFF  , Δτ  and Δσ  time evolution at the hypocentral location of the 8 s earthquake. Values 

of computed stress changes at the observed origin time of the earthquake are marked by symbols 

(open circle for Δτ , open diamond for Δσ  and filled circle for ΔCFF  ). The time occurrences of the 



first two peaks of dynamic ΔCFF  are also indicated by tI and  tII. A 1.6 s rise time is used. 

 

Figure 5. Same as Figure 4 for the two events occurred at 26 (a) and 30 (b) seconds after the 

mainshock. ΔCFF, Δτ  and Δσ  time evolution is evaluated at the hypocentral locations of the two 

events. A 1.6 s rise time is used. 

 

Figure 6. Dynamic instantaneous response of a spring-slider system to the stress perturbation Δτ(t) and 

Δσ(t) obtained in the 26 s aftershock hypocenter with a 1.6 s rise time. In panel (a) we represent the 

evolution of the total loading traction, in panel (b) the total effective normal stress. In panel (c) the 

sliding velocity is shown as a function of time with indication of the failure instant of time tp when 

the sliding velocity exceeds VL= 10 cm/s. In panel (d) the state variable evolution is represented. We 

assumed parameters values as in Table 2 and in the text, with αDL=0.3 and σ0=2.5 MPa. The ~ 1.4 s 

delay of the fault response with respect to the time of the second peak of applied shear stress is 

indicated.  

 

Figure 7. Failure time tp as a function of the initial effective normal stress σ0 obtained with applying 

the stress history Δτ(t) and Δσ(t) computed in the 8 s hypocenter (panel (a)) and in the 26 s aftershock 

hypocenter with a 1.6 s rise time (panel (b)), for three values of the αDL parameter. A 1.6 s rise time is 

used. In panel (c) we consider αDL=0.3 and different stress perturbations Δτ(t) and Δσ(t) evaluated at 

the 26 s hypocenter with varying the rise time. At low values of σ0, circles (2 s rise time) are missing 

in panel (c), since the fault does not reach the threshold slip velocity in these cases (V(t)<VL, t∀ ). 

Parameter values are those reported in Table 2 and in the text, in particular Vi = 2 cm/yr and 

Ψ(0)=L/Vi , except for open triangles in panel (c) where we used closer to failure initial conditions 



(Vi=1μ m/s and Ψ(t=0)=1.1 L/Vi). A short term response of the fault ( ≈pt  tens of seconds) is evident 

only for low values of initial effective normal stress ( 5.30 ≤σ MPa). In these cases tp tends to follow 

a peak of the applied shear stress perturbation, Δτ(t), by 2 s or less. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Table 1. Aftershock parameters. 
 
 

Origin time Latitude (°) Longitude (°) Depth (km) Ml 

15:40:49 64.020 -20.86 9.0 ~ 3.5 

15:41:07 63.951 -21.69 8.9 ~ 5.5 

15:41:11 63.937 -21.94 3.8 ~ 5.5 

 
 
 
 
 
Table 2. Fault failure parameters. 
 
 

μ∗ 0.7 

a 3 10-3
 

 
b 10-2

 
 

L (μm) 103 

αDL 0.3 

m (kg/m2) 1.9 106 

k (MPa/⎧m) 3 10-6 

Vi (cm/yr) 2* 

Vo (cm/yr) 2 2 

VL (m/s) 0.1 

 
 
* In the preseismic period 1992-1999, geodetic data (Arnadottir, 2004, Arnadottir et al., 2005) show that the 

SISZ and in particular the RP were subjected to shear strain rate values > 0.2 μ strain/yr that are indicative of 

left lateral motion on a E-W transform zone or right lateral motion on N-S faults. Assuming the strain rate to be 

accommodated on a region of about 100 km EW width, we obtain for Vi a value at least equal to 2 cm/yr, the 

observed spreading rate in the SISZ. 

 
 
 



 
 
 
Table 3. Summary of results for spring-slider parameters listed in Table 2, in the case of iVLt /)0( ==Ψ , and 

αDL=0.3 a 1.6 s rise time for the mainshock.  
 

Origin time (s) 7.8+/-0.1* 25.9+/-0.1 30.3 +/-0.2 

It (s) 5.39 (5.86) 14.06 15.94 

)( ItCFFΔ (MPa) 0.043 (0.105) 0.037 0.021 

IIt (s) 12.2 (12.4) 24.14 27.89 

)( IItCFFΔ (MPa) 0.132 (0.192) 0.111 0.129 

pt  (s) 12.5-13.5 (6.3-7.9) 24.6-25.5 28.0-29.1 

0σ  (MPa) 1.5-3.0 (1.5-2.5) 1.5-2.5 1.5-3.0 

statCFFΔ  (MPa) 0.025 (0.054) 0.006 0.003 

 

 

*The values shown between brackets in this column are obtained assuming a 8 s fault orientation with 

25° strike, 90° dip, 180° rake. 
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