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ABSTRACT

The internet has grown exponentially over the last decade and has become integrated into
business and society at unprecedented levels. In line with growing, and in some cases
extensive, use by other survey research groups government National Statistical Institutes
(NSIs) are beginning to employ the Web as a new mode of data collection. This thesis is an

exploratory investigation into the expectations surrounding the implementation of internet

technology for mandatory business surveys.

The research employs a Science and Technology Studies perspective rather than the
traditional social and cognitive approaches most often used in methodological research,
allowing the topic to be examined in a holistic manner. This approach provides insights into
the underlying views and assumptions that NSIs and respondents hold about the Web, which

in turn affect the many methodological issues surrounding Web data collection.

Documentary sources and ethnographic data are used to explore developments at NSIs. The
respondents’ perspective 1s explored through qualitative interview data, gathered by semi-
structured interviews undertaken with current respondents to UK Office for National

Statistics mandatory business surveys.

The findings suggest that both NSIs and respondents bring their own set of expectations to
Web data collection and by and large these expectations overlap. The expectations are
influenced by public discourse surrounding the Web, which affect the way in which NSIs
and respondents perceive the new mode of data collection. Rhetoric surrounding internet
technology is apparent, with both NSIs and respondents suggesting a willingness to adopt
Web data collection on the premise that it is both efficient and symbolises progress. The
findings also illustrate that respondents bring their own set of background knowledge and
experiences to the response process, demonstrating the complexity of response. All of these

findings have implications that go beyond mandatory business surveys to survey research as

a whole.
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CHAPTER ONE
INTRODUCTION

1.1 Introduction

How do we view the impact of technology on survey data collection? For some, each
new wave of technological innovation brings new opportunity, offering new ways to
enhance and extend survey capabilities. For others, each such innovation is viewed
as a portend of the end of surveys as we know them. More often than not, the voices
of the proponents of technological innovation and change drown out those of the
detractors in the rush to adopt the latest technology. (Couper, 2005:486)

New technologies, both past and present, have had great influence on surveys and the
organisations undertaking such research. It has been suggested that over the past 30 years
computer technology has been the leading factor in the improvement and advancement of
survey research (Kalton, 2000:3). In this time, a new technology has been adopted in data
collection methods every decade, with computer-assisted telephone interviewing (CATI) in
the 1970s, computer-assisted personal interviewing (CAPI) in the 1980s and the use of the
internet for email and later Web surveys 1n the 1990s. As Couper (2005:486) notes, each of
these developments have their champions and their detractors with the rhetoric surrounding

these new technologies remaining constant; this 1s ‘the next big thing’.

The adoption of a new technology for survey research presents many methodological
unknowns that can affect the vital elements of validity and reliability of the results. Thus,
these new methods are often subject to extensive methodological research in order to
understand the implications of employing the technology. However, the adoption of a new
technology is not simply a case of the best succeeding over other inferior technologies.
Rather the adoption of a new technology is surrounded by complex and intertwining social,
political and economic factors, which leads to the technology both shaping and being shaped
by this process of adoption. “...[P]eople, institutions, companies, and society at large,
transform technology, any technology, by appropriating it, by modifying 1t, by
experimenting with it” (Castells, 2001:4).

The implementation of a new technology for survey research is no exception. In this way, it

is important to investigate not just the methodological issues surrounding the new mode but



also the social context within which it will be used and the way this in turn shapes
understandings of the relevant methodological issues. This thesis considers the adoption of
one such new technology, the Web, within government mandatory business surveys. This
chapter opens the discussion by outlining the history of internet as a technology and as a
research tool. This is followed by a brief introduction to the use of the technology in

mandatory business surveys and the key aims and objectives of the thesis. The final section

provides an overview of each chapter in the thesis.

1.2 A Brief History of the Internet

The beginnings of the internet can be traced back as early as mid-1960, when remote access
to another computer, although possible, was a technical and cumbersome process (Jordan,
1999:33). The internet emerged from a United States military project, DAPRA (Defence
Advanced Research Projects Agency). The ultimate aim of this project is somewhat
contested in the literature. On a basic functional level, the internet was developed in order to

factlitate communication between researchers working in computer laboratories at different

geographic locations (Beckett, 2000:13/14; Jordan, 1999:33). The method of packet
switching was developed, which involves dividing the information that is being transmitted
into small parts (packets) and then reassembled when it reaches its destination (Beckett,
2000). The packets are transmitted via routers where an alternative route or routes can be
used should the most direct route be unavailable thus permitting communication and

information exchange to continue uninterrupted.

In December 1969, the first connection of this network took place, linking together 4 US
university computer systems, namely University of California Los Angeles, Stanford,
University of California Santa Barbara and the University of Utah (Slevin, 2000:31). Three
years later, more than 37 US universities were linked to the network, then known as the
ARPANET, with the numbers rapidly increasing thereafter (Winder, 1994:2). Initially, use of
the APRANET was limited to specialised groups, such as computer professionals, engineers
and scientists, who all had to learn to manoeuvre themselves around a very complex, non-
user friendly system. In the twenty years following the linking of these university computers,
the system experienced tremendous growth with various agencies devoting large amounts of
time and funding to its development. Despite the later appropriation of the internet for
business and commerce, this community was not involved in its initial development. As
Castells (2001:22) comments, “in sum, all the key technological developments that led to the

internet were built around government institutions, major universities and research centres”.



In the early years, the most rapid expansion of the internet took place within the US. At the
beginning of 1983, the TCP/IP (Transmission Control Protocol/Internet Protocol)
architecture, developed by Kahn and Cerf at Stanford, was universally adopted (Hauben &
Hauben, 1998). In 1985, the US National Science Foundation (NSF) created the NSFNET,
which consisted of five supercomputer centres containing resources that were available to
US educational institutions. The NSFNET later took over the ARPANET, whose defence
background meant that its information was surrounded in “red tape” (Winder, 1994:3) A
year later, the NSF funded and managed the development of a 56 kbps backbone (Winston,
1998:332). This backbone and the financial support provided by the NSF for the next 10
years (amounting to $200 million) opened up opportunities for public and commercial use of
the system, which soon became known as the internet (Misa, 2004:253). The personal
computer and modem allowed the development and growth of bulletin boards and electronic
discussion forums, such as USENET (User’s Network) (Slevin, 2000:32). In Europe, several
countries developed their own internal networks — each with their own aims. Often these
networks were created for specific communities. A prime example of this is JANET (Joint

Academic Network) 1n the UK, established in 1984 to provide an inter-connecting wide-area

network for the academic community (Leiner, 1993:18).

The internet, as it developed, became more user-friendly with the standardisation of many
commands for various applications, such as email, telnet and FTP (Howe, 2006). Various
organisations and universities worked to develop the technology and the potential that 1t
promised. A number of attempts to create indexes for the information available on the
network saw the formation of applications such as Archie (McGill University) and later
Gopher, a system developed to aid access to files and information on the University of
Minnesota’s local network. Gopher soon grew into an application that allowed the user to
move through many different networks (not just Minnesota University's network) in the
search for information from one basic menu (Winder, 1994:5). Further enhancements of
Gopher were created with Veronica (Nevada University) and Jughead (University of Utah),
providing searchable indexes of Gopher menus (Howe, 2006). Nevertheless, these
developments were insufficient as many of the networks were incompatible (Jordan,

1999:42). This problem was solved in the early 1990s with the emergence of the World
Wide Web.

The Web was developed by Tim Berners-Lee, who was then an employee of, CERN, a

European scientific organisation to facilitate easy collaboration on global scientific projects



(CERN, 2006). Berners-Lee (1999:3) writes “Inventing the World Wide Web involved my
growing realisation that there was a power in arranging ideas in an unconstrained, weblike
way™; essentially storing information in a non-hierarchical manner that would be easily
retrievable. The Web, or the W3 as it was first known, created an easy and consistent system
allowing scientists to access data and information in a simple and effective manner (CERN,
2006). The Web is a combination of computer networks and hypertext, which is “text with
links to further information, on the model of references in a scientific paper or cross-
references in a dictionary” (CERN, 2006). The Web is an information structure whereby
information is stored on servers and is transmitted by the internet using the protocol, HTTP
(HyperText Transfer Protocol). The standard language of a Web document is HTML
(Hypertext Mark-up Language) and each 'page' has its own unique address, known as a URL

(Universal Resource Locator).

The Web’s rapid growth commenced in 1993 with the appearance of the first graphical
browser, Mosaic, which opened up the internet and the Web to the general public. Netscape
was released the following year and became immensely popular, whilst Microsoft’s Internet
Explorer was released in July 1995. In the US, 1995 also saw the transfer of responsibility
for the internet backbone from the government owned and operated NSFNET to private, for-
profit, Internet Service Providers (ISPs), which enabled homes, schools and businesses to
become connected to the internet (Misa, 2004:255). Today, the Web has become integrated,
and some may argue integral, in society and business. This adoption and integration has led
to 1ts uses 1n numerous ways, most of which were unintended and unforeseen by the initial

developers of the technology. The use of the Web for survey research is one such example.

1.3 The Internet and Research

As we noted above, the commercialization of the internet backbone infrastructure and the
subsequent appearance of ISPs opened up the internet to the general public and the number
of users grew exponentially. This in turn opened up the internet both as an area for research
and as a research tool. The internet as an area of research has grown vastly over the past 10
years and is beginning to be recognised as a field in its own right. Research in this area 1s
interdisciplinary and spans many topics, including uses and perceptions of the technology at
home, in the work place and educational environments, as well as extensive research on
legal, economic and political implications of the technology and its uses (Rice, 2005). The
ever-growing number of internet users has also opened up the potential for online data

collection, for both qualitative and quantitative research. Qualitative methods include



asynchronous and synchronous interviews as well as virtual participant observation.

Quantitative methods include email and, the focus of this thesis, Web SUrveys.

One of the first papers on internet (email) survey research was published in 1986 (Kiesler &
Sproull) but it was the early to mid-1990s before research on this area was undertaken in
carnest. The market research community was the first early, and soon prolific, user of the
new technology. This community immediately recognised the potential for reduced costs and
increased speed of surveys conducted in this manner. This is reflected by much of the early
literature, which originated from this community (for example, Comley, 1996: Mehta &
Silvadas, 1995; Tse ef al., 1995; Weible & Wallace, 1998). The very early literature mostly
focuses upon email surveys but in the late 1990s, the Web soon surpassed email as the tool
of choice. Many of these early studies (on both email and Web surveys) considered the
immediate problems of sampling and recruitment; how to locate and contact the target

populatton when using internet methods. Despite the limited numbers and diversity of

internet users, researchers were confident about its future use; “...as one understands the
sampling 1ssues and access constraints, the internet can fulfil an important role in data
collection”(Bauman et al., 1998). Other predominate areas of early research focused upon
the general advantages and disadvantages of the new technology as a research tool, which
included factors such as response rates and speed of response (for example, Coomber, 1997;
Swoboda et al., 1997; Witmer et al., 1999). As the 1990s progressed, the focus expanded to

include factors such as quality, costs, and numerous papers on mixed mode methods (for

example, Schaeffer & Dillman, 1998; Smith, 1997; Yun & Trumbo, 2000).

The Web continues to develop both as a technology and as a mainstream medium for
communication and information. It is used in social, economic and political contexts. With
this development and growth, the Web’s potential as a research tool also continues to
develop and grow and does so in conjunction with increasing understanding of the

methodological implications of the new technology.

1.4 New Technology in Mandatory Business Surveys

National Statistical Institutes (NSIs) are following the growing use of the Web for survey
data collection. The adoption of a new technology, as noted at the beginning of this chapter,
is complex with both the technology and the organisation shaping and being shaped by the
other. Keller & Willeboordes of Statistics Netherlands (2000:403) suggest that “the

emergence of new information technologies urges statistical offices to critically review the



methodology and organisation of their statistical processes”. In the same vein, Parent &
Jamieson of Statistics Canada (2000:383) comment that “the emergence of technology in all

aspects of data collection, has radically changed the way we plan, design and execute survey

activities”.

The political and economic factors surrounding the use of new technologies as well as the
resulting changes to both the survey and the research organisation Is apparent in the
historical development of the general population census. Campbell-Kelly (1996:35) notes
that “while there can be no question that the British census suffered from severe bureaucratic
Inertia, the adoption of new technology was not a black and white issue but one which has to
be related to crises in information processing, the goals of the organisation, and external
pressures”. The (eventual) adoption of new information technology processes in undertaking
the British census, which was highly contested both politically and economically, ultimately

changed the structure, administration and workings of the organisation.

Today, NSIs adopting new technologies no doubt face similar political, economic and
ideological considerations. Further, a new technology is often surrounded by its own rhetoric
and, as we saw In the beginning of this chapter, the internet is no exception. Woolgar
(2002:9) refers to such discourse around the internet as ‘cyberbole’, an “exaggerated
depiction (hyperbole) of the capacities of cyber-technologies™. In this way, the adoption of
the technology i1s often undertaken with certain expectations that are derived from the

discourse surrounding the technology.

This thesis explores the implementation of a new technology for data collection, drawing
together the three areas of mandatory business surveys, the Web as a mode for data
collection, and the social dimensions of the Web as new technology. The research employs a
holistic approach, considering the methodological and contextual aspects of Web data
collection from both the NSIs and their respondents’ perspective. Considering the internet as
a social entity and gaining an understanding of the social dimensions surrounding the
technology, from both the perspective of the survey organisation and the respondent, will

assist our understanding of the methodological issues surrounding the new survey mode.

The key aim of the research is to investigate expectations surrounding the new mode from
both sides; the NSIs implementing the new technology and the respondents adopting it. As a
result, the main research question asks, “How are expectations of Web data collection

formed by NSIs and their respondents?” This is followed by a subsidiary question, “How far



do these expectations align?”. The UK Office for National Statistics (ONS) provides the
main setting for the research, which came about as part of an Economic and Social Research

Council (ESRC) funded CASE studentship with the ONS as the collaborative partners.

1.5 Overview of Chapters

The first literature review chapter, Chapter Two, Mandatory Business Surveys: an
overview provides an introduction to mandatory business surveys, their key characteristics
as well as key issues in their data collection methodology. The chapter opens with a brief
history of official surveys in the UK, after which some of the technical developments in
survey research over the past 30 years are considered. This is followed by an outline of the
key characteristics of mandatory business surveys before turning to a review of three
important areas in business data collection; the response process, response burden, and
questionnaire design. Through the review of this literature, the chapter shows how business
survey methodology, and in particular data collection methodology, has been largely
neglected until recent years. It illustrates various gaps in the current understanding of the

response process, including response burden, and the design of business questionnaires.

The following chapter, Chapter Three, Web Data Collection: practical and theoretical
considerations, offers a review of the current Web data collection literature, highlighting the
numerous new design choices and their known, and unknown, implications that face
researchers when using this mode. From this literature, we see how the use of a new mode
can have unknown effects upon measurement error, item non-response as well as overall
response rates. We also see that current research into Web surveys 1s generally undertaken
using a quantitative experimental design. This type of research undoubtedly provides
valuable insights into methodological considerations. However, 1t does not take into account
the social and cultural position of the Web and so provides only part of the story. Therefore,
the second part of the chapter explores theoretical perspectives from Science and
Technology Studies in order to provide the tools to understand the social and cultural aspects
surrounding Web data collection in subsequent chapters. From this literature, we begin to see

where expectations surrounding the new mode could be influenced by the public discourse

arising from the internet’s technological action frame.

Chapter Four, Methodology provides an account of the methodology and methods
employed in order to answer the research questions. This chapter begins by outlining the

development of the research and research questions. These research questions and the desire



to gain a holistic view of Web data collection from both the NSI and respondent’s
perspective, necessitated an explorative, qualitative examination of the topic, using
ethnographic and interview methods as well as some documentary sources. The chapter also
provides detailed information on the two ONS mandatory business surveys used in the
interviews with current respondents. This includes descriptions of the surveys, paper

questionnaires and Web prototypes employed in the interviews as visual aids.

The first analysis chapter, Chapter Five, Electronic Data Collection within National
Statistical Institutes: a snapshot, explores the institutional perspective for Web data
collection by investigating the use of three types of electronic data collection (of which the
Web 1s one) within eight National Statistical Institutes and the drivers leading their use. This
chapter draws upon documents and personal communication with various NSI members.
Technology shapes and is shaped by organisations and their practices. This chapter unravels
the underlying drivers and expectations that NSIs bring to Web data collection. The technical
action frame and resulting public discourse surrounding the internet can be seen to be a key
factor in the implementation of Web data collection. Expectations for the new mode show

evidence of the public discourse, or cyberbole, surrounding the internet.

Chapter Six, The Task at Hand, turns to the interview data with current respondents to
ONS mandatory business surveys. This chapter provides a contrast to the institutional
perspectives of response and offers an account of the response process as described by the
Interview participants. The chapter begins by introducing the participants and then explores
the way 1n which respondents currently approach the task of response, building a holistic
picture of the task from their perspective. The participants’ account is considered in the light
of the literature reviewed in Chapter Two. From this we see that the model for response
burden is incomplete and can be built upon. Response is not simply about one individual

sitting in front of one survey instrument, the process i1s more complex than this suggests.

Chapter Seven, The Prototype Web Questionnaires, begins by considering the historical
and social context within which the Web questionnaire will be completed. We see that all of
the participating businesses have had an internet connection for a number of years and that
most of the participants are comfortable with using the Web, both for personal and
professional purposes. The second section considers the participants’ comments and
reactions to the prototype Web questionnaires. This shows that respondents’ expectations of
Web data collection are derived from four different frameworks. These frameworks are: their

role as a respondent and their relationships with the NSI, their role as an employee and their



relationship with their company and other employees, their own working practices and
finally, their previous use and experiences with the Web. These frameworks are at times
interconnected and at other times at odds with one another. As with the previous chapter, this
chapter builds upon the picture of response demonstrating the multi-layered process with

respondents negotiating different roles, which all impact upon their expectations of Web data

collection.

The final analysis chapter, Chapter Eight, Web Data Collection: the respondents’
perspective, considers the broader ideological factors that influence respondent expectations
for Web data collection. The chapter explores four such factors that are identified from the
interview data, namely ‘easier and quicker’, ‘saving resources’, ‘it’s the way of the future’
and ‘the paperless office’. The chapter concludes that these factors can be placed into two
broad categories of the ‘Web as efficient’ and the ‘Web as progress’. They emerge from the

respondents’ perception of the new technology, fuelled by public discourse, as well as their

own experiences with the Web.

The thesis concludes with Chapter Nine, Web Data Collection: new technology and new
expectations, which draws together all that we have learned about Web data collection
within mandatory business surveys. The chapter considers NSI and respondent expectations
around Web data collection. It explores both the origins of these expectations and how far
the expectations from each side align with one another. Here we see that both sets broadly
align, with NSIs and respondents viewing Web data collection as efficient and symbolising
progress. Further, the expectations on both sides are greatly influenced by the public
discourse surrounding the internet. In this way, we see that the cultural context 1s of vital
importance and cannot be ignored in any survey. In addition, response is multi-faceted with
respondents drawing upon their own sets of background knowledge and experiences, as well

as the context within which they are providing the information. These findings could be

applied beyond mandatory business surveys to social surveys.



CHAPTER TWO
MANDATORY BUSINESS SURVEYS: AN OVERVIEW

2.1 Introduction

Official business statistics provide extensive and wide-ranging data on businesses, thereby
yielding a picture of national economic activity and performance. Business statistics enables
“the appreciation of economic trends and the provision of a statistical service for industry
and for the discharge by government departments of their functions” (United Nations
Statistics Division, 2006). These statistics are generally collected by National Statistical
Institutes (NSIs), which often carry out a large number of business surveys per year. For
example, in the United Kingdom the Office for National Statistics (ONS) conducts over 90
business surveys per year (Smith et al., 2003:257). NSIs face a number of challenges when
conducting these surveys, working within demanding parameters. The statistics are to be of

high quality, have high integrity and be carried out in the most efficient manner (HM
Treasury, 2006). '

This chapter provides a review of official business surveys and outlines the main challenges
facing the NSIs and methodologists. The chapter begins with a briet history of UK
government surveys, followed by examples of ONS business surveys and a discussion on the
key features that characterise these surveys. The second section provides a detailed
discussion of three important issues surrounding data collection for business surveys; the

response process, response burden and questionnaire design.

2.2 History of UK Government Business Surveys

Historically, the collection of government statistics within the UK has been dispersed
amongst the numerous government departments and agencies that undertake surveys and
information gathering relevant to their respective areas of responsibility. The first population
census took place in 1801 by the newly created Census Office and took place every 10 years
thereafter, although it was only in 1920 that the Census Act formalised the requirement to
undertake a census every decade. Until that point, each census required a special Act of
Parliament, which also included agreement on the provision of funds for the census

(Campbell-Kelly, 1996:24). Records for births, marriages and deaths began in 1837 with the

creation of the General Register Office.
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The first government statistical department was established in the 1830s, as was the first
professional society (Moss, 1991). The collection of social and economic data continued to
develop and expand through the 19" Century, often by separate statistical units attached to
government departments. However, the early history of these activities is not well
documented, particularly with regards to economic data. This has been compounded owing
to the many changes that have taken place over the years. Responsibility for surveys has
changed, either by moving them from one department to the next or the creation, cessation or
mergers of departments. For example, the Board of Trade (BoT), which originated in the 17"
Century, was responsible for many of the early economic surveys, some of which continued
through the late 20" Century. However functions of the BoT were taken over by the newly
formed Department of Trade and Industry in 1970 (Department of Trade and Industry,
2006). This department split in 1974 to form three separate departments; the Department of
Industry, the Department of Trade and the Department of Prices and Consumer Protection. In
1979, responsibilities of the latter department were returned to the Department of Trade. Five
years later, in 1984, the Departments of Industry and Trade were merged to form the
Department of Trade and Industry (DTI) (Department of Trade and Industry, 2006). This is

just one example of the changing responsibilities of government departments.

In 1941, after many years of calls for measures to unify government surveys, the Central
Statistical Office (CSO) was established with the aim of co-ordinating the different statistical
information gathered by the various government departments. The Government Social
Survey also began in 1941, initially as the Wartime Social Survey. It was originally housed
in the Home Intelligence Division of the Ministry of Information. However, in 1945 the
Ministry of Information was disbanded and replaced by the newly formed Central Office of
Information. The following year, after much discussion, the Social Survey was transtferred to
this new office (Moss, 1991:14/15). Another key event in the 1940s was the 1947 Statistics
of Trade Act, which provides the necessary legislation enabling the collection of such
information from businesses. A survey conducted in accordance with this Act makes
response a mandatory requirement. Voluntary versus mandatory is an important issue in data

collection and the mandatory nature of many official business surveys is a key characteristic

of these surveys and will be explored shortly.

In the late 1960s, government statistics were revisited again, resulting in major
organisational changes. In 1967, the Social Survey gained independence and became the
Government Social Survey Department (GSSD). Around this time, the Business Statistics

Office (BSO) was created to bring together the collection of economic statistics. The BSO

- 11 -



was 1nitially part of the BoT, which, as we saw earlier, became part of the DTI. The role of
the CSO was expanded in the management of government statistics. At the same time, the
Government Statistical Service (GSS) was created to “improve coordination in the
management of government statistics and to develop a cadre of professional statisticians
across government” (HM Treasury, 1998). The decision to create the GSSD was quickly
revisited and in 1970 the GSSD and the General Register Office merged to form the Office
ot Population Censuses and Surveys (OPCS) (Moss, 1991:72/73).

Major changes in the organisation of government statistics occurred again 20 years later in
1989 when the BSO was merged with the CSO, which occurred after increasing concerns
about the quality of government statistics during this decade. This merger integrated business
statistics from the BSO and the Retail Prices Index, which had been undertaken previously
by the Employment Department. Further changes continued in the early 1990s, with the
establishment of the CSO as an ‘executive agency’, which increased the focus on quality for
both government and non-government users (HM Treasury, 1998). In 1995 the ‘Official
Statistics Code of Practice’ was adopted. This code of practice details the guiding principles

surrounding official statistics in the UK, namely:

e Valued for relevance, integrity, quality and accessibility

e Produced in the interests of all citizens by protecting confidentiality, and balancing
the needs of users against the burden on providers

e Enhanced through integration, accumulation and innovation; and by efficiency in
costs, and fairness in prices (National Statistics, 2004b)

Also in 1995, of particular importance to business statistics, the work of the Statistical
Division of the former Department of Employment was transferred to the CSO (Smith et al.,
2003:257). The following year, 1996, the CSO merged with OPCS to form the Office for
National Statistics (ONS). This merger brought business surveys, social surveys and the
general population census together under one umbrella. At this time, the position of National
Statistician was also created. The National Statistician is the Director of the ONS and the

head of the GSS, which remains the major provider of official statistics in the UK.

Despite all these organisation changes, many surveys were created and remain in place,
although not always in the same guise. The first Census of Production was undertaken by the
BoT in 1907. The Census of Production is a full industrial census covering ‘almost all of
manufacturing, the extractive industries and the public utilities of gas, electricity and water’
(Central Statistical Office, 1996:9). The Census eventually became an annual endeavour and

was joined with construction in the 1970s to become the Annual Census of Production and
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Construction. In 1998, the Annual Business Inquiry was created, joining the Annual Census
of Production and Construction, the Annual Employment Survey and the Distribution and
Services Inquiries (Brown & Dowsett, 2005:5). Another survey that has a long history, but
this time one that has remained largely intact since its inception, is the Labour Disputes

Survey (LDS). The LDS gathers data on work stoppages as a result of strike action and has
done so since 1891 (Brown & Dowsett, 2005:4).

The second half of the 20™ century was an intensive period for government surveys with the
start of many of the major continuous social surveys, such as the Family Expenditure Survey
(FES) in the 1950s and General Household Survey (GHS) together with the Labour Force
Survey (LFS) in the early 1970s. Many economic surveys also began during this time, for
example the Bank of England began collecting data on unit, investment and property unit
trusts 1n the early 1960s (Brown & Dowsett, 2005). At the same time extensive
methodological research focused on the development and refinement of sampling methods
and statistical analysis. The widespread availability of computers and computing power
assisted this development, bringing further changes to sampling as well as analysis methods
and procedures. Computers made feasible (in time and money) some of the things foreseen
by the great pironeers of the first half of the century. In the 1970s computing power began to
double approximately every two years. This rapid growth 1s often cited as Moore’s Law,
after electronic pioneer and co-founder of Intel, Gordon Moore, who observed that the speed

of computer chips double at this pace (Misa, 2004).

Data collection methods also developed considerably over this time, again assisted by the
growth and ever-increasing availability of computer technology, which led to various CAl
(computer-assisted interviewing) methods. The first of these is computer-assisted telephone
interviewing (CATI) where survey interviews are conducted over the telephone and the data
inputted into computers. Today these systems also manage call scheduling and case
administration (Nicholls et al., 1997:222). CATI was devised in the early 1970s and during
that decade went on become a widely used research tool in the US but it was only in the
early 1980s that it gained extensive use in Europe (Couper & Nicholls, 1998:5). The 1970s
also saw the development and use of Random Digit Dialling (RDD), which 1s a probability
sampling method whereby a computer generates a list of telephone numbers within a

particular geographic location (Bryman, 2004:115).

The emergence of laptops, in the mid-1980s, led to the general use of computer-assisted

personal interviewing (CAPI) in survey research. The development of CAPI was initially
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hindered by the limited capabilities of the first laptops in terms of memory and speed, not to
mention the size and weight of the machine (Couper & Nicholls, 1998:6). The early to mid
1990s, however, saw computer-assisted survey research become the norm, particularly in
government agencies. At this time, Touch Tone Data Entry (TDE) and Interactive Voice
Response (IVR) were also introduced. TDE is an automated telephone system whereby
computerised questions are played over the telephone to the respondent, who uses a number
pad to indicate their answers (Tourangeau et al., 2002). At their own convenience,
respondents call a specified telephone number, usually toll-free, which activates the pre-
recorded interview session. Respondents are first asked to enter their unique ID number on
the touchtone keypad, after which they are taken through the set questions. IVR is similar in

that 1t also uses the telephone but, as its name suggests, relies on voice recognition rather

than the keypad.
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Figure 2.1 Typology of CAI

Large-scale social surveys have benefited a great deal from this research, particularly with
the introduction of CAPI. In the UK, CAPI has been used for major national social surveys
since its introduction in the Labour Force Survey in 1990, after which it spread rapidly to all
ONS social surveys and to government surveys conducted by other organisations (Manners,
2003: Martin & Manners, 1995). Business surveys did not benefit from the early CAl
methods but during the 1990s, NSIs have been exploring the use of other electronic data
collection methods for these surveys, such as diskette by mail (DBM), TDE as well as the

rvcus of this thesis, the Web. However, implementation and take up of these electronic
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modes have been slow in comparison with other research groups, such as market researchers.

We return to NSI use of electronic data collection for business surveys in Chapter Five.

2.3 Examples of ONS Business Surveys

Business surveys are undertaken on a monthly, quarterly and/or annual basis, depending
upon the requirement for the data. In the past, virtually all data for business surveys were
collected by means of paper-based questionnaires mailed to the sampled business. However,

over the past 10 years, TDE has been increasingly offered for the smaller (usually monthly)

surveys that do not require extensive information, often only two to four items.

The tollowing table shows the types of statutory business surveys undertaken at the ONS
together with an example of an individual survey within the classification. These examples

are explained in more detail below.

Type of Mandatory Survey Example
Employment, Earnings and Productivity | Annual Survey of Hours and Earnings
(ASHE)
_Financial and Accounting Retail Sales Inquiry (RSI)
Business Prices and Sales Products of the European Community
(PRODCOM)

Table 2.1 Types of ONS Mandatory Surveys

The Annual Survey of Hours and Earnings (ASHE), a type of Employment, Earnings and
Productivity survey, has been implemented recently and replaces the New Earnings Survey
(NES). The survey, involving a sample of one percent of employees, provides UK data on
employee earnings (limited to adults whose pay for the survey pay period was not aftected
by absence), sex and full-time or part-time working hours. This data is further broken down
by geographic areas, occupations (including occupation by region), industry and six age
groups (Bird, 2004). Numerous bodies make use of the information; the Department of Work
and Pensions, the Treasury, the Office of the Deputy Prime Minister, the Low Pay
Commission, the DTI and the Cabinet Office as well as other groups, such as solicitors
(Brown & Dowsett, 2005:2). Data is gathered through postal paper questionnaires. It 1s a

mandatory survey; respondents (businesses) are legally required to comply with the request

for data.
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The Retail Sales Inquiry (RSI), within Financial and Accounting, is a sample survey of 5,000
businesses in the UK, including large retailers and a representative panel of smaller
businesses. Data is collected on a monthly basis using both mail questionnaires and TDE.
The Retail Sales Index is generated from the survey, which is a 'key indicator of economy
progress and is “indirectly used to calculate quarterly consumer spending on retail goods
and the output of the retail sector which feed into the compilation of the National Accounts”
(National Statistics, 2002a). The RSI began in 1954 as a voluntary survey, becoming

mandatory in 1992 as part of a programme aimed at improving economic statistics (Brown &

Dowsett, 2005:39).

Products of the European Community (PRODCOM), within Business Prices and Sales,
commenced in 1993 and is part of a harmonised system across the European Community that
gathers and makes available production statistics (National Statistics, 2005b). The data
contributes to National Accounts and the Producer Price Index. EUROSTAT (the Statistical
Oftice of the European Communities) and the DTI also make use of the data (Brown &
Dowsett, 2005:47). Data 1s collected on both a quarterly and an annual basis from UK
manufacturers by means of a self-administered, paper questionnaire received through the
post.' 4,500 businesses, selected from the Inter-Departmental Business Register (IDBR), are

included quarterly and 25,000 annually. Again, this is a mandatory survey.

These examples 1llustrate the types of business surveys undertaken, their frequency, size and
mode of data collection as well as providing a flavour of the uses and users of business
statistics. The examples also point to a number of the distinctive features of business
surveys; for example, the very large sample sizes or the mandatory requirement. We will

now turn our attention to a more detailed discussion of these key characteristics.

2.4 Key Characteristics of Business Surveys

As we have seen above, business surveys can be identified by a number of key
characteristics. This section begins by outlining these characteristics, followed by a
discussion on methodological research for these surveys. Before doing so, it is worth noting
that despite the presence of key characteristics, business statistics are largely similar to social
surveys. This includes the basic design process (sampling, question development and

questionnaire design), the data collection phase, data editing and imputation, analysis and the

A L - E—

e ———————

! A paper questionnaire can be interview-administered or self-completed. All references to a paper
questionnaire in this thesis refers to self-completion documents sent and returned by mail.
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publication of the results. As with any survey type, business surveys also aim to limit survey
errors (coverage, sampling, non-response and measurement errors), obtain good quality
whilst producing timely and relevant data as cost-effectively as possible. Over the past 50
years, 1t is social surveys, however, that have benefited from vast amounts of research with
business surveys left somewhat behind. This is both within research undertaken specifically
for business surveys and in drawing upon research undertaken for social surveys. Lynn (in
the discussion on the paper by Smith ef al, 2003:293) observes of business and social
surveys, “although the two types of surveys have important differences, they also have much

In common and there are many ways in which both can gain from the sharing of knowledge,

expertise, procedures, resources and infrastructure”.

A very important characteristic is the mandatory nature of many business surveys. As we
saw earlier in section 2.2, the British government introduced legislation in 1947 making
response compulsory for certain surveys. When a survey is carried out in accordance with
this Act, the respondent (in this instance the business) is legally obliged to complete and
return the questionnaire. In the UK, mandatory surveys can only be carried out by 1ts NSI,
the ONS. With the exception of the population census, no social surveys are mandatory;
however, the law does not prohibit them from being made compulsory. Mandatory surveys,
however, do not inevitably achieve 100% response rates. Response depends upon a number
of factors including burden on the respondent, which will be discussed in-depth shortly.
Response rates are also dependent upon the NSI's policy on pursuing non-responders, which
in turn often depends upon the time and resources available as well as the NSI’s judgement
of how such pursuit will be perceived in the political culture and the attendant risk to longer-

term statistical interests. The ONS pursues key persistent non-responding businesses in the

courts but it does not pursue all non-responders.

Businesses differ in size (often determined by employee numbers) and distribution. The
number of very small businesses greatly outweighs the number of large and very large
businesses. Very large companies within an economically advanced country account for the
majority of the country’s economic activity but the number of small companies far outstrips
the number of these large companies. To illustrate this point by employee size, in the UK
there are 1,851,235 businesses with less than 20 employees, 181,105 businesses with 20-249
employees and 9,800 businesses with more than 250 employees (National Statistics,
2004d:85). These 9,800 businesses employ more than half of the 28.5 million employees in
the country. Such businesses are known, in business surveys, as ‘key respondents’ and are

vital to the accuracy of the statistics produced. This is unlike social surveys where each
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person in the population of interest holds equal importance. In this sense, this varying size

and distribution of businesses is a key characteristic of business SUurveys.

Official business survey samples involve many thousands of units. Some monthly and
quarterly surveys gather data from around 35,000 businesses, for example the Quarterly
Capital Expenditure and Stocks Inquiries have a set sample size of 32,000 per data collection
period whilst the Monthly and Quarterly Inquiries into Distribution and Services Sectors has
a set sample size of 30,000 businesses per period (Smith et al., 2003:258). All of these

surveys are undertaken by the ONS. Such large samples are also found in many large-scale

social surveys.

Respondents to business surveys are reporting on behalf of their company “as the
establishment’s representative” and not as an individual (Edwards & Cantor, 1991:215).
This impacts upon the response process, as we will investigate in the next section, however,
1t 1S 1mportant to recognise that the survey is still completed by an individual and therefore

many elements of the response process remains similar to social surveys.

Business surveys also tend to rely on “information systems” within the company to obtain
the relevant and correct response (Edwards & Cantor, 1991:214). As such, the respondents
generally have to consult records or generate reports in order to complete the questionnaire
as opposed to relying on memory. Again, this has a direct impact upon the response process.
The need for respondents to consult records is a key feature within business surveys but it
should be noted that it is not unique as some social surveys also require this of their

respondents.

We have seen above that business surveys are characterised by the following key features:
the size and distribution of businesses, the use of very large samples, the use of business
records to assist response, the respondent reports on behalf of his or her business and the
mandatory nature of many business surveys. Combined, these features present challenging
issues to business survey researchers. However, historically its methodology can be viewed
as the poor relative of social survey methodology with comparatively little research
undertaken in this area. There are a few exceptions, such as work by Don A Dillman,

however this is rare (Dillman, 1996, 2000b; Dillman et al., 2005; Dillman et al., 2004).

Jones (2005) argues that a number of factors are thought to be responsible for this lack of

research. Firstly, business survey respondents are often professionals, generally accountants,
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and as a result are perceived to be able to deal with complex requests for data. This is a point
to which we will return when investigating questionnaire design. Secondly, the relatively
good response rates achieved through their mandatory nature may have acted as a
disincentive for methodological research to bring improvements to the surveys. Finally, a
belief that business surveys are fundamentally different to social surveys has meant that they
have failed to draw upon the far greater amount of research that has been carried out for
social surveys. For example, within the ONS the language used within the business survey
world 1s often different to that in social surveys. Surveys are known as inquiries,
questionnaires as forms and respondents as contributors, although this is slowly changing.

This difference in language presented an obstacle to business surveys in learning anything

from research undertaken on social surveys.

In 1988, the US Federal Committee on Statistical Methodology (1988:1) highlighted the lack
of common research into business survey methodology stating, “There are few commonly
accepted approaches'to the design, collection, estimation analysis, and publication of
establishment surveys. Establishment [business] surveys abound in rich variety with little
standardisation of design, practice, and procedures. Little standardisation occurred both
inter- and intra-agency”. In the early 1990s, individual official business surveys in the UK
(then undertaken by the BSO) were overseen by statisticians, who made relevant
methodological decisions. These decisions were “often dependent on the knowledge and
preferences of the statistician concerned” (Smith et al, 2003:258). Despite the lack of
standards and methodological rigour flagged in the late 1980s by the Federal Committee, it
was a number of years before substantial research was undertaken into business survey
methodology. In the UK, a concentrated effort for research and development on ONS

business surveys was instigated in the mid-1990s and continues to this day (Smith et al.,

2003).

It is generally accepted that further research is still vital. Much of the research in the 1990s
focused upon sampling procedures, stratification and estimation. Also, during this time the
ONS made impressive progress in data capture with document imaging — implementing
optical scanning of returned paper questionnaires making use of Intelligent Character
Recognition (ICR), allowing for much of their data capture to be done electronically (Baird
et al.. 2002:5). However, little work was undertaken in questionnaire design. Smith et al.
(2003:266) state, “the design of the questionnaires was largely constrained by the
requirements of the optical character recognition systems. . little time was devoted to

optimizing the questionnaires from the viewpoint of the respondent”.
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Growing demands placed upon NSIs provide a further impetus for research. Increased
etficiency is seen as a primary goal for NSIs, which includes improving the timeliness of the
data outputs together with an emphasis on data quality, making cost (monetary) savings and
reducing burden on the respondents. The World Wide Web now presents a new mode for
data collection and one that may offer improvements to current methods. As we will see in
Chapter Five, much promise has been attributed to the new technology and as such many

NSIs consider it will have a substantial (positive) impact upon surveys in general and

business surveys in particular.

This section has illustrated the types and kinds of surveys and survey themes undertaken by
NSIs. It has also provided an overview of the key characteristics found in business surveys.
We have seen that business survey researchers have learned little from social survey
methodology, despite the many similarities between the two types of surveys. In the
following section, we turn our attention to a more detailed examination of two specific areas
within survey methodology; those of the response process (including response burden) and

questionnaire design as applied to business surveys.

2.5 The Response Process

There has been much research into response for social surveys where methodologists have
explored factors that affect response and response rates; for example, respondent
characteristics (such as age, gender, marital status), the impact of the interviewer (in face-to-
face interviewer assisted questionnaires) and the use of incentives (monetary, prize-draw,
oift, etc). Certain theories have been used to assist understanding of the response process.
Dillman (1978) applied social exchange theory to survey response. This theory centres on
the costs and benefits for an individual within human interaction. Dillman suggests that
survey response rates will be improved if the costs for the respondent are minimised, rewards
are maximised and trust has been established. If the costs seem great (for example, time to
complete the questionnaire) and the rewards seem little (for example, there is no incentive or

the value of the survey is in question) respondent motivation will be affected, which in turn

affects the quality of the final data.

In the late 1970s and early 1980s researchers began to consider the application of cognitive

psychology in survey research in order to understand better the response process. In the late
1970s, the UK Social Science Research Council organised the first conference bringing

together cognitive psychologists and survey researchers to discuss survey measurement error
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(Tourangeau et al., 2000:313). In the following years a number of similar conferences took
place in the US and Germany. Of particular note is the 1983 National Science Foundation
funded Advanced Research Seminar on Cognitive Aspects of Survey Methodology
organised by the US Committee on National Statistics. The initial seminar took place in June
1983 with a follow-up in January 1984. The objective of these seminars was to “foster a
dialogue between cognitive scientists and survey research and to develop ideas and plans for
collaborative research” (Jabine ef al., 1984:1). One outcome from this group was applying
cognitive science to assist understanding of the steps that respondents go through when
completing a survey. In a paper prepared for the seminar, Tourangeau (1984) presented a
cognitive model of the response process for social surveys. The model, which remains

influential to this day, consists of four steps; namely

1.  comprehension
1l.  retrieval
1.  judgement

IV.  response.

Comprehension involves respondents understanding what the question means and what
information 1s sought. It also refers to understanding of instructions. Retrieval occurs when
respondents recall relevant information from their memory. Respondents then form a
judgement on the appropriateness of the recalled information, assessing its
comprehensiveness and relevance. Finally, the respondents communicate a response to the
question using the most appropriate response category. Whilst these steps appear to be
successive, respondents may undertake these steps consecutively or concurrently.
Additionally, they may omit or revisit certain steps (Tourangeau et al., 2000:15). Key to the
response process is the interaction between the respondent and the questionnaire. Certain
characteristics of the respondent affect the response process, including respondent
motivation to complete the questionnaire, their cognitive skills, values and attitudes
(Edwards & Cantor, 1991:213). Likewise, elements of the questionnaire affect the process;

such as question wording, question order and overall questionnaire appearance, which will

be discussed in greater detail later in this chapter.

Eisenhower et al. (1991) added to Tourangeau’s four steps by inserting ‘encoding’ at the
beginning of the model. This pertains to the respondent’s “knowledge to answer survey
questions”, that is to say how information and memories are stored and employed. At the
same time as this work, Edwards & Cantor (1991) offered the first model on the response

process for business surveys. They utilised the now five-step response model as the basis for
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their model whilst making some modifications and introducing a further step so that the

model adequately reflects the complexities faced by business respondents. Their model

appears as follows:

. record formation (encoding)

1l.  comprehension
il.  source decision — memory or records
1v.  record look-up (retrieval)

V. Judgement

1 communication.

Edwards & Cantor (1991:222-226) outline the importance of respondent selection within the
response process and the potential for measurement error; noting that the respondent’s
functional role (impacting upon knowledge to respond), their level of authority (decision
making powers) and their position relative to the information system within the business,
impact upon the respondent’s ability to participate in the survey. The record look-up stage
involves respondents retrieving information from an information system, which is affected
by their relationship to the system, the timing of the record look-up and ‘rehearsal’ of record
look-up process (whether it is a routine inquiry or not) (Edwards & Cantor, 1991:226-228).
The diagram below, reproduced from Edwards & Cantor (1991:232), clearly illustrates the
cognitive steps in the process and shows the various choices that the respondent has, for
example whether to use memory/recall or information systems/business records in order to

respond.

INFORMATION
RECALL SYSTEM

| | )
(1) _ Record
Encoding | A Formation
Comprehension

J
1’
(3)
Source Decision
[ @ L7
1 Retrieval !

- Judgment
(6)
Communication

Figure 2.2 “General model of survey response process for factual information”

reproduced from Edwards & Cantor (1991 :232)
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In 2000, Seymor Sudman, Diane Willimack and colleagues put forward an up-dated version
of Edwards and Cantor’s model based upon their research with 30 large US companies that
respond to Census Bureau business surveys. Sudman et al. (2000:2) proposed a “hybrid

response model for establishment surveys”. This version of the model comprises of eight

steps, detailed as follows:

1. encoding of information in company records
1. selection and identification of the respondent or respondents
1. assessment of priority
1Iv.  comprehension of the data request
v.  retrieval of relevant information from existing company records

vli.  judgement of the adequacy of the response
vil.  communication of the response

VIil. release of the data.

Willimack & Nichols (2001) develop the model further, offering conceptual foundations to
support the supplementary steps and some modifications to the model. These modifications
occur in two places; step i becomes “encoding in memory/record formation” and they insert
‘from memory and/or’ to step v, so it reads “retrieval of relevant information from memory

and/or existing company records”. Thus, the model now reads as follows:

.  encoding in memory/record formation
ii.  selection and identification of the respondent or respondents
1il.  assessment of priority
iv.  comprehension of the data request
v. retrieval of relevant information from memory and/or existing company records

vi.  judgement of the adequacy of the response
vii. communication of the response

Viil. release of the data.

In terms of encoding (step i) Willimack & Nichols (2001:2) suggest, “the respondent’s

‘knowledge to answer questions’ also includes knowledge of the business’ various records

and information systems, along with company structure”. That 1s to say, respondents also
need to have familiarity with company records in order to know whether/where relevant data
can be retrieved in order to answer the question. The availability of the information is

directly linked to the record keeping within the company, which is generally directed by such

requirements as business managements, various government and non-government
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requirements, and standards provided by ‘Generally Accepted Accounting Principles’
(GAAP).

Willimack & Nichols (2001:3) also note that information systems are not necessarily
uniform across a company (particularly large organisations), so a respondent’s access to
certain systems may be restricted, for example Finance, Human Resources and IT
departments. This often leads to multiple respondents completing a single questionnaire,
which can be done with a primary respondent who enters responses provided by other groups
In the company ("local data providers" Willimack & Nichols, 2001:3) or the questionnaire

can be passed around different departments with multiple respondents completing various

segments.

Willimack & Nichols continue with Cantor & Edwards’ discussion on respondent selection
(Which the former include as the second step in their model) and the implications for
measurement error. Both sets of authors highlight the necessity for the ‘most knowledgeable’
respondent who has access to the relevant information systems. However, in light of the
existence of multiple local data providers to a questionnaire, Willimack & Nichols (2001:4)
suggest that the respondent selected to complete the questionnaire should be an individual
who has “broader knowledge of the existence of a variety of types of requested data...(and)

the ability to gather the requested data from multiple sources in the technical core”.

They further note that this capability is generally linked to an individual’s position within the
business. Such individuals have the authority to decide upon survey participation, respondent
selection and the priority level of responding over other tasks. The outcome of the priority
assessment can have an impact upon respondent motivation, which again has implications
for measurement error. On this basis, ‘assessment of priorities’ is included as step three in
their response process model. The third and final step that the Sudman/Willimack model
incorporates to the response process i1s step eight ‘release of the data’. Here Willimack &
Nichols (2001:5) note that it is “not uncommon for the authority figures to re-enter the

response process prior to releasing the data to statistical agencies”, whereby they appraise

the completed questionnaire before allowing its return.

The cognitive model presented by Tourangeau (1984) into the response process as well as
subsequent research illustrates the various tasks involved in completing a questionnaire.
Cognitive models of response are now the dominant approach among survey response

methodologists. The model for the response process in business surveys demonstrates the
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additional, more complex tasks that business respondents are required to negotiate in order to
respond to the survey. As the authors proposing these models are at pains to emphasise, each
of these steps increases the likelihood of measurement error. The models also provide an
indication of the burden placed upon business respondents in the completion of these
questionnaires. The following section provides a review of response burden, discussing both

perceived and actual burden as well as new research that introduces a new concept of “total

survey burden”.

2.6 Response burden

Traditionally response burden has been defined and measured as the time that it takes a
respondent to complete a questionnaire (Haraldsen, 2004:397). Within the ONS, response
burden for business surveys has been measured as the time it takes the respondents to
complete the questionnaire and “assuming if the number of questions is increased or
decreased that burden will increase or decrease pro rata” (Eldridge et al., 2000:310). This
approach, whilst in part useful, does not take into consideration the number of surveys that
businesses are required to complete. Other NSIs make use of “number of survey requests
received by a given company’ as a way to measure respondent burden for businesses (Hak ef
al., 2003b:1725). This approach leads to an emphasis placed upon sampling methods in
order to reduce the amount that a company is included in these surveys. Again, this approach
is only in part useful as to fully measure response burden both of these factors need to be

taken into consideration.

In the late 1970s (social) survey researchers began moving away from a time oriented
indicator of response burden and became interested in the notion of ‘perceived’ burden,
which considers other factors prevalent during completion of a questionnaire. Bradburn
(1978) offers one of the first papers deliberating response burden in this manner. He
(1978:35) notes that whilst there is limited discussion on this issue within the literature (this
remains somewhat true today), in practice researchers are attentive to items that can increase

response burden within a survey and do what they can to eliminate, or at the very least

reduce, these problem areas.

Bradburn (1978:36) outlines four factors that can increase burden within a survey; namely (i)
the length of the interview (or questionnaire length for self-administered surveys), (i1) the
amount of effort required of the respondent, (iii) the amount of stress on the respondent, and

(iv) the frequency with which the respondent is interviewed. Bradburn suggests that the
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iImpact of these factors varies between respondents, with some individuals percelving certain
factors as more burdensome than others. A prevailing and important premise throughout
Bradburn’s paper surrounds the respondent’s perception of the importance of the research. In
his conclusion, Bradburn (1978:39) writes “respondents seem to be willing to accept high
levels of burden if they are convinced that the data are important”. These ideas concur with

Dillman’s (1978; 2000a) use of social exchange theory and his total/tailored design

principles, outlined at the beginning of this section.

Research into respondent burden for social surveys continued but it was only in the early
2000s that any real dialogue surfaced for business surveys and much of the discussion has
emerged within the context of moving to electronic (Web) data collection. The new mode
may bring fresh opportunities to reduce response burden. Further, the new mode also
encourages business survey designers to look at what social survey designers have found
when researching Web data collection. Haraldsen (2004) undertakes a detailed and important
discussion of response burden in a paper entitled ‘Identifying and Reducing Response
Burden in Internet Business Surveys’. Haraldsen (2004:398) offers that the term ‘response

burden’ is linked to the respondent’s experience, stating:

...the issue is not whether the total burden is high or low, but whether the burden
takes precedence over the advantages and other positive aspects of the survey. We
have highlighted this point by using the phrase “burden and gratifications” in the
model. A term covering both positive and negative reactions to the survey 1s also
user experience, which may be defined as “the balance between perceived burden
and gratifications associated with the information requests made in questionnaires”.

Haraldsen, building upon a response burden model created by Fisher & Kydoniets (2001
cited in Haraldsen, 2004), proposes that the survey properties (number of questions, content
of the questionnaire, flow of questions and elements in each question and the layout of the
questionnaire) lead to the respondent’s ‘perceived burden and gratifications’ (upon which the
respondent characteristics impact). This in turn affects data quality. Ultimately, Haraldsen
seems to be suggesting that the design elements within a survey (the survey properties)
should be considered a fundamental factor in determining perceived burden. This

understanding of design elements affecting response burden is well known in social research

methodology.

As noted above, Haraldsen’s discussion of response burden was made whilst considering
internet (Web) data collection. What he does not consider is how the extra steps of the

response process within business surveys, for example the information retrieval element,
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impacts upon response burden. This element is explored in US Census Bureau research by
Hak et al. (2003b:1725), who remark at the outset that “busine<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>