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#### Abstract

The environmental risk of growing genetically modified (GM) crops and particularly the spreading of GM genes to related non-GM crops is currently a concern in European agriculture. Because the risks of contamination are linked to the spatial and temporal arrangements of crops within the landscape, scenarios of crop arrangement are required to investigate the risks and potential coexistence measures. However, until recently, only manual methods were available to create scenarios.

This thesis aims to provide a flexible referenced tool to create such scenarios. The model, called LandSFACTS, is a scientific research tool which allocates crops into fields, to meet user-defined crop spatio-temporal arrangements, using an empirical and statistical approach. The control of the crop arrangements is divided into two main sections: (i) the temporal arrangement of crops: encompassing crop rotations as transition matrices (specifically-developed methodology), temporal constraints (return period of crops, forbidden crop sequences), initial crops in fields regulated by temporal patterns (specifically-developed statistical analyses) and yearly crop proportions; and (ii) the spatial arrangements of crops: encompassing possible crops in fields, crop rotation in fields regulated by spatial patterns (specifically-developed statistical analyses), and spatial constraints (separation distances between crops). The limitations imposed by the model include the size of the smallest spatial and temporal unit: only one crop is allocated per field and per year. The model has been designed to be used by researchers with agronomic knowledge of the landscape. An assessment of the model did not lead to the detection of any significant flaws and therefore the model is considered valid for the stated specifications. Following this evaluation, the model is being used to fill incomplete datasets, build up and compare scenarios of crop allocations. Within the GM coexistence context, the model could provide useful support to investigate the impact of crop arrangement and potential coexistence measures on the risk of GM contamination of crops. More informed advice could therefore be provided to decision makers on the feasibility and efficiency of coexistence measures for GM cultivation.
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## Abbreviations and symbols

Mathematical abbreviations only valid for one statistical test are not included here; their comprehensive definition is given within the definition of the test (i.e. in the same Figure).

| \%CV | Percentage of coefficient of variation of the proportion of fields or area of a farmer with a specific crop during as specific time period. |
| :---: | :---: |
| \%R | Percentage of randomised $\% \mathrm{CV}$, which are higher than the observed $\% \mathrm{CV}$. |
| a-sa | Autumn set-aside |
| CETIOM | Centre technique interprofessionel des oleagineux metropolitains |
| CVp | Proportion of randomly simulated $\% \mathrm{CV}$ values lower than the observed $\% \mathrm{CV}$ value (values ranging from 0 to $100 \%$ ). This value is used to control the temporal patterns within LandSFACTS. |
| E | Result value of the E analysis |
| E analysis | Statistical analysis of spatial patterns of crops |
| Ep | Percentage of randomly simulated E values lower than the observed E value. This value is used to control the spatial patterns within LandSFACTS. |
| $\mathrm{E}_{\mathrm{x}}$ | Within chi-square tests: expected value |
| EU | European Union |
| GIS | Geographical Information System (spatial information) |
| Genesys | Gene flow model focusing on cross-pollination of rapeseed (Colbach et al., 2001a; Colbach et al., 2001b) |
| GM | Genetically Modified (crops) |
| ha | Hectare |
| $\mathrm{H}_{0}$ | Null hypothesis in a statistical test (no statistical difference between two sets of data) |
| $\mathrm{H}_{1}$ | Inverse of the null hypothesis in a statistical test (statistical difference between two sets of data) |
| ID | Unique identifier (unique integer value) |
| Initial crop | First crop within a crop rotation to be grown during the simulation (year 0). |
| INRA | Institut National de la Recherche Agronomique |
| $\mathrm{km}^{2}$ | Kilometres square |


| LandSFACTS | Landscape Scale Functional Allocation of Crops Temporally and Spatially. |
| :---: | :---: |
| le | Length of rotation |
| 1.d.wheat | Late drilled wheat |
| m | General: meters |
| m | Within statistical tests: number of fields (same farmer and same rotation) |
| MAPOD | Gene flow model focusing on cross-pollination of maize (Angevin et al., 2007; Angevin et al., 2001) |
| n | Within chi-square tests: number of samples for calculating the degree of freedom of the statistical test |
| $\mathrm{O}_{\mathrm{x}}$ | Within chi-square tests: expected value |
| OSR | Oilseed rape |
| p | Probability determined using a statistical test |
| p-sa | Permanent set-aside |
| R | Rye |
| R1 or R2 | Rotations 1 or rotation 2 |
| sa | Set-aside |
| sB | Spring barley |
| SCRI | Scottish Crop Research Institute |
| Seed | Within random number generation: first value used for generating pseudo-random numbers within a simulation. |
| SIGMEA | Sustainable Introduction of Genetically Modified crops into European Agriculture (SIGMEA, 2005) |
| TM | Transition matrix (in the context of crop rotation) |
| $\mathrm{U}_{\text {TM }}$ | Overall transition matrix (i.e. transition matrix between transition matrices of crop rotations) |
| UPS | Université de Paris Sud |
| W | Wheat |
| wW | Winter Wheat |
| wB | Winter barley |
| $\chi^{2}$ | Chi-square value of a chi-square test |

## 1 Introduction

### 1.1 Background

Agriculture has been through multiple changes during $20^{\text {th }}$ century. After the Second World War, agricultural production was accelerated by the "industrialisation" of agricultural activities in order to meet the increasing demand for food. Agriculture is now facing a new challenge, as the public and political awareness of environmental issues is increasing. Under the new European Common Agricultural Policy's Single Payment Scheme (SPS), the subventions are decoupled from food production (DEFRA, 2004b), and farmers must meet cross-compliance requirements, by keeping their land in Good Agricultural and Environmental Condition (DEFRA, 2005b). Thus, the farmer's role has shifted from being solely a food producer to include other rules such as being a steward of the environmental and the landscape.

A new environmental concern in agriculture has arisen from the possibility of growing genetically modified (GM) crops (Firbank et al., 2003; Wilkinson et al., 2005). The possible health consequences of introducing GM crops in the food chain are only one part of the GM issue. The environmental risks of growing GM crops in an open agricultural environment are also of great importance, particularly the risks relating to the "contamination" of non-GM crops (e.g. conventional or organic) or the spreading of undesired genes to wild relatives (herbicide resistant genes), (Timmons et al., 1996). The understanding and mitigation of those risks is of prime importance for decisionmaking on coexistence rules for GM crops.

Genes from GM crops have two main means of dispersal: by the seeds and by pollen (Bock et al., 2002). Extended seed dispersion may occur particularly during harvest activities, as a certain proportion of seeds are always lost during this activity either on the field itself or during the travel from the field to the seed store (Bock et al., 2002). Then the following year, volunteers may grow up in the field, in field borders, or on road borders en route to the store. Seeds may also stay dormant for a few years before germinating. The risk of GM resurgence can therefore be present for a very long time after the last GM crop was sown (Lutman et al., 2005). The volunteers may then, in turn, be a new source of GM contamination to the environment, either by seed or pollen dispersal (Squire et al., 2003).

Pollen from GM crops may cross-pollinate with receptive plants, which can either be wild relatives or conventional crops of the same family (Bock et al., 2002; Eastham and Sweet, 2002). GM genes may thus spread to other crops. In the example of GM Oilseed Rape (OSR) resistant to herbicide, their pollen may contaminate wild mustard flowers or another OSR field. In the first case the wild relative may acquire the pesticide resistance and thus may become a weed much harder to control; in the second case, OSR plants which are supposed to be GM-free may become "contaminated" which will reduce their market value. The issue is particularly important to organic farmers, because the purity of their product is one of their main selling points.

OSR pollen transport is mainly conducted by the wind and insects, at both short and longer distance (Bateman, 1947b; Bateman, 1947c), e.g. cross-pollination might occur at more than 5 km from the source (Ramsay et al., 2003). Through both dispersal mechanisms, the landscape in which the GM is grown can determine the extent to which the genes may spread. The term "landscape" refers to the agricultural area with its fields, cropping systems, and infrastructures. In particular, the relative spatial arrangement of the source of contamination and of the receptive area is important, because if seeds or pollen cannot reach a recipient (good soil or compatible plant) the risk of contamination is null. The pattern of seed dispersal is highly dependent on the road routes taken by the seed trailers. Pollen dispersal is much more dependent upon the landscape structure and more particularly upon the crop arrangements within the landscape, as its dispersal will be influenced by natural obstacles, such as distance between fields, or hedgerows, forest and buildings (Hunt et al., 2001). The temporal arrangement of source of contamination and of receptive crops is also important, because from a contaminated seed bank, GM ferals may grow and thus become a new source of contamination several years after the GM crop was grown.

The modes of dispersion of GM genes are varied and the risks encountered are highly dependent upon the landscape and more particularly the spatial and temporal arrangements of contamination source (e.g. GM OSR) and receptive areas (e.g. conventional or organic OSR), (Bateman, 1947a; Klein et al., 2006). To limit the risks of undesired GM dispersion, coexistence measures, such as separation distances between GM and non-GM crops, have been considered (DEFRA, 2006).

One method for analysing the magnitude of the environmental risk of GM genes spreading through agricultural landscapes with and without coexistence measures is to use models of gene flow at the landscape scale. One such model is Genesys, which aims
to "evaluate the influence of cropping systems on transgenes escape from rapeseed crops to rapeseed volunteers in time and space" (Colbach et al., 2001a; Colbach et al., 2001b). For every year of simulation, the model considers the crops in every field of the landscape. Depending upon the study, the landscape spatial extent might be very large in order to encompass all risk of contaminations (i.e. several kilometres for crosspollination). As the specific repartition of crops highly influences the spreading of GM genes, being able to run gene flow models on multiple landscapes with similar spatiotemporal characteristics of the crops would strengthen the conclusions drawn from gene flow modelling. Moreover, to test possible coexistence measures, crop arrangements meeting those conditions are required.

Currently, the creation of scenarios of crop spatio-temporal arrangement is carried out by manually altering the crops in the landscape one by one. This method is highly biased by personal decisions, time consuming and not easily reproducible. The only models simulating crop allocation have a mechanistic approach integrating large amounts of specialised information, e.g. soil nutrients, weather or farm management information. Such models have very limited usefulness for scenario building of crop arrangements, because sufficient data are rarely available.

To facilitate the generation of crop spatio-temporal arrangement scenarios for gene flow models, a research model solely aiming at allocating crops into fields to meet specified targets of crop spatial and temporal arrangements at the landscape scale, would be an asset. Such a model would simulate crop arrangements directly using an empirical and statistical approach, instead of modelling the mechanistic origin of the arrangements. Thus crop arrangement scenarios would be easily created with only minimum specialised inputs, however general knowledge of the agronomic conditions, such as crops and rotations, are still required by the user.

The subject of this thesis is precisely aimed at providing just such a model, integrating the requirements detailed above. To summarise, this model, hereafter called LandSFACTS (Landscape Scale Functional Allocation of Crops Temporally and Spatially), will greatly facilitate and strengthen scientific investigations on the risks of GM contamination in the agricultural landscape with and without coexistence measures, by providing tailored scenarios of crops spatio-temporal arrangements. From those scientific investigations, researchers can then advise decision makers on required coexistence rules for GM crops cultivation.

The initial motivation for the research in this thesis came from the EU-funded SIGMEA (Sustainable Introduction of Genetically Modified Crops into European Agriculture) project (SIGMEA, 2005), which is studying coexistence of GM, conventional and organic agricultural systems in European agriculture.

### 1.2 Aim

This research aims to support the investigation of GM crop coexistence scenarios in European arable landscapes by providing a modelling framework, the LandSFACTS model, to create and manipulate realistic scenarios of crop spatio-temporal allocations. The model uses a stochastic approach to simulate crop arrangements in fields at the landscape scale, whilst respecting empirical and statistical user-defined constraints that represent the predominant agronomic, socio-economic and political conditions.

### 1.3 Objectives and linked tasks

The objectives of this research project and the linked tasks are listed below.
Objective 1. Examine the origins and characteristics of spatio-temporal arrangements of crops in agricultural landscape.

Task 1.1 To review the literature on the origins and measurements of spatiotemporal arrangement of crops, in order to identify the constraints on crop arrangement and existing statistical analyses on patterns.
Task 1.2 To develop and set up relevant statistical analyses on crop patterns.
Task 1.3. To analyse the spatial and temporal pattern of crops in relevant study landscape, in order to determine parameters and statistical tests relevant to the LandSFACTS model.

## Objective 2. Design the LandSFACTS model of crop arrangement with its components and processes, in order to create a flexible and generic model.

Task 2.1. To review the requirements for the LandSFACTS model and existing models in the literature.
Task 2.2. To define the system representing the LandSFACTS model, i.e. limits of the system, components and main processes involved within the system.
Task 2.3. To design and set up a flexible and generic structure for the LandSFACTS model.

## Objective 3. Assess how well does the LandSFACTS model fulfil its objectives?

Task 3.1. To determine the methodology for the model assessment
Task 3.2. To assess the model approach, structure and implementations in relation to the stated specifications.

Task 3.2. To carry out a sensitivity analysis and scenario testing of the model.

### 1.4 Deliverables

The three deliverables listed below, will be provided by this project.
Deliverable 1: To provide constraints rules on crops arrangement and statistical analyses to characterise spatial and temporal patterns of crops from an agricultural landscape. This deliverable is presented in Chapter 4, 5, and 6. It will contribute towards fulfilling objective 1.

Deliverable 2: To provide the LandSFACTS model facilitating the investigation of landscape scenarios on specific spatial and temporal arrangement of crops by researchers with agronomic background. The model should integrate spatial and temporal patterns of crops, while respecting specific spatial and temporal constraints (e.g. crop rotations or isolation distances between crops). This deliverable is presented in Chapter 7. It will contribute towards fulfilling objective 2 .
Deliverable 3: To provide an assessment of the LandSFACTS model against its objectives. This deliverable is presented in Chapter 8. It will contribute towards fulfilling objective 3 .

### 1.5 Thesis route map

To reach the aim of this thesis, the three objectives laid out in Section 1.3 (Objectives and linked tasks) must be achieved. Objective 1 (examine of the origin and characteristics of crop spatio-temporal arrangements) and Objective 2 (design of the LandSFACTS model) are entwined. Objective 2 sets the framework for the project in Task 2.1 by identifying the specification of the LandSFACTS model, whereas Objective 1 provides the background to the project by identifying the origin of spatio-temporal crop arrangements from the literature (Task 1.1), by providing specifically designed tools to characterise crop arrangements were set up (Task 1.2) and by providing insights on crop arrangement in a real landscape using the new statistical tools (Task 1.3). The tools and knowledge derived from achieving Objective 1 were then incorporated within
the LandSFACTS model through Task 2.2. Objective 2 was completed with the creation of the LandSFACTS model (Task 2.3). Then Objective 3, the assessment of the model, was investigated through its three tasks: (i) methodology of the model assessment (Task 3.1), (ii) assessment of the model approach structure and implementations (Task 3.2), and (iii) sensitivity analysis and scenarios testing of the model (Task 3.3).

The next chapters follow the same logical order as exemplified above. Chapter 2 defines the framework of the project by defining the end-users requirements of the LandSFACTS model (Task 2.1). Chapter 3 investigates relevant published literature on (i) the origins of crop arrangements (Task 1.1), (ii) existing statistical analyses measuring crop arrangements (Task 1.1) and finally on (iii) existing models simulating them (Task 2.1). The conclusions from the literature review (Chapter 3) inform the lay out of the methodology (Chapter 4) to be followed for the design of the LandSFACTS model (Task 2.2), and the datasets to be used for setting up and assessing the model are detailed. In Chapter 5 and 6 specifically designed tools to be integrated within the model (Task 2.2) are presented: (i) statistical analyses of crop patterns and knowledge on crop arrangement characteristics from a real landscape (Chapter 5, Task 1.2 and 1.3, and thus fulfilling Objective 1), and (ii) mathematical representation of crop rotations (Chapter 6). Then in Chapter 7, the model itself is presented with its components, simulation processes, outputs and information on their technical implementation (Tasks 2.2 and 2.3 fulfilled). This chapter concludes the objective 2 . The model is then assessed to evaluate against the model specifications (Chapter 8), fulfilling objective 3. A graphical representation of the project steps and their links with meeting the objectives and tasks is shown in Figure 1.1.


Figure 1.1: Schematic diagram of the thesis "route map"
The line styles are different for each objective

## 2 Specifications of LandSFACTS model

To develop the required framework to support scenarios of crop arrangement, the first task of the project was to identify the requirements of the end-users within the context of GM coexistence. After identifying the end users, the specifications of the LandSFACTS model are reported in this chapter by focusing on three main points: (i) the purpose and uses of the model, (ii) the technical aims and (iii) the modelling approach. Those specifications for the LandSFACTS model are the basis of the thesis project, presented in later chapters.

### 2.1 End users

The targeted end-users of the LandSFACTS model are agronomic researchers working with gene flow models (e.g. Genesys for rapeseed and MAPOD for maize (Angevin et al., 2007; Angevin et al., 2001)), and more particularly within the SIGMEA project (SIGMEA, 2005). They are researchers at INRA-Dijon, INRA-Grignon, CETIOM, SCRI, and Bremen University. The model must specifically meet their requirement of facilitating the setting up of scenarios of coexistence measures between GM and nonGM varieties of a crop.

The main requirements for the model, described in Figure 2.1, were defined in collaboration with end-users at SIGMEA meetings and through emails from October 2004 until April 2006. Specific requirements from end-users were considered until the end of the LandSFACTS project (June 2007) in order to finely tune the model to the end-users needs. The requirements were further complemented with comments from colleagues from Cranfield University, and Rothamsted Research. Wherever possible the model was designed to be generic, to broaden its usefulness to applications other than scenarios for gene flow models.


## Figure 2.1: End-users' requirements for the LandSFACTS model

The end-user requirements are based on three main considerations: (i) the purpose and uses of the model, (ii) the technical aims and (iii) the modelling approach (Figure 2.1). Each of those considerations on the requirement for the model are detailed below.

### 2.2 Model specifications

### 2.2.1 Purpose and uses

The discussions with the end-users highlighted that the model must be a research tool, usable by agronomic researchers. The model could also be used by environmental consultants, although they are not targeted primary end-users. As a research tool, the model must allow the user to control the behaviour of the model, such as how the crops are allocated to fields, and also stochastic processes. Moreover, the model approach, structure and processes should be fully justified and documented.

The end-users indicated that the model needs to be able to be used for building and testing scenarios of crop allocations, and more particularly for coexistence scenarios. Hence it can be used to model the possible introduction of GM crops within agricultural landscapes and help to predict the impacts of growing GM crops with and without coexistence measures, which aim to mitigate potential risks. Therefore the model should
allow the user to control (i) the crop proportions over the years (to model the introduction of a new crop or variety), (ii) crop separation distances (e.g. the distance required between GM and conventional varieties of a crop), and (iii) return period of crops (e.g. conventional variety of a crop cannot be grown the year after GM variety).

The model must be useable on any European agricultural landscape, as it is specified by the SIGMEA project (2005), which is EU funded. Therefore, the model must be able to account for the diversity in European agricultural landscapes. For example, the crops available within the model should not be intrinsic to the model. The model should be as flexible as possible, to prevent any restrictions on its future use.

### 2.2.2 Technical aims

The main function of the software, as specified by the end-users, was to allocate crops to fields over several years, while respecting constraints on crop arrangements. Therefore the software should be able to provide a crop allocation from one year up to 20 years. A one-year crop allocation is required for gene flow models temporally restricted to one season. For example, in Europe, maize does not survive the winter; therefore gene flows are only modelled within a year. The maximum number of years given here, 20 years, is only used as a guideline. In Europe, there is usually only one main crop grown each year, therefore the time step of the model is one year.

Crops are usually grown within fields with fixed boundaries over years. Physical boundaries, where present, can be hedgerows, barriers or roads. The field is the assumed unit of crop cultivation, as used by the gene flow model Genesys. Fields are represented by polygons with specific coordinates and the vector format is chosen as the best representation of the fields.

Lastly the end-users requested that the model must provide crop allocation at the landscape scale. The definition of the size of a landscape is not universally defined within the literature. Within the scope of analysing risks of gene flow contamination, a landscape may have from two fields up to 5,000 fields.

### 2.2.3 Modelling approach

The LandSFACTS model aims at providing a simple and easy way of creating scenarios of crop arrangement. The reality of farmers' decisions on crop allocation is a complex process, not completely understood or predictive, which involves environmental,
agronomic and socio-economic parameters, such as nutrient flow, pest management, farm workload, and market prices. Mechanistically modelling this decision process requires a high quantity of detailed inputs, which often impedes the use of such models. Therefore the approach used in this research project was to directly simulate the crop arrangements instead of reproducing the decision-making process leading to it. To achieve this, the complex decision process leading to crop allocation is replaced by (i) stochastic decisions, (ii) empirical constraints limiting crop arrangement (e.g. return period of crops, separation distances between crops), and (iii) statistical measures of crop arrangements (e.g. general patterns). By using this approach, complex and extensive environmental and socio-economic variables and processes are replaced by a limited number of variables directly influencing the crop arrangements. By using conclusions and insights from research on farmers' decision making, the user may determine the inputs of the LandSFACTS model. The LandSFACTS model can be defined as a shortcut tool to create a unique crop allocation reproducing the conclusions on crop arrangement drawn from research on farmers' decisions.

### 2.2.4 Conclusion

The requirements detailed in the previous paragraphs, set up the framework in which the LandSFACTS model was developed. In summary, the end-users indicated that the model should be a research tool able to be used to build scenarios of crop arrangements at the landscape scale on any European agricultural landscape. Crops should be allocated to the fields (polygons) over the years using a one year time step, and an empirical and statistical approach should be used to directly simulate the crop arrangements and not the decision making process leading to it.

The setting up of the inputs requires from the user an extensive knowledge on the agronomic and socio-economic situation of the study site. The correct interpretation of the LandSFACTS reports requires a good knowledge of the processes occurring within the model.

### 2.3 Conclusion on specifications of LandSFACTS model

This chapter details the rationale and specifications for the model. They were defined in collaboration with agronomic researchers working on GM coexistence scenarios. In summary, the model, called LandSFACTS, had to be a research tool to build scenarios of crop arrangement at the landscape scale on any European agricultural landscape, within the context of GM coexistence. The model had to allocate crops to fields
(polygons) over the years using a one year time step. The general modelling approach had to be empirical and statistical by directly simulating the crop arrangements, and not the decision making process leading to it. The definition of the specification of the model provided the framework, in which the LandSFACTS model had to be developed.

The next step was to analyse the system to model. Therefore, a literature review is presented in Chapter 3 on (i) the origin of the crop arrangement, and more precisely the constraints influencing it, (ii) means of statistically measuring crop patterns, and (iii) existing models on the same topic. From those analyses, the specific needs of the LandSFACTS model can be determined and the main approach of the model will be presented in Chapter 4.

## 3 Review of the origins, metrics, and models of crop arrangements

In the previous chapter (Chapter 2), the specifications of the LandSFACTS model compiled from end user requirements, identified the framework in which the model had to be developed. Based on those specifications, the literature was reviewed for relevant studies on (i) the origin of crop arrangements, (ii) existing metrics measuring crop arrangements, and (iii) existing models simulating crop arrangements. Each of those subjects is detailed in this chapter, and relevant conclusions are drawn for the methodology to develop the LandSFACTS model (Chapter 4).

### 3.1 Origin of crop arrangements

Crop arrangements in the agricultural landscape are influenced by a combination of environmental drivers, farming activities and socio-economic considerations. Those constraints on farming systems are reported in many studies (Papy et al., 1988; Rellier and Marcaillou, 1990). In this chapter, four main constraints on crop cultivation will be investigated: (i) environmental, (ii) agronomic, (iii) farm management constraints, and (iv) economic, policy and contracts. Their relative effects on crop spatio-temporal arrangement will be examined.

### 3.1.1 Environmental constraints

Each crop and crop variety has its own range of environmental variables (Brady and Weil, 2002), in which the crop is considered to be the most profitable (best quality and highest yield). The crop cultivation within a landscape is thus influenced by its environmental constraints. The most often cited factors are the climate (including rainfall characteristics, solar radiation intensity, and temperature), the soil properties (including proportions of clay, sand, silt and organic matter) and water supply (surface or underground water). Environmental variables usually tend to vary gradually at a landscape scale, although rapid changes may be possible due to changes in topography.

### 3.1.2 Agronomic constraints

Agronomic rules aim at improving the management of crops and soil for a more efficient agriculture, i.e. higher yields at lower cost relative to time, economics, risks, and the environment. One of the oldest and most fundamental agronomic practices
worldwide is crop rotation (Lawes et al., 1895). It is thought to have been critical to the industrial revolution in Britain (Brunt, 1999). Crop rotation is defined as the successive growing of crops on a specific field (Wibberley, 1996). The crop sequences result from land managers decision aiming at optimising agronomic, environmental, and financial objectives while considering constraints from regulations, contracts, and risk management (Kirkegaard et al., 2004; Tarim et al., 2006).

There are four agronomic rules which structure crop rotations aimed at optimising the crop yields, pest and weed control, and facilitating farm management. The first rule is the return period of crops or group of crops. This rule enforces the alternation of crops in order to break the cycle of the build-up of nematodes or other soil pests (Jones and Perry, 1978). The second rule is linked to the benefits or risks of growing a specific crop immediately after another one. The benefits could arise from increased nitrogen supply, soil organic matter or water availability, improvements in soil structure, and decreased pests, diseases or weed competitions (Berzsenyi et al., 2000). For example, in the UK, volunteer cereal weeds are particularly an issue if cereals are followed by autumn-sown vegetable crops (Bond et al., 2006). The third rule is linked with withinyear cycles, i.e. usually a crop may only be sown after the previous crop has been harvested. The sowing and harvest timing fluctuates with climatic conditions. For example, late harvesting due to low temperature or autumn rainfall can restrict autumn cultivations to such an extent that the following crops will perforce be spring- rather than autumn-sown. This constraint is exemplified by the higher prevalence of springover autumn-sown oilseed rape in arable rotations in Scotland in comparison to England (Champion et al., 2003). The fourth rule relates to the crop proportions on a field or group of fields. Typically farmers have a limited amount of dedicated machinery and labour, therefore they often seek to spread out the work over the year, by growing a range of crop with different requirements. Growing a range of crops also spread the risk of total crop failure or dependence upon market prices and thus limit the risks of economical loss (Lockie et al., 1995).

Within the UK and probably throughout the EU non-organic sectors, there is a diminution of the strict use of rotations. As margins are squeezed, market forces dominate and the trend is towards greater flexibility and less-structured rotations. No longer is most of the arable land in Britain "cultivated according to regular and wellrecognised successions or "rotations" of crops" (White, 1929).

Farmers may also have to preserve distances between two specific crop cultures to avoid contamination. For example, sweet corn must be separated from grain corn by at least 300 m (Sausse, 2005). Seed production requires severe distance restrictions in order to guarantee the purity of the seeds. The European Union requires a distance of 500m between oilseed rape for the seed production from hybrids and other sources of possible pollen contamination (European Union, 1966). These separation distances between crops directly influence the spatial arrangements of crops. As shown above, spatial and temporal arrangement of the crops are both taken in account for the organisation of crop allocations to fields.

### 3.1.3 Farm management constraints

The structure and organisation of farming systems imposes constraints on the crop arrangements. Firstly, the number, size, and shape of the fields influence the mosaic of crop arrangements. The regularity of the shape of the field is important for crop management operations (Thenail and Baudry, 2004), as machinery has a fixed width. The distance between fields and farmstead or food processors is an important factor for the accessibility of farm equipment to the fields. The type of access or road should not be underestimated, particularly if some crops require heavy and wide equipment or a harvester (Thenail and Baudry, 2004), or, in the case of the sugar beet if trucks have to collect them in the field directly. The labour and machinery resources are usually limited but can be complemented with contractor work for short periods of time, for example at harvest. Due to this limitation, farms try to spread farm workload as much as possible through the year, and fields spatially close may have the same crops in order to simplify management of those fields.

The constraints arising from the farm are generally under the control of the farmer, except for the location of food processors and factories. However farmers may be grouped into cooperatives or several farms may be managed by only one of the farmers (Orson, 2005). In those particular cases, further communal constraints may emerge. The farm management constraints further limit the spatial and temporal arrangement of crops within the landscape.

### 3.1.4 Economic, policy and contracts constraints

The economic constraints are independent of the farmer, they are imposed on the farming systems. The fluctuating market prices of crops influence the farmer's interest in specific crops. A crop having an increasing market price will be grown more often
(temporal extension) and more widely (spatial extension). Some crop production, such as sugar beet, has to follow a quota. The variation of the level of the quota, such as is currently planned by the EU, affects widely the profitability of growing sugar beet, particularly for smaller holdings (DEFRA, 2004a). Subsidy policy also influences crop cultivations particularly with the recent shifting from a support of production of milk, meat and cereals to a reward for environmental management of their land (environmental stewardship) (DEFRA, 2005a). Contractors, such as sugar beet factories or processors using potatoes for chips are highly demanding in terms of time delivery of the products, their quantity, and their quality. Environmental legislation must also be respected such as water restrictions and the limitation of diffuse pollution into the water body (rivers or ground water) are a high priority for governments (DEFRA, 2005a). Separation distances between GM and non-GM crops in the case of coexistence, may soon be implemented by policy makers.

Policy may be set up by local government, national government or at the European level. The economic, policy and contracts constraints are subject to changes through time, which may or may not be predictable. Moreover, farmers are often bound with investments and loans for machinery or infrastructure, which may slow down adaptation to new economic, policy or contracts constraints.

### 3.1.5 Conclusions on spatial and temporal constraints of crops arrangements

The constraints exemplified above influence the arrangement of crops within agricultural landscapes. The temporal arrangements of crops are principally driven by agronomic constraints through crop rotation, and crop market prices. Spatial arrangements are mainly altered by environmental constraints. The spatial range of crops changes through the landscape with environmental conditions (e.g. soil characteristics or topology). Spatially close locations tend to have similar ranges of crops (spatial dependency). Landforms were noted as being an important factor on landscape patterns (Swanson et al., 1988; Turner, 1990). Policy may impose specific conditions on crops' spatial patterns, particularly in the case of separation distances to avoid cross-pollination within the same crop species (e.g. in the cultivation of seedscrops or genetically modified crop). Constraints on crops patterns are also linked to specific scales: (i) field scale for environmental and agronomic constraints; (ii) farm or group of farms scale for farm and contracts constraints; (iii) national scale for economic and policy; (iv) European scale for European policy and the Common Agricultural

Policy. Thus the constraints considered and their respective weights are dependent upon the spatial scale of the study.

The consequences of those conclusions on the design of the LandSFACTS model are detailed in Chapter 4: Methodology for LandSFACTS development, p. 35.

### 3.2 Existing spatio-temporal metrics of crop arrangements

Many indices characterising spatial and temporal patterns within landscapes have been developed, particularly within landscape ecology (McGarigal, 2002), and specialised software facilitate their use such as Fragstats (McGarigal, 2002; McGarigal and Marks, 1995) and GRASS-r.le (Baker, 2001; Baker and Cai, 1992). Those metrics are dependent upon the representation of the landscape and the type of data analysed. In the following sections, ways of representing the landscape and metrics, and their respective relevance to the LandSFACTS model are reported.

### 3.2.1 Landscape representation

Depending upon the subject of study, a landscape may be thought of, and represented as, a continuous or discrete environment. A continuous representation of the landscape is commonly used to map variables without sharp boundaries, such as land covers or rainfall, whereas a discrete environment is more adequate to represent abrupt changes within the landscape, such as buildings or water courses. Both approaches have their dedicated GIS format, (i) for a continuous environment, the space is arbitrarily divided into square grid cells called raster format; (ii) for a discrete environment, specific geographical features are individually represented as points (e.g. individual trees), line (e.g. rivers), or polygons (e.g. buildings, fields). Landscape ecology research favours a continuous representation of the landscape, particularly as raster datasets are more readily available from satellite imagery (e.g. CORINE dataset).

Independently of the format of the landscape, the spatial data types may be classified into four main categories (McGarigal, 2002): spatial point, linear network, surface, categorical map.

Very often "landscape metrics" only refers to categorical map pattern (McGarigal, 2002). However, categorical maps present two difficulties; they tend to ignore variation within spatial units, and any continuous trends in the landscape (e.g. wind effect on airborne pollution) (Gustafson, 1998). As noted by Gustafson (1998) the combination of
different types of data and particularly the combination of spatial points and categorical maps provide more complete information on the patterns and on the scale of patterns.

### 3.2.2 Landscape pattern metrics

A multitude of landscape spatial pattern metrics have been defined by a wide range of authors (Baker, 2001; Cullinan and Thomas, 1992; Fu and Chen, 2000; Gustafson, 1998; McGarigal, 2002; McGarigal and Marks, 1995; Parker and Meretsky, 2004; Remmel et al., 2002). Mosaics of land use are often treated as binary data: land use class of interest and all the other ones (McGarigal, 2002). Patch metrics can either quantify the "composition" of the map with the characterisation of patch variety and abundance, or the "spatial configuration" of the patches on the map (McGarigal, 2002). The main types of metrics for categorical maps, as indicated by McGarigal (2002), are highlighted below. The main metrics available for measuring spatial point patterns are then reported. The landscape temporal pattern is then investigated and finally the limitations of the presented metrics are discussed.

### 3.2.2.1 Landscape spatial pattern metrics for categorical maps

The composition and abundance of landscape features or classes (e.g. land cover) can be described by composition metrics, McGarigal (2002): (i) proportional abundance of each class is a very simple but highly valuable metric; (ii) richness, measures the number of each patch type; (iii) evenness or dominance of each patch type; (iv) diversity metrics measure the richness and evenness. The Shannon's diversity index is widely used (Fu and Chen, 2000), it was developed for information theoretical measures by Shannon and Weavers (1949) and was adapted to landscape ecology by O'Neill (1988).

The next metrics are aiming at describing the spatial configuration of the landscape features (McGarigal, 2002). Some are simply descriptive of the features such as the patch size or shape, while others, such as connectivity examine the spatial relationships between elements on the landscape.
Patch size distribution and density: Most simple measurement of patch compositions.
Patch shape complexity: The most common measurements are the perimeter-to-area ratio and the fractal dimension, some less common indices exist such as patch elongation index ( Fu and Chen, 2000). The complexity of the patch shape is often compared to a circle or a square, which are the simplest examples.

Core area: Interior area of a patch, which is not affected by the edges of the patch. The distance of influence of the edge is user defined and depends on patches types. It takes into account the patch size, shape and the distance of an edge.

Isolation/proximity otherwise called gaps/clustering: These metrics measure the distance between patches with similar functions. Due to the imprecision of these type of metrics, a wide range of metrics exists.
Contrast: Contrast-weighted edge density or neighbourhood contrast index, measures the sharpness between one state/or type of patch and another one.
Dispersion: The regular or irregular dispersion of patches through the landscape is measured. Common measurements are based on the nearest neighbour distances, for example their relative variability within a landscape.
Contagion and interspersion: Contagion metrics are based on landscapes in a raster format (grid of regular cells) instead of patches. The cells showing a high spatial contagion form large and aggregated distributions. On the other hand, interspersion is based on patches, and measures the intermixing of patches of different types.
Subdivision: "refers to the degree to which a patch type is broken up (e.g. subdivided) into separate patches (e.g. fragments), not the size, per se, shape, relative location, or spatial arrangement of those patches", as they are affected by subdivision.
Connectivity: Connectivity metrics measure the degree of connectivity / continuity between patches. These measurements are particularly useful to determine "corridors" for animals and are widely studied (Baudry et al., 2003).

### 3.2.2 2 Landscape spatial pattern metrics for spatial points

A multitude of statistical methods have been put in place to analyse spatial point patterns (Fortin et al., 2002; Kabos and Csillag, 2002), the main metrics are listed in the Table 3.1.

Table 3.1: Statistical methods to analyse spatial point patterns.

| Sampling design | Data types |  |
| :---: | :---: | :---: |
|  | Categorical / qualitative | Numerical / quantitative |
| Exhaustive census ( $\mathrm{x}-\mathrm{y}$ coordinates) | Nearest neighbours <br> k-Nearest neighbours <br> Ripley's K (uni- and bivariate) <br> Join-count | Aggregation indices (e.g. variance / mean, etc...) * |
| Regular spacing | Block variance quadrat Spectral analysis Wavelet analysis Fractal dimension | Moran's I (correlation coefficient), <br> Geary's c, Getis (global and local) <br> Semivariance $\gamma$ <br> SADIE <br> Mantel test (multivariate) <br> Trend surface analysis, kriging, splines |
| Irregular spacing (1D and 2D) | Fractal dimension | Moran's I (correlation coefficient), <br> Geary's c, Getis (global and local) <br> Semivariance $\gamma$ <br> SADIE <br> Mantel test (multivariate) <br> Trend surface analysis, kriging, <br> splines, voronoi polygons. |

* Aggregation indices could be considered for any of the sampling designs as they do not use spatial information explicitly.

The main difficulty is determining which metrics are the most relevant for studying a specific landscape pattern. Moreover when studying spatial data such as in a landscape, conventional statistical methods should be considered with care, particularly with regards to statistical independence and distribution of random variables (Cliff and Ord, 1981; Overmars et al., 2003). To overcome the limitation of classical statistics on spatial datasets, spatial statistics such as geostatistics, which are able to take into account spatial autocorrelation, were developed. Spatial autocorrelation refers to the tendency of data to be spatially dependent on neighbouring values.

### 3.2.2.3 Landscape temporal pattern metrics

The measurement of temporal patterns in the agricultural landscape is almost never studied on its own. Temporal pattern is generally cited and studied with spatial pattern, in spatial and temporal pattern studies. In this case, very often landscape temporal pattern is studied by comparing landscape spatial pattern at different times (e.g. Turner (1990)). Therefore, there are no specifically designed metrics to measure landscape temporal pattern.

Recently crop successions have become more of the focus for studies since it was shown that it is important for biodiversity (Heard et al., 2005). For example, flora on field margins is more strongly influenced by the cumulative effects of crop succession on neighbouring fields than by individual crops (Baudry et al., 2003; Le Coeur et al., 2002). However, no specific metrics are detailed in the literature. Thus for this project, metrics on temporal pattern will have to be designed to meet the needs of the study and characterise crop temporal patterns in agricultural landscapes.

### 3.2.2.4 General limitations of metrics

The landscape metrics are mainly affected by two factors (McGarigal, 2002): the representation of the landscape (raster or vector format) and the scale (grain -smallest unit- and extent -observed area (Dungan et al., 2002)). Firstly raster format, due to the grid format, may alter greatly some of the metrics values (overestimation of perimeter because of the square cells), such as patch shape complexity, perimeter-to-area ratio or the core area metrics. Moreover the scale / grain of the raster landscape will alter the metrics further (large scale landscape will have larger, less precise square cells). Secondly, the extent of the landscape studied is also important on the measures of spatial pattern. Too small a landscape representation may miss patterns at larger scales and vice versa. Thus the scale of study must be meaningful to the phenomenon under consideration (McGarigal, 2002). Any metrics results are characterised by and dependent on the landscape format and the scale of study (extent, grain).

Furthermore, "most of the metrics are correlated among themselves" (McGarigal, 2002). This correlation is due to the limited number of primary measures of the landscape from which all other metrics are derived. In conclusion, the choice of using particular metrics should be well reviewed. The implications of each metric should be well understood to ensure that only relevant metrics are chosen.

### 3.2.3 Particularity of the agricultural landscape

Landscape ecology studies mainly focus on natural habitat and on the connectivity between those habitats. In an ecological context, the landscape is very often considered as a continuous environment with no clear boundaries between habitats, e.g. the boundary between a forest and a prairie is very rarely sharp. Therefore landscapes in landscape ecology are very often represented as pixels, forming a regular grid (raster format), as indicated in the previous sections.

However from the farmer's perspective, the agricultural landscape may be considered as a discrete environment (non-continuous), with fields, roads, silos, water bodies, and farm buildings (Baudry et al., 2003), which are clearly spatially defined. Thus to model farmer's decision on crop allocation, the landscape should be considered as discrete, and be represented with a vector model (no pixels). Each feature of the environment has a clear boundary, and areas such as fields are represented as homogeneous polygons. As noted by Flamm and Turner (1994), this format leads to a more adequate and efficient representation of the "complexity of spatial pattern" of agricultural landscapes; this type of representation is commonly used in land use planning (Tulloch et al., 2003).

In several studies, field boundary structure and composition were shown to be dependent on the type of land use of adjacent fields (Barr and Gillespie, 2000; Baudry et al., 2000). Thus, the allocation of crops to fields has to be a dynamic process, with each field or landuse influencing its surroundings.

### 3.2.3.1 Field unit

The main feature of interest for modelling crop allocation to fields, are fields themselves. However, the definition of a "field unit" is not very clear in the literature (Goense et al., 1996), and it often varies from country to country. In some regions (such as Beauce region in France), fields can be further subdivided for a short period of time (Goense et al., 1996), or aggregated to form a block (islet) of fields (Thenail and Baudry, 2004). For the purpose of this study, a field is defined as an entity with nonchangeable boundaries. They are often delimited by hedgerows, stone walls, rivers, roads or other barriers. It is the level at which the farmer will take decisions concerning the crops allocation and management, even if for farmers following precision agriculture the variation of yield within the fields are considered.

### 3.2.3.2 Field metrics

Field metrics on fields' polygons, are not often described in the literature. However, from farmers' interviews in the Mont-St-Michel Bay area, Thenail and Baudry (2004) determined the following field descriptors: (i) geometry of the field: size, shape, and compactness; (ii) spatial relationship: relative distance to farm, direct access and perimeter with woody hedgerow; (iii) physical environment: slope and hydromorphy; (iv) land tenure. Those fields' descriptors were aggregated at the islets level (groups of adjacent fields) and at the farm level. For the case study, $60 \%$ of the land use allocation
could be explained by the farm descriptors (Thenail and Baudry, 2004). In the study no indices for spatial and/or temporal patterns were set up at the field or farm level, except for describing the shape of the fields which can be related to the shape of a patch.

To circumvent the issue on polygon metrics, the fields' polygons can be linked to their centroids points, and then spatial point analysis on the centroids can be carried out. However, the metrics described in Table 3.1 are not applicable, because the fields are irregularly spaced and the crops are presented as categorical information, only fractal dimension analysis is adequate. However fractal dimension metrics are not relevant to the spatial and temporal patterns of crops in agricultural landscapes. Thus new types of metrics of landscape spatial and temporal pattern of crops are required, with fields as the unit.

### 3.2.4 Conclusions on landscape pattern metrics for crop allocation model

The landscape pattern metrics referenced in the literature, are very largely derived from landscape ecology research. Those metrics were designed to measure spatial pattern within a continuous environment represented as a grid (raster format). Thus, they are not directly applicable to determine crops pattern, which needs to be considered at the field unit scale. Landscape temporal pattern metrics are not present in the literature. Usually temporal pattern is studied in relation to spatial pattern, and the spatial configuration of one year is compared with that of another year. In conclusion, for both spatial and temporal pattern of crops in agricultural landscape, new metrics are required to meet the specific needs of this study, which are field based metrics on categorical information (crop types).

The consequences of those conclusions on the design of the LandSFACTS model are detailed in Chapter 4: Methodology for LandSFACTS development, p. 35 .

### 3.3 Review of existing models

Models are "a simplified representation" of a complex system (Neelamkavil, 1988; Oxley et al., 2004), and only need to be "good enough to accomplish the goals of the task to which it is applied" (Rykiel, 1996). Research models often aim to enhance the comprehension of the system behaviour, whereas models for policy making are rather designed to help determining the possible effects of changes in policy (Oxley et al., 2004; Winder, 2003). Agricultural systems have important spatial and temporal dimensions (Kropff et al., 2001), and both must be integrated to accurately model
agricultural systems. Many studies focus on spatial and temporal allocation of crops; however their modelling approach is highly dependent upon the final aim of the project. In the next sections, the main modelling studies similar to LandSFACTS will be examined from the literature, along with their main modelling components: modelling scales, model variables, farmer decision-process, crop rotations, and the mathematical approaches.

### 3.3.1 Main modelling approaches to crop allocation

Spatial and temporal arrangements of crops in the landscape are an important parameter for environmental models at the landscape level, from studies of diffuse pollution to climate change. Therefore, the allocation of crops has been the focus of many studies and the three main approaches are (i) mechanistic models integrating farmer's decision making, (ii) statistically coherent models, and (iii) mathematical models.

Farmers' decision-making models study the mechanistic process of crop allocation. The ARABLE model (Rounsevell et al., 2003a; Rounsevell et al., 1998) derived from SFARMOD (Silsoe Farm Model (Audsley et al., 1999)) takes a very comprehensive approach to farmer decisions, integrating driving forces such as machinery, workable hours, husbandry operations (including ploughing and baling), costs, and farmers' attitude to risk. Further studies (Joannon, 2004; Oxley et al., 2002; Oxley et al., 2004) are following the same lead, but with the integration of fewer driving forces. The main drawback of this approach is the quantity of data required to use the model. Moreover the model risks the integration of too many variables, thus over-complicating and overparameterising the model. This approach is incompatible with the project requirement of developing an empirical and statistical LandSFACTS model.

Statistically coherent models present ways of manipulating governmental agronomic statistics. Some studies (Klöcking et al., 2003; Mignolet et al., 2004) focus on reproducing crop proportions from past agricultural statistics, by randomly allocating the crops over the landscape. Klöcking (2003) integrates (i) expert knowledge for defining crop rotations for 40 years (length of the simulation) and their spatial locations, and (ii) statistical location of each crop over the 40 years. The model coordinates the crop rotations to reach the right yearly crop proportions. Whereas Mignolet et al.'s model (2004), uses Hidden Markov Chains to determine past crop sequences integrating transition rules between crops and the statistical proportion of crops. Those models require extensive agronomic expert knowledge, and consider mainly past
datasets. For the LandSFACTS model, considering (i) crop sequences as Markov chains, and (ii) target statistical proportions of crops, would be highly beneficial.

Mathematical models examine technical ways of modelling crop allocation. Detlefesen (2004) reproduces crop rotations by using network and transportation models. Klein Haneveld and Stegeman (2005) use generic multi-year linear programming models integrating the shortest forbidden crop sequences. In mathematical studies of crop allocation, the agronomic reasons and farmers' decision processes are not fully considered, and spatial distribution is overlooked. The idea of integrating unauthorised crop sequences is very valuable, and could be integrated within the LandSFACTS model.

Although existing models do not exactly correspond to the needs of the LandSFACTS model - particularly concerning the explicit integration of spatial and temporal patterns of crops on fields - very useful information may be derived from those studies, such as the use of Markov chains, statistical crop proportions and forbidden crop sequences. Further insights may be derived from their modelling components.

### 3.3.2 Modelling components

In this section, possible approaches to modelling components crucial for crop allocation modelling are investigated by making references to the models summarised in Appendix A. The examined modelling components are: modelling scale, model variables, farmer decision making process, crop rotations and mathematical approaches.

### 3.3.2.1 Modelling scales

Two types of scale influence spatial and temporal landscape modelling. At first, the scale at which the processes are modelled (basic unit) and the scale of the whole study, which in fact refers to the extent of the study.

Crop allocation may be modelled at a wide range of spatial basic units from the regional, farm, field (Dogliotti et al., 2003), or to the land islet scale (as defined by the CAP regulation (Thenail and Baudry, 2004)). At smaller modelling scales, higher levels of spatial variability and spatial characteristics may be integrated with the crop allocation. For example, models running at the field scale, allow the integration of the spatial characteristics of each field (stoniness, water supply), with the farm characteristics (for example labour, crop proportion, and machinery), with regional or
national characteristics. By working at a higher level, the spatial variation is decreased, for example, the study of Rounsevell (1999) considers the farm as the basic unit, with only the percentage of agricultural land use on each farm. Even less spatial variability is integrated within models working at the regional level such as the study of Mignolet (2004), which considers regionally homogeneous areas as a base unit (mean area: 425 $\mathrm{km}^{2}$ ). Their crop allocation results in a relative percentage of each crop for this basic unit (regional area).

Usually for crop allocation models in European landscape, the temporal scale is annual, as only one crop is grown per year. However some studies have a higher temporal resolution, if they also model events with higher temporal variability, such as plant growth in the CropSyst model (Donatelli et al., 1997; Stöckle et al., 2003).

In conclusion, the basic spatial unit of the model defines the scale at which the processes are modelled and which variables are integrated, independently of the extent of the study. By working at the field level (like in the LandSFACTS model), within fields variations are not taken in account; whereas crop pattern between fields will be identifiable. The temporal basic unit for the study is a year.

### 3.3.2.2 Model variables

Depending on the model, and particularly on the modelling approach (e.g. mechanistic or statistical), the constraints on crops arrangements are taken into account differently. For example Audsley et al (1999) in their mechanistic "Farm scale modelling" within the IMPEL project (Rounsevell, 1999), prioritise the "soil type, climate, scale of operation, and the attitude to risk". However a multitude of external factors may be included in the model such as (i) environmental factors: weather (rainfall, wind, solar receipts, exceptional events), nutrients inputs/outputs, management of the neighbouring areas; (ii) economic factors: subventions, level of dependence of market price, variability of market price; and (iii) available labour: working hours, number of employee, flexibility of the employee, and overall time management. A statistical model might only consider the crop proportions in the landscape as inputs.

The factors taken into account and the way they interact within the model, define precisely the scope of the model. Each model is therefore unique, and their results are highly dependent on the variables considered and on their processing.

As indicated by Kropff et al, (2001) the more complex approaches are very often the more costly and have a higher time requirement for reaching the results in comparison with simpler approaches. Simpler approaches may offer a lower level of accuracy and reliability (Kropff et al., 2001), but not automatically. However using complex approaches may not always be adequate when modelling complex systems, as the multiplication of input variables and processes increases the range of errors of the outputs. The accuracy of the model outputs is independent of its complexity. The variables to take into account depend on the spatial and temporal scales of the processes modelled (Veldkamp and Lambin, 2001).

In conclusion, models variables must be adapted to the aim of the project and the modelling approach selected. Modelling crop allocation might require the integration of biophysical, land use, and socio-economic factors, which are linked to different spatial and temporal scales (Thenail and Baudry, 2004). However the accuracy or usefulness of a model is independent from its level of complexity. A very important point is that the omissions and assumptions of the model should always be clearly identified and explained (Oxley et al., 2002).

### 3.3.2.3 Farmer decision-making process

Technical advice provided by third party agronomic experts, is very often poorly followed by farmers (Aubry et al., 1998). This is not simply due to technical failing of farmers, but is mainly due to specific aims and constraints of individual farmers, such as economic and environmental constraints (Aubry et al., 1998). Furthermore, a determinant factor is "risk aversion" (Audsley et al., 1999), as two farmers in exactly the same conditions would manage their farm differently, this is mainly due to different approaches and attitudes to risk management and on the farmers own perception of the variability of crop yields and prices.

Often farmers must decide, organise, and execute the farm workload, consequently the decision-making process is very often implicit and internal (Wünsch, 2004). Farming systems research aims specifically at identifying and understanding the reasons of the farmers decision (Aubry et al., 1998; Spedding, 1975). Integrating human drivers in models can be particularly complex (Thenail and Baudry, 2004). Many studies are still ongoing on this subject, and many models are being developed (Aubry et al., 1998; Audsley et al., 1999; Joannon, 2004; Oxley et al., 2002).

Farmers may be modelled as "profit maximisers" (Audsley et al., 1999), they also try to minimise the variability of the farm income between years. Oxley et al., (2002) implemented stochasticity into the farmer behaviour in order to model the variations between farmers due to social and cultural preferences, sensitivity to environmental conservation and their attitude towards change. Moreover they noted that a "hierarchy of nested spatial and temporal scales" affects the decision making of farmers.

Another factor to consider is that a farmer's role is shifting from food producer to manager and safe keeper of the natural environment. This is particularly evident in the new European system of subsidies with subventions such as the "single farm payment", which encourages farmers to enhance natural habitat around field, with field margins, hedgerows (DEFRA, 2005b).

Farmer decision-making processes are thus complex, and are integrating a wide range of constraints such as agronomic, economic, and environmental constraints, while managing risks and profits. The farmer decision-making process may be modelled as a mechanistic process or may be integrated as a stochastic variable. After Chapter 2, the modelling approach of LandSFACTS should not be mechanistic but empirical and statistical, therefore the decision-making process of farmers will be stochastically implemented.

### 3.3.2.4 Crop rotations

As presented in section 3.1.2: Agronomic constraints (p.15), crop rotation has a major role in the crop allocation to fields. Efficient ways of setting up new crop rotations is a constant subject of studies. Models, such as ROTOR (Bachinger and Zander, 2006), or ROTAT (Dogliotti et al., 2003) are tools designed to optimise crop rotations for yield benefits. Other models, like SFARMOD (Rounsevell et al., 2003b), CropSyst (Donatelli et al., 1997; Stöckle et al., 2003), or the study of Oxley et al (2004), aim at simulating the farmer's decision-making process of crop allocation by integrating agronomic, environmental and farm management objectives.

Only a few studies concentrate on providing empirical or statistical tools to model crop rotations in a mathematical manner, i.e. as required for the LandSFACTS model. Klein Haneveld and Stegeman (2005) referred explicitly to some of the agronomic rules discussed above, while using a mathematical optimisation technique know as linear programming to derive crop rotations. Detlefsen (2004) presented a network model used
to represent crop rotation. Their approach provides an example on how to integrate crop rotations within the LandSFACTS model.

### 3.3.2.5 Mathematical approaches on processes

Multiple mathematical approaches to crop allocation have been reported in the literature. The most popular and predominant approach is linear programming, which enables the optimisation of agricultural and economical parameters (Dogliotti et al., 2003; Klein Haneveld and Stegeman, 2005; Rounsevell et al., 2003a). As the farmer is considered as a profit optimiser, the optimum economical solution is identified, while considering the agronomic or managements constraints. Multi-agents models are also used relatively often (Le Ber et al., 1998; Matthews, 2006; Parker and Meretsky, 2004). Each agent tries to meet its objectives, while respecting their constraints. The agents compete against each other. For example in the study of Le Ber et al (1998), each agent is a land cover type, and the agents compete for field allocation. Each agent aims at its target total area, while respecting its spatial constraints (e.g. soil type, slope), and respecting global constraints (e.g. percentage of each land cover type). Another common mathematical modelling technique is simulated annealing (Le Ber et al., 1998). For this technique, an optimisation function is used to determine the best configuration (closest to the desired one), however, in order to avoid being blocked within local optima, sub-optimal configurations are accepted from time to time. Suboptimal configurations, may violate local constraints (for example soil type, or slope percentage), thus the results obtained by this method have to be checked to ensure they respect important local constraints. Rules-based processes, otherwise called decision trees, may also be used (Baudry et al., 2003; Oxley et al., 2004). Simple rules are being followed. For example, Oxley et al (2004) represent the crop choice as a function of socio-economics, physical properties and institutional conditions. They indicated that this kind of modelling framework is better adapted to explore the possible outcomes than to predict the future. Detlefesen (2004) investigated the possibility of using a network and transportation algorithm to model crop rotations. The arcs of the network represent the decision variables and at each node the supply and demand must be satisfied. The problem is then rewritten under the form of a matrix, which then can be solved using linear programming techniques.

Le Ber (1998) compared the results from the simulation of the spatial organisation on a milk production farm, obtained by using three different modelling approaches: expert knowledge, multi-agents systems and simulated annealing. The results showed that the
expert knowledge approach offered less optimisation of the results, moreover this technique was less respectful of the agronomic and farmer constraints. The results from the multi-agent systems were of higher minimal quality than the simulated annealing model, the local constraints were well respected and the results were obtained very quickly. On the other hand, simulated annealing model, was able to generate more optimal solutions but at greater expense in computer time. The results showed as well a lower variability than those generated from the multi-agent model. The simulated annealing process is conceptually much closer to the farmer thinking, moreover the connection with economical farm models would be very easily integrated.

Four main mathematical approaches were used in models close to LandSFACTS. Any of the approaches could be used for the model developed in this thesis. However, each of them would be more adapted to model some specific processes, therefore the different approaches could be concurrently used. For example decision-trees could be used to avoid some specific spatial configuration (e.g. GM oilseed rape next to conventional), and simulated annealing to optimise the spatial and temporal pattern of crops.

### 3.3.3 Conclusions on modelling crops allocations

The LandSFACTS model, to be designed for this thesis, must be a research tool allocating crops to fields, at the field scale, over several years. Several studies from the literature consider similar models. However each of them has a different focus, either on mechanistic approach for complex model on farmer decision-making, or a more statistical approach to produce crop allocation coherent with agronomic statistics, or they model at a different scale (e.g. farm scale, regional scale). None of them integrates the spatial and temporal patterns of crops as such.

The variables used for those models, e.g. biophysical, land use and socio-economic factors, are adapted to their aims, their modelling processes, and the spatial scale at which the processes are modelled. Their aim and modelling approach are dissimilar to the needs of the LandSFACTS model, which aims at modelling empirically and statistically crop allocations to fields. An important component of crop allocations is the decision-making done by the farmer. Some models integrate fully the decision-making, while others retain some rules and introduce some stochasticity to reproduce the individuality of farmers' behaviour, which are particularly due to diverse risk managements. Many models aim at providing support for building up crop rotations,
however very few models use crop rotations in a mathematical and empirical manner. Furthermore the modelling itself may be built up around four mathematical processes as indicated by the models from the literature: linear programming, multi-agents models, simulated annealing, rules-based processes. Each of those is adapted to model specific situations, and could be used to model different parts of the crop allocation to fields model.

In summary, no existing model fulfils the LandSFACTS specifications of allocating crops to fields by directly modelling the crops spatio-temporal patterns, using an empirical and statistical approach. However several approach or tools reported in the literature are relevant to the LandSFACTS model, those are: the stochastic integration of farmers decision-making, the use of rule based constraints on crop allocation, such as forbidden crop sequences, simulated annealing techniques to increase the model efficiency. The detailed consequences of those conclusions on the design of the LandSFACTS model, are detailed in Chapter 4: Methodology for LandSFACTS development, p. 35 .

### 3.4 Conclusion

To best design the LandSFACTS model, in this chapter the literature was investigated for the origin of the crop arrangements, available statistical tests on crop arrangements, and existing models on crop allocation. The crop arrangement in agricultural landscapes results from a complex and not completely understood decision-making process of individual farmers, which integrates agronomic, environmental, economic and policy constraints. Even if mechanistic processes must not be incorporated within the model, conclusions relevant to the design of the model were identified: (i) crop rotations structure crop successions on fields; (ii) market prices of crops influences the crop choice; (iii) the spatial extent of crops can be limited by environmental conditions; (iv) spatially close fields tend to have similar ranges of crops; (v) separation distances between crops are enforced for seed production. The LandSFACTS model has to control the crop arrangements by using statistical analyses. However as none in the literature met the requirements set out for LandSFACTS (categorical information -crop types- with discrete spatial units -polygons), new statistical analyses had to be developed. The review on existing models of crop allocations confirmed that no currently available model met the LandSFACTS specifications, however the review allowed the identification of useful techniques for the LandSFACTS model, such as the use of (i) stochasticity to simulate farmer decision-making; (ii) linear programming with
simulated annealing process to optimise crop allocation; (iii) rule based constraints to forbid specific configuration of crop allocation, e.g. forbidden crop sequences.

Based upon the conclusions drawn from the literature review in the current chapter, Chapter 4 lay out the methodology to develop the LandSFACTS model. New statistical measurements and mathematical representations of crop rotations are detailed in Chapter 5 and 6 respectively, before to be incorporated within the LandSFACTS model in Chapter 7.

## 4 Methodology for LandSFACTS development

After identifying the specifications for the LandSFACTS model (Chapter 2), the literature was reviewed (Chapter 3) to provide support for the development of the LandSFACTS model. Those reviews presented the origin, characteristics and statistical measures of the crop arrangement, and existing models close to LandSFACTS aims. From the conclusions of the reviews, this chapter presents the approach chosen for the development of the LandSFACTS model. More particularly the modelling approach and the control of spatial and temporal arrangements of crops are presented. In this chapter, datasets on crop arrangement at the landscape scale are also presented; they were used for the development of the LandSFACTS model (Chapter 5), and for its testing (Chapter 8) and later its dissemination (Appendix B).

### 4.1 LandSFACTS model approach: conclusions from review

As stated in Chapter 2 (Specifications of LandSFACTS model), the LandSFACTS model aims at simulating crop allocation to fields by directly modelling user-defined crop arrangements, and not the decision making process leading to it. After the literature review carried out in Chapter 3 (Review of the origins, metrics, and models of crop arrangements), no existing model meets those requirements. Therefore, the LandSFACTS model requires a new approach and structure to fulfil its objectives, which can be inspired by the conclusions from the review in Chapter 3.

### 4.1.1 Combining statistical and real variables

Modelling mechanistically the decision process leading to crop allocation, would result in a highly complex model and would require a huge quantity of data inputs; this approach is outside of the LandSFACTS specifications, as stated in Chapter 2. The LandSFACTS model aims at directly modelling the crop allocation, by using an empirical (based on observations from real landscapes) and statistical (quantifiable and reproducible) approach.

At first, for the statistical part, the LandSFACTS model must directly simulate the crop arrangement, using statistical tests to control the crop patterns. As no statistical analyses on crop patterns exist in the literature for categorical data (land uses) on discrete spatial units (fields as polygons), new statistical tests adapted to the data characteristics must be designed. This is investigated in Chapter 5: Measuring the spatio-temporal patterns.

However, the statistical control on crop arrangement will only provide a "loose control", where specific rules cannot be controlled, such as on which fields crops can be grown or specific separation distances between crops. To complement the statistical measures, specific tools are needed; they are inspired by the constraints on farming systems listed in Chapter 3.1: Origin of crop arrangements and from variables of existing models listed in Chapter 3.3.2: Modelling components. Despite the non-mechanistic approach of LandSFACTS, those constraints provide rules that the model should respect. Such rules are: (i) the control of the geographical extent of the crops to reflect the conclusion drawn from the environmental constraints; (ii) the integration of crop rotations in a way that permits the consideration of fixed and flexible crop rotations, as indicated by the agronomic constraints; (iii) the addition of constraints on crop successions to complement the crop rotations, e.g. return period of crops and forbidden crop sequences; (iv) the possibility of separation distances between any specified crops (useful for GM coexistence scenarios but also for seed production for example).

This modelling approach of separating into (i) constraints and (ii) patterns the spatiotemporal crop arrangements provides a high degree of flexibility to the user to obtain desired scenarios of crops arrangements. The terminology of constraints and patterns of crops are exemplified in the next section. Statistical ways of quantifying crop patterns will be investigated in Chapter 5 (Measuring the spatio-temporal patterns). The mathematical integration of crop rotations is investigated in Chapter 6: Mathematical representation of crop rotations.

### 4.1.2 Crop constraints and patterns terminology

As indicated above the spatial and temporal crop arrangements are both divided into two components: (i) the constraints representing fixed rules imposed on the landscape and (ii) the patterns implementing a general trend using statistical analyses.

The exact meanings are detailed below.
spatial pattern: defined by use of statistical tests to measure the crop spatial aggregation or homogeneity (regular spatial pattern), cf. Figure 4.1.
spatial constraints: features the separation distances between crops (e.g. for seed production or possibly for coexistence system with GM crops).
temporal pattern: use of statistical tests to measure the crop temporal aggregation and homogeneity (regular temporal patterns), equivalent to the dispersion of crops through time, cf. Figure 4.2.
temporal constraints: features rules on crop successions, such as return periods and forbidden crop sequences.
A pattern is labelled random if no spatial patterns (i.e. no statistically significant aggregation or homogeneity) can be detected. The terms regular and homogeneous patterns are used interchangeably within the context of this thesis.
The spatial pattern and constraints influence the crop spatial arrangement, whereas the temporal pattern and constraints influence the crop temporal arrangement.


Figure 4.1: Examples of aggregated and homogenous spatial patterns of crops.


Figure 4.2: Examples of aggregated and homogeneous temporal patterns of crops.

### 4.2 Datasets: from analysis to validation and examples

Datasets of agricultural landscapes are required for (i) investigating existing crop arrangements (Chapter 5), (ii) devising and testing statistical analyses of crop patterns (Chapter 5), (iii) assessing the LandSFACTS software (Chapter 8), and (iv) disseminating example datasets with the LandSFACTS model (Appendix B). The dataset must be composed of a shapefile (GIS format) with the fields represented as polygons. Information on the cropping systems is required, such as crops, crop rotation, rules on crop successions, and yearly crop proportions; cropping information linked to individual fields is an advantage. Ideally the dataset should be representative of European agricultural landscapes.

Three datasets were easily available for the development of LandSFACTS: the Fife dataset (Scotland), Beauce dataset (France), and Burgundy (France), cf. Figure 4.3. Due to time constraints, those datasets were not assessed for how comprehensively they were representative of European agricultural landscapes, particularly regarding to field size, field shapes, and cropping systems. However they are sufficiently diverse to be adequate for developing the LandSFACTS model. The analyses of the spatial and temporal pattern of crops were set up and tested by using the Burgundy dataset, due to its immediate availability and its completeness of information on spatial and temporal allocation of crops (Chapter 5: Measuring the spatio-temporal patterns). The Fife and Beauce datasets were used to verify and validate the LandSFACTS model (Chapter 8: Model assessment).


Figure 4.3: Location of the study sites through Europe.

Those datasets are not in the public domain, and they are subject to confidentiality clauses. The dissemination of farmer specific information and digital data are restricted. Therefore to provide example datasets to potential LandSFACTS model users, two fictitious landscapes were created in a shapefile format: SmallLandSCAPE and BigLandSCAPE. Resemblance to any real landscape is unintentional. Both datasets are provided in a digital format in Appendix B and they were used to verify the model. The datasets are presented below.

### 4.2.1 Burgundy dataset

The Burgundy study site was originally collected and used for studying oilseed rape pollen dispersal through the landscape (Colbach et al., 2005), by INRA-Dijon (France) with the collaboration of Dijon-Céréales Cooperative and their member farms. This study site encompasses 72 fields surrounded by forest. The forest provides a physical barrier against pollen dispersal around the study site, thus the site can be considered as an independent unit for the evaluation of risks due to gene flow. The location of each field and their ownership is known (10 different farmers), along with the crops grown on each of them from 1994 to 1997, and the rotation that was followed in each field. The dataset is complete without any missing data, apart from the number and size of fields managed by the study site farmers outside the study area.

The most widely represented crops were oilseed rape, winter wheat, and winter barley, with $28.2,26.6$, and $23.2 \%$ respectively, of the mean crop area. The three remaining crops (spring barley, rye, and set-aside) were less-well represented on the study area comprising less than $24 \%$ together. Ten individual farmers cultivated the 72 fields comprising the study area. The number of fields per farmer ranged from one to thirteen and their total area ranges from 12.5 to 368.7 ha (Figure 4.4).


Figure 4.4: Number, area and location of farmers' fields in Burgundy study site.
The colouring and the numbering on the map of the study area correspond to each individual farmer listed in the table on the left side.

The main drawback of the dataset is its limited number of fields. A larger dataset with more than 1,000 fields would have been more statistically interesting. However, no datasets of this size with complete crop rotation information for each field was available at the time. Thus, this study site was selected to set up and test the methodology for analysing spatial and temporal patterns of crops.

### 4.2.2 Fife dataset

The Fife dataset was provided by the SCRI, after a survey carried out in 2004 (Young et al., 2006) and from agricultural census (National Statistics, 2005). The CETIOM (Centre Technique Interprofessionel des Oleagineux Metropolitains) provided further information on the study area (Sausse, 2005). The dataset is composed of the shapefile of the fields (Figure 4.5), farmers and land-uses.


Figure 4.5: Landscape of the Fife dataset.

The Fife dataset has 388 fields, corresponding to an area of $24.92 \mathrm{~km}^{2}$, managed by 5 farmers. The cropping systems are based around four constraints: temporal crop cycles, climatic conditions, and agronomic rules on crop successions, and current profitability of crops. After the survey, 114 fields out of 388 are permanent grassland. For the
purpose of this project, only 10 crops are considered: wheat, winter barley, spring barley, winter oats, spring oats, winter oilseed rape, spring oilseed rape, winter GM oilseed rape, potatoes, set-aside, and other miscellaneous crops. Only a simplification of their complex cropping systems is being used in this thesis.

### 4.2.3 Beauce dataset

The Beauce dataset was set up for the investigation of gene flow dispersal for oilseed rape crops (Lavigne et al., 2002-2006), the dataset was provided by l'Institut National de la Recherche Agronomique (INRA), l’Université Paris-Sud 11 (UPS) and Centre Technique Interprofessionnel des Oléagineux Métropolitains (CETIOM). Further information on the agronomic systems and crop rotations were provided by the CETIOM (Sausse, 2005). The shapefile with the arable fields is presented in Figure 4.6.


Figure 4.6: Landscape of the Beauce dataset.

The dataset is composed of 1,993 fields, over $92.23 \mathrm{~km}^{2}$ of arable land, managed by 21 farmers. The main cultures are oilseed rape, maize, wheat, spring and winter barley, sunflower, peas and fodder. The cropping systems are varied from fixed rotations for fields with high environmental constraints (shallow soil without irrigation), to highly
flexible rotations for irrigated fields or fields with seed production contracts. In order to facilitate the interpretation of the simulation results, only a simplification of their complex cropping systems is being used in this thesis.

### 4.2.4 SmallLandSCAPE dataset

SmallLandSCAPE is a created landscape to meet the purpose of dissemination of the LandSFACTS model. The dataset is comprised of 10 fields, Figure 4.7. Resemblance to any existing landscape is unintentional. The limited number of fields provides new LandSFACTS users with a comprehensible landscape, on which to investigate the model scope, input parameters and processes.


Figure 4.7: Landscape of the SmallLandSCAPE dataset.

### 4.2.5 BigLandSCAPE dataset

BigLandSCAPE is a created landscape to meet the purpose of dissemination of the LandSFACTS model. The dataset is comprised of 200 fields, 3 built-up area and 5 forests, Figure 4.8. Resemblance to any existing landscape is unintentional. This larger landscape provides new LandSFACTS users with the possibility to investigate further the model behaviour and usefulness, particularly regarding interactions between the fields (e.g. spatial patterns of crops).


Figure 4.8: Landscape of the BigLandSCAPE dataset.

### 4.3 Steps for LandSFACTS development

This chapter defines from the reviews in Chapter 3, the methodology chosen to develop the LandSFACTS model. The model should simulate stochastically the farmer decision on crop allocation (based on crop rotations) while respecting (i) spatial and temporal patterns of crops controlled by specifically designed statistical tools, and (ii) spatial and temporal constraints of the crops controlled by rules such as separation distances between crops, forbidden crop sequences, crop proportions. To create the LandSFACTS model with the structure detailed above, two sets of tools must be specifically designed: (i) new statistical analyses of crop patterns, and (ii) new mathematical representation of crop rotations.

The setting up and testing of the new statistical analyses of crop patterns required a study landscape with readily available complete data on the fields shape, owners, crops in fields over time. The Burgundy dataset met those requirements and was used for the above purpose. Two further datasets, Fife and Beauce datasets with fields shape, crops and main cropping systems were used to assess the LandSFACTS model. Then in order to freely disseminate example datasets with the model, two datasets, SmallLandSCAPE and BigLandSCAPE were created independently from any real landscape.

The next step of the project is to create new statistical measurements of crop patterns specifically designed for their integration within the LandSFACTS model (Chapter 5: Measuring the spatio-temporal patterns). Then a mathematical integration of crop rotations in a flexible and versatile format is presented (Chapter 6: Mathematical representation of crop rotations). When those two tools are set up, the LandSFACTS model can be detailed (Chapter 7: Description of the LandSFACTS model) and then assessed (Chapter 8: Model assessment).

## 5 Measuring the spatio-temporal patterns of crops

Statistical methods to measure spatial and temporal patterns of crops in an agricultural landscape are required in order to integrate the crop patterns within the LandSFACTS model of allocation of crops to fields. The spatial unit of the crop allocation is the field, and the crop definition is categorical (crop types). The particularities of those data types were detailed in Section 3.2.3 (Particularity of the agricultural landscape, p.23). In this chapter, statistical analyses developed for the LandSFACTS model needs are detailed, along with the conclusions drawn from their use on the Burgundy study site. The statistical analyses presented in this chapter are the subject of a published article (Castellazzi et al., 2007b). Finally, after critical analysis, the most adequate statistical tests are selected for integration within the LandSFACTS model.

### 5.1 New statistical analyses on crops' spatial and temporal patterns

In this chapter, new methodologies to analyse the spatial and temporal pattern of crops are detailed and the Burgundy data are used as examples. The methods are detailed in literal and mathematical format; their degree of accuracy and / or precision is also reported. At first some important definitions regarding crop rotations are presented.

### 5.1.1 Definitions

Crop rotation: definite cyclical sequence of crops grown on a field, only one crop per year.
Starting crop: indicates the crop by which the crop rotation is starting for a specific field and a specific starting year. For each crop rotation, consecutive letters are given for each crop in the sequence (Table 5.1). A field labelled as "rotation Z , with starting crop B", indicates that the field follows rotation " $Z$ " and the crop " B " is grown in the first year (Table 5.2).
Phasing of rotations: fields following the same rotation, having the same starting crop; through the years, the crops grown on the fields are thus temporally in phase (aggregated).

Table 5.1: Example of crops sequence in a rotation.

| Crop sequences | A | B | C |
| :--- | :--- | :--- | :--- |
| Rotation Z | Wheat | Winter barley | Oilseed rape |

Table 5.2: Example of "starting crop" numbering for a crop rotation.


W: wheat; wB: winter barley; OSR: oilseed rape

### 5.1.2 Temporal pattern of crops

Specific statistical analyses were set up to investigate the temporal pattern of the crops and in particular the temporal phasing of the crop rotations on different fields. The two first analyses were based on the chi-square test and the third one introduced a randomisation test.

### 5.1.2.1 Crop rotation phasing

The temporal phasing of crop sequences is determined by two elements: (i) the rotation and (ii) the starting crop. The crop rotation sets up the cyclical sequence of crops, whereas the starting crop defines the temporal phasing of the crop sequences. Where there is an identical rotation and an identical starting crop on several fields then there will be a high temporal phasing of the crops in the fields. In Table 5.3, the examples of a farmer labelled 3 and a farmer labelled 4 are presented. Rotation 1 of farmer 3, is followed in two of his fields, and both have the same starting crop (A); the crop rotations are thus in phase temporally. In the second example, two fields of farmer 4 are following rotation 7, with different starting crops (A and F) and therefore the crop rotations are not temporally aggregated.

Table 5.3: Crop rotation phasing: example data (observed state for chi-square test).

| Farmer | Rotation | Crop sequences |  |  |  |  |  | Rotation length | Number of fields | Number of fields per starting crop |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | C | D | E | F |  |  | A B | C D |  |
| 3 | 1 | W | OSR | - | - | - | - | 2 | 2 | 2 |  |  |
| 4 | 7 | W | W | OSR | W | wB | OSR | 6 | 2 | 1 |  | 1 |

Burgundy study area
W: wheat; wB: winter barley; OSR: oilseed rape

To determine the crop rotation phasing, a chi-square analysis per farmer per rotation was performed. The analysis considered, for each individual farmer and crop rotation, the number of fields starting with the same crop (identical starting crop). The observed state, obtained from the survey (cf. Table 5.3), was tested against the expected state, which is an even distribution of the number of fields over the possible starting crops (e.g. two fields following the same six year rotation have, for each starting crop, an expected value of $[2 / 6]=0.33$; cf. Table $5.4, \mathrm{~b}$ ). The mathematical definition of the test is reported in Figure 5.1. The two examples presented in Table 5.3, are tested for the temporal pattern of the crop rotation (Table 5.4), and in these examples both have no statistically significant temporal aggregation or homogeneity at a $95 \%$ confidence interval.

The chi-square is calculated as follow:
le $=$ length of rotation
$\mathrm{m}=$ number of fields (same farmer and same rotation)
$\mathrm{i}=$ starting crops (for a 6 years in rotation, $\mathrm{i}=\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}, \mathrm{F}$. )
$\mathrm{Oi}=$ observed value for starting crop i ; number of fields starting with the same rotation year.
$\mathrm{Ei}=$ expected value for starting crop $\mathrm{i} ; \mathrm{Ei}=\mathrm{m} / 1$
$\chi^{2}=$ chi-square value
$\mathrm{p}=$ probability (determined using a chi-square table)
$\chi^{2}=\sum_{i=1}^{l} \frac{(O i-E i)^{2}}{E i}$; the probability p is then determined using a chi-square table with the chi-square value and the degrees of freedom (le - 1)

## Hypothesis and probabilities:

$\mathrm{H}_{0}$ : Observed and Expected values are not significantly different
$\mathrm{H}_{1}$ : Observed and Expected values are significantly different, indicating temporal aggregation.
if $\mathrm{p}>0.95 \rightarrow \mathrm{H}_{0}$ is true (not significantly different, indicating temporal homogeneity)
if $\mathrm{p}<0.05 \rightarrow \mathrm{H}_{0}$ is false and $\mathrm{H}_{1}$ is true (significantly different, temporal aggregation)

Figure 5.1: Crop rotation phasing: definition of chi-square test per farmer and rotation.

Table 5.4: Crop rotation phasing: two examples for the chi-square test

| a) Farmer 3 - rotation 1 (Burgundy study site) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Starting crop |  |  |  |  |  | Fields number | Number of years | Degree of freedom |
|  | A | B | C | D | E | F |  |  |  |
| Observed state | 2.00 | 0.00 | - | - | - | - | 2.00 |  | 1 |
| Expected state | 1.00 | 1.00 |  |  |  |  | Chi-squ |  | Probability |
| $(\mathrm{Oi}-\mathrm{Ei})^{2} / \mathrm{Ei}$ | 1.00 | 1.00 |  |  |  |  | 2.00 |  | 0.1573 |

b) Farmer 4 - rotation 7 (Burgundy study site)

|  | Starting crop |  |  |  |  |  | Fields number | Number of years | Degree of freedom |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | C | D | E | F |  |  |  |
| Observed state | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | 2.00 | 6 | 5 |
| Expected state | 0.33 | 0.33 | 0.33 | 0.33 | 0.33 | 0.33 | Chi-squ |  | Probability |
| (Oi-Ei) ${ }^{2}$ / Ei | 1.33 | 0.33 | 0.33 | 0.33 | 0.33 | 1.33 | 4.00 |  | 0.5494 |

This analysis is useful to determine the temporal synchronicity between fields following the same crop rotation. However, the test requires that specific crop rotations are used in several fields. Due to the limited number of fields considered at a time (same farmer and same rotation), this analysis presents two main disadvantages: (i) low degrees of freedom (i.e. difficulty to obtain statistically significant results such as in the case of rotation 1 of farmer 3), and (ii) an incomplete study of crop temporal pattern because the synchronisation between different crop rotations is not taken into account and any rotation represented by only one field is overlooked. The low degrees of freedom may be mitigated by aggregating all the chi-square values and the degrees of freedom in the study area (as obtained above), to determine an overall probability of the existence of crop rotation phasing. To further identify temporal pattern of crops, further analysis are required.

### 5.1.2.2 Crop phasing

The study of the phasing of crops, regardless of their crop rotations, has the definite advantage of considering the crops of every field. To analyse the crop phasing a "chisquare analysis per farmer and per crop" was used. The analysis considered the proportion of fields of a farmer growing a specific crop per year (one value per farmer, per crop and per year), independent of the crop rotations. The time period used had to be as long as, or longer than, all the rotation lengths and was a multiple of all of them. The observed values, obtained from the survey, were tested against the expected values, which were an even distribution of the crops over the years. The mathematical definition of the test and example tables, are reported in Figure 5.2.

## The chi-square ( $\chi^{2}$ ) per farmer and per crop is calculated as follow:

le $=$ length of rotation
$\mathrm{fi}_{\mathrm{T}}=$ number of fields of a farmer
$y=$ year of simulation considered; $y=1,2, \ldots 12$. $\cdot$ fa $=$ farmer considered; $f a=1,2, \ldots 10$.
$\mathrm{i}=$ starting crop (for a 6 years in rotation, $\mathrm{i}=\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}, \mathrm{F}$ ).
Oc,fa, $\mathrm{y}=$ observed value for crop c , farmer fa and year y ; proportion of a farmer' fields having a specific crop c , at a year $\mathrm{y} . \mathrm{Oc}, \mathrm{fa}, \mathrm{y}=\Sigma[\mathrm{fi}(\mathrm{fa}, \mathrm{c}, \mathrm{y})](\mathrm{cf}$. Table a)
a) Observed values for farmer 1 and crop OSR (Burgundy study area)

| Simulation years (y) |  |  |  |  |  |  |  |  |  |  |  |  |  | \%CV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| fi | Farmer (fa) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |  |
| 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 |  |
| 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 |  |
| 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 |  |
| $\begin{aligned} & \mathrm{fi}_{\mathrm{T}} \\ & =3 \\ & \hline \end{aligned}$ | 1 | 1 | 2 | 0 | 1 | 2 | 0 | 1 | 2 | 0 | 1 | 2 | 0 | $85.2$ |

Bold: individual Oc,fa,y = proportion of fields of an farmer with crop c and at year $y$.
\%CV: Percentage of the coefficient of variation, between years (1 value per farmer, per crop).
$\mathrm{Ei}=\operatorname{expected}$ value for crop c , farmer fa; $=($ number of crop c within the rotation) / (rotation length) $*$ (number of fields of farmer fa following this rotation), cf. Table $b$. This expected value is the same for every year due evenness of distribution through the year.
b) Expected values for farmer 1 for any one year (Burgundy study area)

| Farmer <br> (fa) | Rotation- <br> Id | Crop sequence |  |  | Rotation length (le) | Number of <br> fi OSR in rotation <br> (Nc) |  | $\begin{aligned} & \text { A: (Nc / le) } \\ & * \text { fi } \end{aligned}$ | Expected value: $\Sigma$ <br> (A) for each fa |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | C |  |  |  |  |  |
| 1 | 3 | W | Wb | OSR | 3 | 1 | 1 | 0.33 |  |
| 1 | 4 |  | Sb | OSR | 3 | 2 | 1 | 0.67 |  |

$\mathrm{p}=$ probability (determined using a chi-square table)
$\chi^{2}=\sum_{i=1}^{l} \frac{(O i-E i)^{2}}{E i}$; the probability p is then determined using a chi-square table with the chi-square value and the degree of freedom (le-1)

Hypothesis and probabilities:
$\mathrm{H}_{0}$ : Observed and Expected values are not significantly different
$\mathrm{H}_{1}$ : Observed and Expected values are significantly different, indicating temporal aggregation.
if $\mathrm{p}>0.95 \rightarrow \mathrm{H}_{0}$ is true (not significantly different)
if $\mathrm{p}<0.05 \rightarrow \mathrm{H}_{0}$ is false and $\mathrm{H}_{1}$ is true (significantly different, temporal aggregation)
c) Chi-square results with observed and expected values of farmer 1, OSR.

|  | Years |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | Chi-square | Probability (p)

Figure 5.2: Crop phasing: definition of chi-square test per farmer and crop.

This analysis in Figure 5.2 has the main advantage of considering all crops, regardless of the crop rotations, by using a simple statistic test. However the expected values of the test, which consider an even distribution of crops through years, do not take in account the sequential structure of crop rotations, and more particularly the minimum return period of crops, e.g. sugar beet may be grown only 1 year in 3 . In this analysis, the sequences of the crops are assumed to be flexible. The sequential structure of crop rotations, in the observed values, artificially increases the temporal homogeneity of crops. Hence significant homogeneity results should be considered with care and the source of the homogeneity should be investigated. However this analysis is useful for evaluating an overall temporal pattern, when the origin of the pattern does not need to be known (structures of the rotations used, choices of rotations, or farmer choice of starting crops). The next analysis integrates the structure of the crop rotation into the test, to circumvent the issue outlined above.

### 5.1.2.3 Crop temporal variability compared to random simulations

This analysis considers the temporal pattern of each crop of each farmer, by investigating its variability. Moreover, the sequential structure of the crop rotations is integrated into the "expected state" in order to take into account the homogeneity intrinsic to the rotation structure. The "randomisation per farmer and per crop" analysis considers the percentage of coefficient of variation $(\% \mathrm{CV})$ of the proportion of fields of a farmer with a specific crop during a specific time period (one value per farmer, per crop, per time period, cf. Figure 5.2 (a)). The range of expected values is obtained by calculating the $\% \mathrm{CV}$ from 1,000 simulations of random starting crop for each crop rotation of the fields (e.g. temporal shifting of crop sequences). Those randomised values provide an estimate of the range of $\% \mathrm{CV}$ which is physically possible with the rigidity of the crop rotations. The observed $\% \mathrm{CV}$, derived from the survey, may be plotted on the graph of the randomised $\% \mathrm{CV}$, cf. Figure 5.4. The percentage of randomised $\% \mathrm{CV}$, which are higher than the observed $\% \mathrm{CV}$ (referred as $\% \mathrm{R}$ ), allows the determination of whether the observed $\% \mathrm{CV}$ is significantly aggregated or homogeneous, cf. Figure 5.3.

Randomisation test:


Randomisation two-tailed test with the following hypothesis and probability:
Left tail: $\quad \mathrm{H}_{0}$ : the temporal pattern of groups of fields is random.
$\mathrm{H}_{1}$ : the temporal pattern of groups of fields is homogeneous.
$\mathrm{p}=[(100-\% \mathrm{R}) / 100] \times 2$
if $\mathrm{p}<0.05, \mathrm{H}_{0}$ is rejected (significant homogeneity)
Right tail: $\mathrm{H}_{0}$ : the temporal pattern of groups of fields is random.
$H_{1}$ : the temporal pattern of groups of fields is aggregated.
$\mathrm{p}=[\% \mathrm{R} / 100] \times 2$
if $\mathrm{p}<0.05, \mathrm{H}_{0}$ is rejected (significant aggregation)

With: $\% \mathrm{R}=$ percentage of randomly simulated $\% \mathrm{CV}$ values higher than the observed \%CV value.
$\mathrm{CV} \mathrm{p}=$ proportion of randomly simulated $\% \mathrm{CV}$ values lower than the observed
Figure 5.3: Crop temporal variability: definition of randomisation test per farmer and crop.

Two examples are shown in Figure 5.4. The oilseed rape crop of farmer 3 is not significantly different from a random temporal pattern ( $p=0.874$ ). However, the spring barley crop of farmer 8 , presents a significant level of temporal aggregation ( $p=0.006$ ). Moreover the observed $\% \mathrm{CV}$ (around $180 \%$ ) corresponds to the highest level of variability obtained from 1,000 random simulations, denoting the most important level of aggregation possible with the structure of the crop rotation of farmer 8 .


Figure 5.4: Crop temporal variability: two examples of randomisation points and observed value per farmer and crops,

This analysis takes in account the constraints of crop sequences to evaluate the significance of temporal pattern in comparison to a random pattern determined within the rotation constraints. The effect of the structure of the crop rotation itself is not studied. This analysis highlights the temporal patterns of crops, which are induced by the farmers' choices of starting crop for each crop rotation. The main disadvantage of this analysis is the use of a randomisation test, which requires more intensive and lengthy setting up and processing.

### 5.1.3 Spatial pattern of crops

The spatial pattern of crops is investigated by studying the spatial configuration of the crop's fields. Two approaches are presented below. The first one defines the fine spatial pattern by considering fields' neighbours, while the second one considers only general pattern by using distances separating fields.

### 5.1.3.1 Fine spatial pattern (chi-square test)

To determine the fine-scale spatial pattern of the crops, the neighbouring crops of each crop were considered. The definition of the neighbours is a fundamental parameter of the analysis, and should always be clearly indicated. The neighbours of a field may be either the strict neighbours: fields with a common boundary; or buffer neighbours: fields within X metres of each other. The "observed crop neighbours" is the number of times a crop in a field is neighbour of another crop in another field (a single boundary will thus be counted twice). An example is shown in Figure 5.5

| a) Matrix of crops neighbours of the landscape presentedin b) |  |  |  |  |  | b) Landscape with four crops (part of Burgundy study area) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Crop in neighbouring fields |  |  |  | Total number of neighbours |  |  |
|  | W | OSR | wB | sa |  |  | OSR |
| W | 8 | 8 | 8 | 1 | 25 |  |  |
| Crop in OSR | 8 | 2 | 3 | 2 | 15 |  | sa |
| fields wB | 8 | 3 | 8 | 4 | 23 |  |  |
| sa | 1 | 2 | 4 | 4 | 11 |  |  |
| Total number | 25 | 15 | 23 | 11 | 74 |  |  |

Figure 5.5: Fine spatial pattern: an example of observed values of the spatial chi-square.

In Figure 5.5, the two main constraints that exist in the table are that (i) the row and the column sum for a crop are equal, and (ii) the table is symmetrical (e.g.: 8 oilseed rape fields are neighbours to wheat fields, and 8 wheat fields are neighbours to oilseed rape fields). The observed crops neighbours are then compared with the expected number of crop neighbours, which are calculated for an even distribution, while respecting the constraints of the matrix table. The definition of the calculations of the expected values on neighbouring crops is presented in Figure 5.6.

## The Spatial chi-square ( $\chi^{2}$ ):

$\mathrm{i}=\{1,2, \ldots, n\}$ : crop type

- $\mathrm{N}_{\mathrm{i}}=\Sigma_{\mathrm{j}} \mathrm{O}_{\mathrm{ij}}$ and $\mathrm{N}_{\mathrm{j}}=\Sigma_{\mathrm{i}} \mathrm{O}_{\mathrm{ij}}$
$j=\{1,2, \ldots, n\}$ : crop type neighbours
- $\mathrm{Ni}=\mathrm{Nj}$ when $\mathrm{i}=\mathrm{j}$
Oij = observed number of neighbours
- $\mathrm{F}=$ Lifi $; \mathrm{F}=$ total number of fields


## Observed matrix of crops neighbours:

|  | j ( crops neighbours) |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 | 2 | $\ldots$ | n | $\Sigma_{\mathrm{j}} \mathrm{O}_{\mathrm{ij}}$ |  |
| i | 1 | $\mathrm{O}_{11}$ | $\mathrm{O}_{12}$ | $\mathrm{O}_{\mathrm{ij}}$ | $\mathrm{O}_{\mathrm{in}}$ | $\mathrm{N}_{\mathrm{i}}$ |
| (crops | 2 | $\mathrm{O}_{21}$ | $\mathrm{O}_{22}$ | $\mathrm{O}_{\mathrm{ij}}$ | $\mathrm{O}_{\mathrm{in}}$ | $\mathrm{N}_{\mathrm{i}}$ |
| ) | $\ldots$ | $\mathrm{O}_{\mathrm{ij}}$ | $\mathrm{O}_{\mathrm{ij}}$ | $\mathrm{O}_{\mathrm{ij}}$ | $\mathrm{O}_{\mathrm{in}}$ | $\mathrm{N}_{\mathrm{i}}$ |
|  | n | $\mathrm{O}_{\mathrm{n} 1}$ | $\mathrm{O}_{\mathrm{n} 2}$ | $\mathrm{O}_{\mathrm{nj}}$ | $\mathrm{O}_{\mathrm{nn}}$ | $\mathrm{N}_{\mathrm{i}}$ |
|  | $\Sigma_{\mathrm{i}} \mathrm{O}_{\mathrm{ij}}$ | $\mathrm{N}_{\mathrm{j}}$ | $\mathrm{N}_{\mathrm{j}}$ | $\mathrm{N}_{\mathrm{j}}$ | $\mathrm{N}_{\mathrm{j}}$ | $\Sigma_{\mathrm{i}} \mathrm{N}_{\mathrm{i}}$ |

$\mathrm{E}_{\mathrm{ij}}=$ expected number of crop neighbours:

$$
\begin{aligned}
& \text { if } \mathrm{i}=\mathrm{j}: \mathrm{E}_{\mathrm{ij}}=\frac{\left(f_{i}-1\right) \times F \times\left(N_{i}\right)^{2}}{f_{i} \times(F-1) \times \Sigma_{i} N_{i}} \\
& \text { if } \mathrm{i} \neq \mathrm{j}: \mathrm{E}_{\mathrm{ij}}=\frac{G \times N_{i} N_{j}}{\Sigma_{i} N_{i}} \text {; with } \mathrm{G}=(\mathrm{XY})^{1 / 2} \\
& \mathrm{X}=\frac{\left[f_{i} \times(F-1) \times \Sigma_{i} N_{i}\right]-\left[\left(f_{i}-1\right) \times F \times N_{i}\right]}{f_{i} \times(F-1) \times \Sigma_{K \neq i} N_{K}} \\
& \mathrm{X}=\frac{\left[f_{j} \times(F-1) \times \Sigma_{j} N_{j}\right]-\left[\left(f_{j}-1\right) \times F \times N_{j}\right]}{f_{j} \times(F-1) \times \Sigma_{K \neq j} N_{K}}
\end{aligned}
$$

Figure 5.6: Fine spatial pattern: definition of chi-square analysis.

The chi-square test may be carried out in five different ways, which are listed in Table 5.5. Each test is evaluating differently separate components of crop spatial pattern. Those tests are one-tailed chi-square tests, with:
$\mathrm{H}_{0}$ : Observed and Expected values are not significantly different
$\mathrm{H}_{1}$ : Observed and Expected values are significantly different, indicating non-random spatial pattern.

- if $\mathrm{p}>0.05 \rightarrow \mathrm{H}_{0}$ is true (not significantly different)
- if $\mathrm{p}<0.05 \rightarrow \mathrm{H}_{0}$ is false and $\mathrm{H}_{1}$ is true (significantly different, temporally aggregated or homogeneous)

The differentiation of spatial aggregation from homogeneous pattern may be carried out in two ways. At first a "significantly different from random" result in the d chi-square test would indicate an aggregated spatial pattern because the neighbours of each fields, would predominantly be of alike-crops, the unlike-crops would then be highly different
from random. Whereas a non-significant result would indicate homogeneity, as the number of unlike-crop neighbours would not be very different from random. The second way is to investigate the relative values of observed and expected values. Observed values higher than expected ones denote an aggregated pattern, whereas the inverse case indicates a homogeneous pattern.

Table 5.5: Fine spatial pattern: definition of individual chi-square tests.

| Tests | Process | Values considered | Output | Degree of freedom | Evaluation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a | Calculate $\mathrm{X}^{2}$ for each Oij | On and above diagonal $(\mathrm{j}>=\mathrm{i})$ | One overall value | $\mathrm{n}(\mathrm{n}-1) / 2$ | Overall spatial pattern |
| b | Calculate $\mathrm{X}^{2}$ for each Oij | Entire row | One value per crop | n-1 | Spatial pattern per crop |
| c | Calculate $\mathrm{X}^{2}$ for each Oij | Diagonal values $(\mathrm{j}=\mathrm{i})$ | One value per crop One overall value (sum of value of each crop) | n-1 | Spatial pattern of alike-crop neighbours |
| d | Calculate $\mathrm{X}^{2}$ for each Oij | diagonal $(j>i)$ | One overall value | $\begin{aligned} & (\mathrm{n}-2) \\ & *(\mathrm{n}-1) / 2 \end{aligned}$ | Spatial pattern of unlike-crop neighbours |
| e | Calculate two $X^{2}$ for on diagonal $\left(\mathrm{O}_{\text {like }}=\right.$ $\Sigma$ Oij with $\mathrm{i}=\mathrm{j}$ and $\mathrm{E}_{\text {like }}=\Sigma \mathrm{Eij}$ with $\mathrm{i}=\mathrm{j}$ ) and above diagonal. | On (j = i) and above diagonal ( $\mathrm{j}>$ <br> i) separately | One overall value (sum of value of on and above diagonal) | 1 | Overall spatial pattern, more general than a . |
| Alike-crop neighbours: identical crops, which are neighbours (wheat-wheat neighbours) <br> Unlike-crop neighbours: different crops, which are neighbours (wheat-oilseed rap neighbours) |  |  |  |  |  |

In Figure 5.7, results of the spatial chi-square tests are presented for the example shown in Figure 5.5 and for two examples of extreme crop patterns: aggregated and homogeneous.


Figure 5.7: Fine spatial pattern: examples of spatial chi-square results.
The definition for $a, b, c, d$, and $e$ are provided in Table 5.5

The analysis shows that the landscape with the aggregated crop pattern is significantly non-random under the 5 tests. The homogeneous landscape present the same results as the aggregated landscape except for the $b$ and $d$ analysis, which respectively show that the spatial pattern of each crop individually is not significantly different for three crops out of four; and the spatial pattern of unlike crops is not significantly different from random. The observed example is not significantly different from random, except for one crop (set-aside) which is significantly non-random. The combination of several spatial chi-square tests described above is able to distinguish between random, aggregated and homogeneous patterns. However the chi-square test on neighbouring crops only takes into account fields which are spatially close. In the case of spatially dispersed fields, the use of the analysis described above would not be appropriate.

### 5.1.3.2 General spatial trend (E analysis)

To evaluate the spatial pattern of crops through the landscape, the aggregation of fields is considered. For this analysis, each field is represented by its centroid; this enables a
more flexible handling of the fields' features, and does not require adjacency between fields.

A system of fields is considered (cf. Figure 5.8a) with fields grouped by one common attribute such as the same crop, the same crop rotation, or the same farmer. To be considered, a group must be composed of at least two fields, examples of groups are represented in Figure 5.8c for highly spatially aggregated group of fields and Figure 5.8 d for a lower spatial aggregation.


Figure 5.8: General spatial trend (E analysis): visual representation of the test

The mean distance between centroids within each group is calculated ( $\frac{\sum W i}{N i(N i-1)}$, refer to Figure 5.9 for a full description of the variables and calculations), and the sum of the mean distance of all the groups is determined ( $\Sigma$ groups $=\Sigma \frac{\sum W i}{N i(N i-1)}$ ). The mean distance of the centroids of all the fields considered ( $\Sigma$ all fields $=\frac{\sum W m}{m(m-1)}$ ) is also calculated, cf. Figure 5.8 b. Then the ratio between the ( $\Sigma$ groups) and the ( $\Sigma$ all fields), tempered with the number of groups composed of more than one field, is used to determine the final values called the E analysis.

## A -"E calculation":

Variables considered:
$\mathrm{m}=$ total number of fields considered
$q=$ number of groups with more than one field
$\mathrm{Ni}=$ number of fields within a group.
$\mathrm{W}=$ distance between two fields' centroids.
With:
$\mathrm{i}=1,2, \ldots, \mathrm{q}$
$\mathrm{m}=\Sigma \mathrm{iNi} ; \mathrm{m}(\mathrm{m}-1) / 2=$ total number of pairwise
$\mathrm{Ni}(\mathrm{Ni}-1) / 2=$ total number of pairwise within a group
$\Sigma(\mathrm{Wi})=$ sum of the distances between all centroids within a group
$\Sigma(\mathrm{Wm})=$ sum of the distance between all the centroids of the fields considered
$\mathrm{E}=\frac{m(m-1) \times \sum_{i}\left[\frac{\sum(W i)}{N i(N i-1)}\right]}{\sum(W m) \times q}$

## B-Randomisation test:



Randomisation two-tailed test with the following hypothesis and probability.
Left tail: $\quad \mathrm{H}_{0}$ : the spatial pattern of groups of fields is random.
$\mathrm{H}_{1}$ : the spatial pattern of groups of fields is aggregated.
$p=[E p / 100] \times 2$
Right tail: $\mathrm{H}_{0}$ : the spatial pattern of groups of fields is random.
$\mathrm{H}_{1}$ : the spatial pattern of groups of fields is regular (homogeneous).
$\mathrm{p}=[(100-\mathrm{Ep}) / 100] \times 2$
With: $\mathrm{Ep}=$ percentage of randomly simulated E values lower than the observed E value.

Figure 5.9: General spatial trend (E analysis): definition of the test.

A low E value indicates a high level of spatial aggregation of the fields and a high E value a low aggregation, i.e. spatial regularity. E values close to one indicate a random spatial distribution of the groups (not aggregated or homogeneous). The range of
possible individual E values or numbers is influenced by the spatial disposition of the fields, the distance between the fields, and the number of fields within groups. Each set of fields has various possible E values.

To provide a "landscape independent" index, the observed E value must be compared with the range of possible E values for this specific landscape. This can be set up in two steps. At first the range and frequency of E values is obtained by randomly allocating fields to groups over 10,000 simulations, those values will be later referenced as "randomly simulated E values". When visualised on a graph, the simulated E values show a near-normal distribution curve (cf. Figure 5.10a), and the mean of the values, corresponding to a random distribution, is tending to one. The smoothness of the curve is highly dependent on the number of fields, the number of groups of fields considered, and the spatial configuration of the fields. For example, four fields will yield only six pairwises (distance between two fields' centroids), whereas 10 fields would yield 45 pairwises, thus increasing the range of possible values.

In the second step, the observed E value is compared to the simulated E values, to determine the likelihood of the observed E value being a random allocation of the fields to groups. Ep is the percentage of simulated E values which are lower than the observed E value. In other words, Ep indicates the probability of reaching the observed E value when grouping the fields randomly. The distribution is considered as two tailed. The left tail (lower than 1) indicates field aggregation and the right tail (higher than 1 ) represent field homogeneity.


Figure 5.10: General spatial pattern (E analysis): example of aggregation and dispersion of the groups of fields

This example is based on the groups of fields of farmer 3 on the Burgundy study area in 1995.

In the example shown in Figure 5.10, high spatial aggregation (b) is characterised by a very low E value, which occurs in only $0.0031 \%$ of the simulated E values. This observed spatial distribution is highly non-random. On the other side of the distribution curve, graph (d) represents highly homogeneous groups of fields (the member of the same group repulse each other), the E value is very high and the Ep reaches 99.98\%. Nearly all the simulated E values are lower, thus this configuration is characterised as highly homogeneous. With an E value close to 1 and an Ep value close to 47\%, the spatial configuration exemplified in (c) is very close to a random configuration. Those fields are not specifically grouped or homogeneous.

The E analysis can be used for answering different questions; just by changing the system considered (all the fields or the fields of a farmer) and/or by changing the way the fields are grouped (per rotation or per crop). This last cited case is a test for determining the spatio-temporal pattern, to identify if temporally grouped fields are also spatially linked. The three main cases are described on Table 5.6.

Table 5.6: General spatial patterns (E analysis): potential applications of the test.

| System <br> considered | Fields <br> grouped by | Temporal <br> resolution | Questions solved |
| :--- | :--- | :--- | :--- |
| All fields of 1 <br> farmer | Same crop | 1 year | Are the fields of a farmer with the same <br> crop, spatially more correlated than a <br> random spatial allocation of crops? |
| All fields of <br> all farmers | Same crop | 1 year | Are the fields with the same crop spatially <br> more correlated than a random spatial <br> allocation of crops? |
| All fields of 1 <br> farmer | Same crop <br> rotation, same <br> starting crop | Rotations <br> types <br> crop rotation spatially more correlated than <br> a random spatial allocation of crop <br> rotations? |  |

The E analysis is based upon a randomisation test, which conditions on the specific observed spatial distribution of fields and their shapes. Hence, the presence of particular shapes (for example long thin fields) is unlikely to interfere with the evaluation of spatial pattern. However, a formal sensitivity analysis would be required to confirm or invalidate this assumption; this analysis was not carried out due to time constraints, and is thus missing from the sensitivity analyses reported in the following section.

### 5.1.3.3 Sensitivity of the $E$ analysis

Understanding the metric's properties and, more particularly, its sensitivity to variations in landscape's structure, is indispensable in determining the scope and the conditions of its use. Two variations are investigated: (i) the influence of an important spatial discontinuity between fields, and (ii) the influence of the number of groups. For both aims, the fields' configuration is derived from the Burgundy study area, however the fields' groups were solely designed for the purpose of the sensitivity analysis. The twelve fields considered are spatially separated into a north and a south part (cf. Figure 5.11).

For the analysis of the influence of spatial discontinuity between fields, two groups of fields were considered. 10,000 simulations were run on this specific field configuration with random allocation of the fields into groups. The random E values average at 1.0016, which is close enough to 1 to confirm the randomness of the distribution. However the randomisation curve is highly skewed with values grouped into three groups averaging at $0.35,0.75$ and 1.0. This skewness is due to the important spatial gap between the north and south part of the fields, which induces gaps in the range of
possible E values. The cumulative frequency curve shows an exponential-shaped increase with decreasing spatial aggregation of fields.


Figure 5.11: General spatial pattern (E analysis): sensitivity analysis on gaps detection.

The E analysis was calculated for specific spatial distribution of the groups of fields, represented in Figure 5.11. The most aggregated spatial configuration, with the groups of fields coinciding with the north and south delimitations, is presented in Figure 5.11 a). Only $0.4 \%$ of random E values show the same or more aggregation and the spatial aggregation is significant at the critical level of $95 \%$. By interchanging only two fields between the two groups (cf. b), the probability of reaching this spatial configuration by chance increases and the spatial aggregation is not significant (critical level of $95 \%$ ), but the value is still low ( $\mathrm{E}_{\mathrm{p}}=5.2 \%$ ). In the c ) configuration, each group is split in two, half within the north part and half within the south part; thus each of the groups is spatially divided into two parts. The probability of this configuration occurring by chance is evaluated at $32.9 \%$, which is relatively high. The local spatial aggregation of fields is thus not very well differentiated from the random values. However the probability of c ) configuration is clearly separated from the probability evaluated for d) (79.2\%), where the fields are completely mixed between groups. The E analysis is thus able to measure heterogeneity on groups which are spatially split.

The analysis on the influence of the number of groups of fields was carried out on the same spatial field configuration as indicated in Figure 5.11, however the number of groups is equal in turn to $2,3,4$, and 6 groups. The number of fields in each group was made even between groups. The curves of randomised E values are shown in Figure 5.12. The mean of the E values is independent of the number of groups (1.00). However the increasing number of groups influences the distribution curve of E values: the range of E values is more continuous (fewer gaps) and wider. The large distance between the north and south fields, impacts on the possible E values (peaks).


Figure 5.12: General spatial patterns (E analysis): sensitivity analysis on the influence of the number of groups on randomisation curves of E values

Both the number of individual E values and the standard deviation of E values increase logarithmically with the increasing number of groups of fields (cf. Figure 5.13). Therefore, care should then be taken when comparing E values obtained from different numbers of groups.


Figure 5.13: General spatial patterns (E analysis): Influence of the number of groups on E values.

In conclusion, the E analysis seems to represent well the general trend of aggregation of the groups of fields, even if groups, which are spatially split are not always very well detected.

### 5.1.4 Conclusion on pattern analysis

Three temporal pattern metrics, two spatial pattern metrics, and one spatio-temporal pattern metric, which is a particular case of one of the spatial pattern metrics, detailed in this chapter are briefly summarised in Table 5.7. These analyses may be used on the different study sites, when relevant. The exact application of the metrics may differ from one study to another, depending on the available datasets and on their completeness. Further analysis may also be carried out such as descriptive analyses and the analysis detailed in the literature review (cf. Section 3.2.2. Landscape pattern metrics, p.20).

Table 5.7: Summary of spatial and temporal statistical analyses

| Pattern studied | Focus | Analysis |
| :--- | :--- | :--- |
| Crop rotations phasing | Chi-square test per farmer, <br> per rotation <br> Chi-square per farmer, per <br> crop <br> Randomisation test of <br> percentage of coefficient <br> of variation of crops <br> through time (per farmer, <br> per crop) |  |
| Crops phasing | Crops temporal variability <br> compared to random <br> simulations | Chi-square on <br> neighbouring crops <br> E analysis on groups of <br> crops |
| Fpatial pattern | General trends | E analysis on groups of <br> identical crop sequences |

### 5.2 Crop pattern analyses on landscape datasets

The Burgundy study site was used to analyse the crop patterns, with the specifically designed statistical analysis described above (Section 5.1). The farmers of the site are responsible for the crop grown on their fields. Thus, each farm was considered as an independent unit for decision-making. Farmers with fewer than five fields in the study area were not included in the statistical analyses, as very low number of fields is unfavourable to statistically significant tests.

### 5.2.1 Temporal pattern

As indicated in Section 3.1.2 (Agronomic constraints), crop rotation is the main driver of temporal pattern. This section reports the findings on the characteristics of the crop rotation, and through three analyses, the temporal phasing of the crops in the Burgundy study area.

### 5.2.1.1 Description of crop rotations

In the study site, 20 unique crop rotations were followed; they are represented in Table 5.8. Crop rotations might be completely different, differ by only one crop, such as rotation 12 and 13 , or the sequence of crops might be altered (cf. rotation 2 and 3). Most of the rotations ( $80.89 \%$ ) were based on a three or six year sequences and $78 \%$ of fields were following a rotation with wheat, oilseed rape and winter/spring barley.

Table 5.8: Burgundy site: description of crop rotations.

| Rotation <br> Id | Crops Sequences |  |  |  |  |  | Rotation length | Number of fields | Number of farmers using them |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | C | D | E | F |  |  |  |
| 0 | sa |  |  |  |  |  | 1 | 7 (9.7\%) | 4 |
| 1 | W | OSR |  |  |  |  | 2 | 2 | 1 |
| 2 | W | OSR | wB |  |  |  | 3 | 1 | 1 |
| 3 | W | wB | OSR |  |  |  | 3 | 31 (43.1\%) | 8 |
| 4 | W | sB | OSR |  |  |  | 3 | 3 (4.2\%) | 2 |
| 5 | W | sB | wB | OSR |  |  | 4 | 2 | 2 |
| 6 | W | wB | sB | sB | wB |  | 5 | 1 | 1 |
| 7 | W | W | OSR | W | wB | OSR | 6 | 3 (4.2\%) | 2 |
| 8 | W | wB | OSR | W | sB | OSR | 6 | 4 (5.6\%) | 3 |
| 9 | W | wB | OSR | W | wB | sa | 6 | 2 | 1 |
| 10 | W | OSR | wB | W | sa | wB | 6 | 1 | 1 |
| 11 | W | sB | wB | OSR | wB | OSR | 6 | 1 | 1 |
| 12 | W | OSR | W | OSR | W | sa | 6 | 1 | 1 |
| 13 | W | OSR | W | OSR | sa | sa | 6 | 1 | 1 |
| 14 | W | OSR | sa | sa | sa | sa | 6 | 2 | 2 |
| 15 | wB | OSR | sa | sa | sa | sa | 6 | 2 | 2 |
| 16 | sB | sa | sa | sa | sa | sa | 6 | 1 | 1 |
| 17 | R | OSR | R | sa | sa | sa | 6 | 1 | 1 |
| 18 | R | R | OSR | sa | sa | sa | 6 |  | 1 |
| 19 | W | W | sa | sa | R | OSR | 6 | 1 | 1 |
| 20 | W | sa | sa | sB | wB | OSR | 6 | 3 (4.2\%) | 1 |

$W=$ wheat $; w B=$ winter barley; $s B=$ spring barley; $O S R=$ oilseed rape; $R=$ rye;
sa $=$ set-aside

The farmers followed crop rotations which suited their individual requirements, as $62 \%$ of the crop rotations listed in Table 5.8 were used only by one farmer. However, crop rotation 3, composed of wheat/winter barley/oilseed rape, was used by 8 farmers out of 10 and was used on $43 \%$ of the fields of the study area. It was the most widely used crop rotation within the study area.

The respective proportions of each crop transition between one year (n) and the next one $(\mathrm{n}+1)$ are shown in Table 5.9; the transitions were weighted by the number of fields following each particular rotation.

Table 5.9: Burgundy site: proportion (\%) of crop transitions from year n to $\mathrm{n}+1$.

|  |  | Year $\mathrm{n}+1$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Wheat | Winter barley | Spring barley | OSR | Rye | sa | Total |
| Year$\mathrm{n}$ | Wheat | 0.93 | 17.18 | 3.24 | 4.17 | 0 | 1.39 | 26.90 |
|  | Winter barley | 1.20 | 0 | 0.28 | 18.75 | 0 | 0.46 | 20.69 |
|  | Spring barley | 0 | 1.90 | 0.28 | 2.31 | 0 | 0.23 | 4.72 |
|  | OSR | 23.38 | 0.93 | 0 | 0 | 0.23 | 1.62 | 26.16 |
|  | Rye | 0 | 0 | 0 | 0.93 | 0.46 | 0.23 | 1.62 |
|  | sa | 1.39 | 0.69 | 0.93 | 0 | 0.93 | 15.97 | 19.91 |
|  | Total | 26.90 | 20.69 | 4.72 | 26.16 | 1.62 | 19.91 | 100 |

Percentage of the proportion of crop transitions $=\sum_{i}\left[\frac{b i \times f i i}{l e i}\right] \times \frac{100}{72}$
$i$ : crop rotation
bi: presence of a transition from crop a to crop b in a rotation $i$ (binary data)
lei: length of rotation $i$
fii: number of fields following rotation $i$

OSR/wheat was the most represented crop sequence on the whole study area with $23 \%$ of the fields showing this crop sequence every year (as a mean). The next most common crop sequences were winter barley/OSR, wheat/winter barley, and set-aside/set-aside. 13 crop transitions each represented less than $1 \%$ of the transitions in a year. This table also shows that some crop transitions were not used on the study area. For example, rye was never preceded by another cereal crop such as wheat, winter/spring barley. Spring barley was also never followed by wheat. However the intentionality of the unused crop sequences is unknown, it may be by chance or by design. Greater agronomic knowledge is required to be able to determine the origin and strictness of crop sequences.

The next few analyses were aimed at investigating the temporal pattern of the crops on the Burgundy study site and, more precisely, the phasing of the rotation on different fields. The methods used below were specifically designed for this study site, and are defined in Section 5.1.2. (Temporal pattern of crops, p.46).

### 5.2.1.2 Crop rotation phasing

The phasing of the fields' rotation was studied, by using the "chi-square analysis per farmer, per rotation" as shown in Section 5.1.2.1 (Crop rotation phasing, p.46). The results are shown in Table 5.10.

Table 5.10: Burgundy site: results of crop rotation phasing test (chi-square results)

| Far mer | Rotat on ID | Rotation Length | Number of fields | Number of fields per starting crop |  |  |  | Chi-square | Degree of freedom | Probabil ity |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | 3 | 2 |  |  | 2 |  | 4.0 | 2 | 0.1353 |
| 3 | 1 | 2 | 2 | 2 |  |  |  | 2.0 | 1 | 0.1573 |
|  | 3 | 3 | 4 | 2 | 1 | 1 |  | 0.5 | 2 | 0.7788 |
| 4 | 3 | 3 | 3 | 2 | 1 |  |  | 2.0 | 2 | 0.3679 |
|  | 7 | 6 | 2 | 1 |  |  | 1 | 4.0 | 5 | 0.5494 |
|  | 9 | 6 | 2 | 2 |  |  |  | 10.0 | 5 | 0.0752 |
| 5 | 3 | 3 | 4 | 1 | 2 | 1 |  | 0.5 | 2 | 0.7788 |
|  | 18 | 6 | 2 |  |  | 2 |  | 10.0 | 5 | 0.0752 |
| 6 | 3 | 3 | 3 |  | 2 | 1 |  | 2.0 | 2 | 0.3679 |
|  | 8 | 6 | 2 |  |  |  | 2 | 10.0 | 5 | 0.0752 |
| 7 | 3 | 3 | 5 | 2 | 2 | 1 |  | 0.4 | 2 | 0.8187 |
| 8 | 20 | 6 | 3 |  |  | 3 |  | 15.0 | 5 | 0.0104 |
| 9 | 3 | 3 | 10 | 2 | 4 | 4 |  | 0.8 | 2 | 0.6703 |
|  |  |  | General | Chi | i-sq | quare: |  | 61.20 | 40 | 0.0171 |

Only the crops grown on the fields of farmer 8, following rotation 20 , showed a significant level of temporal aggregation ( $\mathrm{p}<0.05$ ), as the three fields started with the same crop out of a choice of six. Three other rotations followed by three different farmers were nearly significantly aggregated (farmer 4 and rotation $9,5-18,6-8$ ) with probabilities equal to 0.0752 . However most of the rotations studied did not show any significant difference from a random distribution, and no significant level of homogeneous temporal pattern ( $\mathrm{p}>0.95$ ).

The overall low significance of the test might be due to the low degrees of freedom of each test, because only few fields were considered at each time. To increase the degrees of freedom and the power of the test, a general chi-square test was carried out on the dataset presented in Table 5.10. Each chi-square value and each degrees of freedom was summed, to determine an overall chi-square probability of 0.0171 ; indicating a significant temporal phasing of the rotations.

Consequently, the fields following the same rotations showed an overall significant temporal aggregation, even if each particular farmer-rotation combination was not significantly phased temporally. Yet, this method only considers crop rotations with more than one crop, followed by at least two fields per farmer. Thus nearly $40 \%$ of the fields were not included in this analysis. Moreover, the possibility of temporal synchronisation of independent crop rotations was not taken into account. To circumvent the restriction of considering crop rotations individually, the next analysis focuses on the crops instead of crop rotation.

### 5.2.1.3 Crop phasing

The analysis, "Chi-square analysis per farmer and per crop", aims at determining if each crop type of a farmer is temporally aggregated or homogeneous. The chi-square analysis was carried out per farmer and per crop over 12 years (multiple of 3,4 and 6 rotation lengths) independently of the crop rotations (cf. Chapter 5.1.2.2: Crop phasing, p.49), the resulting chi-square probabilities are shown in Table 5.11.

Table 5.11: Burgundy site: crop phasing test (chi-square probabilities).

| Farmer | Oilseed <br> rape | Wheat | Spring <br> barley | Winter <br> barley | Rye | Set- <br> aside |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | 0.9022 | 0.9754 | - | 0.7991 | - | - |
| 4 | 0.2843 | 0.1981 | - | $\mathbf{0 . 0 2 4 4}$ | - | 1.0000 |
| 5 | 0.9174 | 0.9985 | - | 0.9985 | 0.1411 | 0.7390 |
| 6 | 0.5304 | 0.3473 | 0.6071 | 0.3882 | - | 0.9895 |
| 7 | 0.9699 | 1.0000 | - | 0.9895 | - | 0.9985 |
| 8 | $\mathbf{0 . 0 3 7 3}$ | 0.0950 | $\mathbf{0 . 0 0 4 6}$ | $\mathbf{0 . 0 0 4 6}$ | - | 0.2330 |
| 9 | 0.9624 | 0.8228 | 0.2330 | 0.9957 | - | - |

"-": less than two fields with this crop in their rotation;
bold: $p<0.05$, indicating significant temporal aggregation;
shaded: $p>0.95$, indicating significant temporal homogeneity.

Oilseed rape, spring and winter barley crops of farmer 8 showed significant temporal aggregation ( $\mathrm{p}<0.05$ ). This result agrees with the findings of the previous analysis (chisquare per farmer per rotation) which indicated a significant temporal aggregation of the rotation 20, composed of the same three crops listed above plus wheat and set-aside. However the other rotations followed by farmer 8, might have diluted the temporal aggregation of wheat and set-aside, even if the wheat crop was actually near significant for temporal aggregation ( $p=0.095$ ).

Winter barley of farmer 4 showed a significant temporal aggregation ( $\mathrm{p}<0.05$ ). In the previous analysis, farmer 4 had fields following rotation 9 , which were nearly significantly in phase ( $\mathrm{p}=0.0752$ ). The significant temporal phasing of winter barley might be due to the synchronisation of other rotations with rotation 9 .

In contrast to the crop rotation phasing analysis, $37 \%$ of the crop types of all the farmers showed significant temporal homogeneity ( $\mathrm{p}>0.95$ ). The even repartition of the crops through the years might be due to the structure of the crop rotations themselves (minimum return period of each crop), or due to farmer choice of spreading crops over years by shifting crop rotations, in order to control the market and agronomic risks. This spreading out of the crops through years was not detected by the previous analysis. Finally $50 \%$ of the crop types of the farmers were not significantly distinct from or similar to an even temporal distribution.

In conclusion from this test, $37 \%$ of farmer's crop types were significantly spread homogeneously over the years, while only $13 \%$ showed a significant temporal heterogeneity. This analysis brings new insights on the temporal pattern of crops; however its non-consideration of the constraint of the crop sequence derived from rotation rigidity limits it. This issue is addressed by the randomisation per farmer and per crop studied in the next section.

### 5.2.1.4 Crop temporal variability compared to random simulation

For this test, "randomisation per farmer and crop", for each farmer, the percentage of variation over the years (\%CV) of the proportion of his fields growing a crop was tested, (cf. 5.1.2.3: Crop temporal variability compared to random simulation, p.51). The observed values (\%CV) were compared against 1,000 randomisations by simulating random starting crops for each rotation (\%R: percentage of randomised values with higher temporal variability than the observed value), to determine if the observed value was significantly aggregated or homogeneous.

Table 5.12: Burgundy site: results from crop temporal variability test

|  | Oilseed rape <br> (OSR | Wheat <br> $(\mathrm{wW})$ | Spring <br> barley <br> $(\mathrm{sB})$ |  |  | Winter <br> barley <br> $(\mathrm{wB})$ |  | Rye <br> $(\mathrm{R})$ |  | Set-aside <br> $(\mathrm{sa})$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Farmer | $\% \mathrm{CV}$ | $\% \mathrm{R}$ | $\% \mathrm{CV}$ | $\% \mathrm{R}$ | $\% \mathrm{CV}$ | $\% \mathrm{R}$ | $\% \mathrm{CV}$ | $\% \mathrm{R}$ | $\% \mathrm{CV}$ | $\% \mathrm{R}$ | $\% \mathrm{CV}$ | $\% \mathrm{R}$ |
| 3 | 38.4 | 56.3 | 30.4 | 73.2 | - | - | 51.3 | 45.7 | - | - | - | - |
| 4 | 71.6 | 21.2 | 66.7 | 12.3 | - | - | 100.0 | 4.0 | - | - | 11.6 | 100 |
| 5 | 51.1 | 67.6 | 36.9 | 100 | - | - | 36.9 | 100 | 120.6 | 10.1 | $\mathbf{4 4 . 8}$ | $\mathbf{2 . 4}$ |
| 6 | 64.8 | 36.0 | 64.9 | 20.6 | 116.8 | 19.2 | 77.5 | 21.8 | - | - | 39.1 | 64.6 |
| 7 | 42.6 | 78.9 | 21.2 | 100 | - | - | 39.1 | 87.4 | - | - | 36.9 | 100 |
| 8 | 143.1 | 3.3 | 121.0 | 2.8 | $\mathbf{1 8 0 . 9}$ | $\mathbf{0 . 3}$ | $\mathbf{1 8 0 . 9}$ | $\mathbf{0 . 3}$ | - | - | 97.7 | 16.2 |
| 9 | 30.4 | 64.4 | 39.8 | 48.3 | 159.5 | 35.3 | 24.5 | 81.0 | - | - | - | - |

bold: significant temporal aggregation; shaded: significant temporal homogeneity.

From Table 5.12, out of 30 valid farmer-crop combinations (more than one field), five ( $17 \%$ ) were significantly homogeneous and three ( $10 \%$ ) were significantly aggregated at a level of confidence of $95 \%$. Each of these categories was examined in turn.

The significantly homogeneous fields were the set-aside crop of farmer 4, the wheat and winter barley crop of farmer 5 , and the wheat and set-aside crop of farmer 7 ( $\mathrm{p}<0.05$ ). These results agree with the previous test. All the farmer-crop combinations with $\% \mathrm{R}$ higher than $50 \%$ (indicating a certain degree of heterogeneity), were also identified in the "crop phasing analysis" as nearly significantly heterogeneous ( $\mathrm{p}>0.90$ ) in Table 5.11 .

Farmer 8 presented the highest level of temporal heterogeneity/aggregation, with spring and winter barley being significantly aggregated ( $\mathrm{p}<0.05$, in concordance with the previous analysis). On the other hand, oilseed rape in this test was only close to significant aggregation ( $\mathrm{p}<0.07$ ), instead of being significantly aggregated as in the previous test. Wheat, as in the previous test, was close to being significantly aggregated. In contrast to the previous tests, set-aside fields of farmer 5 were significantly in phase ( p 0.05 ) when compared with all possible temporal configurations (random starting crops). However, most of the farmer-crop combinations had no significant homogeneous or aggregated temporal pattern (21 combinations out of 28).

The results of this test show that even when considering the constraint of the crop sequences, five farmer-crop combinations (wheat twice, winter barley and set-aside twice, equivalent to $17 \%$ of crops) were significantly homogeneous. Some farmers were thus voluntarily synchronising the starting crop of rotations, to spread some crops over the years, whereas for three other crops (spring/winter barley and set-aside, equivalent
to $10 \%$ of crops), the farmers were voluntarily aggregating them. $73 \%$ of other farmercrop combinations did not show any significant temporal pattern.

### 5.2.1.5 Conclusion on temporal pattern of crops

The three temporal pattern analyses detailed above do have consistent results, even if each one of them investigated the temporal pattern of crops using a different methodology.

The crop rotation phasing analyses showed that, overall, fields following the same crop rotation were significantly temporally aggregated, as they tended to start with the same crop. Then, when each farmer's crop individually was analysed (crop phasing analyses), independently of crop rotations, more than one third of them were significantly temporally homogeneous; whereas only one eighth were significantly temporally aggregated. However as this analysis did not take in account the structure of crop rotations, the homogeneity detected might be an artefact due to return period of crops within the rotation. In the last analysis, taking into account crop rotation structure, (crop temporal variability compared to random simulation), one tenth of farmer's crops were significantly aggregated, whereas one sixth were significantly homogeneous.

Two main conclusions may be drawn on the Burgundy study site. Firstly, overall, farmers' fields following the same rotations tended to be temporally grouped. Secondly, between rotations, no clear rules of temporal pattern were detected; the degree of temporal homogeneity or aggregation was farmer and crop dependent.

Fields with the same rotation might be grouped temporally by farmers, in order to ease their management by coordination. On the other hand, fields with different crop rotations might be used to alter the temporal pattern of crops, in order to spread risks, or they might be aggregated to ease management or respond to particular market tendency.

Finally the degree of temporal phasing is thus an important component of crop patterns, and should be included in the modelling of crop pattern in the agricultural landscape. The next section investigates the existence of spatial patterns of crops on the Burgundy study area.

### 5.2.2 Spatial pattern

The crop spatial pattern in the study area may be studied at two levels: (i) at the study area level without taking into account the individuality of the farms, and (ii) at the farm level, within individual farms. These were both examined in turn.

### 5.2.2.1 Crop spatial repartition at the study area level

The spatial chi-square tests for fine pattern and the E analysis for more general pattern (cf. 5.1.3. Spatial pattern of crops, p.53) were carried out on the Burgundy study area as a whole for evaluating the yearly spatial pattern of crops from 1994 to 1997, at first using all the crops cf. Figure 5.14, and then with only the three main crops.

| 1994 | Chi-square tests | E analysis |
| :---: | :---: | :---: |
|  | a: significant <br> b: 1/6 significant (p-sa) <br> c: significant <br> d: non-significant <br> e: non-significant <br> $\rightarrow$ Close to Homogeneity <br> a: significant <br> b: $2 / 7$ significant ( $\mathrm{sB}, \mathrm{R}$ ) <br> c: significant <br> d: non-significant <br> e: non-significant <br> $\rightarrow$ Close to Homogeneity <br> a: significant <br> b: $2 / 6$ significant ( R , a-sa) <br> c: significant <br> d: significant <br> e: significant <br> $\rightarrow$ Aggregation <br> a: non-significant <br> b: 1/6 significant (a-sa) <br> c: significant <br> d: non-significant <br> e: non-significant <br> $\rightarrow$ Not significant | $\begin{aligned} & p=0.9508 \\ & E=1.0031 \\ & E p=47.54 \% \end{aligned}$ <br> Not significant $\begin{aligned} & p=0.2318 \\ & E=0.91142 \\ & E n=11.59 \% \end{aligned}$ <br> Not significant $\begin{aligned} & p=0.0234 \\ & E=0.8367 \\ & E v=1.17 \% \end{aligned}$ <br> Significantly aggregated $\begin{aligned} & p=0.2028 \\ & E=0.9524 \\ & E v=10.14 \% \end{aligned}$ <br> Not significant |

Figure 5.14: Burgundy site: fine and general spatial pattern tests of the crops.

The E analysis investigated the general pattern of crops. For each year, the observed spatial configurations were within the left tail of the randomised distributions (Ep <
$50 \%$ ), indicating a tendency towards aggregation rather than homogeneity. The spatial patterns of crops in years 1994, 1995, and 1997 were not significantly aggregated; however in 1996 the crop pattern was significantly aggregated at the critical level of 95\%.

The chi-square tests investigated the crop spatial pattern at a finer resolution. At first, the overall spatial pattern, as determined by the "a" test, showed a significant spatial non-randomness for the crops grown in 1994, 1995, and 1996. However in 1997, the crop pattern was not significantly different from a random allocation; which was reinforced by the non-significant results of test b, d and e. Thus the crop pattern in 1997 was identified as not being significantly different from random.

As indicated above, the general crop pattern for 1994, 1995, 1996 were identified as non-random (test a), however the non-randomness might arise from either a spatial aggregation or homogeneity. Unlike-crop neighbours (crops neighbours of a different type of crops, cf. test d) were significantly non-random in 1996, indicating an overall spatial aggregation of the crops. Unlike-crops in 1994 and 1995 were not significantly different from randomness, indicating homogeneity in the general spatial crop pattern.

The $b$ test investigates the spatial pattern of each crop. For each year, very few crops had a significantly non-random spatial pattern: permanent set-aside in 1994; spring barley and rye in 1995; rye and autumn set-aside in 1996; and autumn set-aside in 1997. Moreover, constant divergences, from 1994 to 1997, of the observed values from the expected values were as following: (i) some crops were more spatially aggregated than expected: wheat / oilseed rape, wheat / spring barley, and permanent set-aside / permanent set-aside; (ii) some crops were less aggregated than expected (more homogeneous): wheat / winter barley, oilseed rape / winter barley, winter barley / spring barley, spring barley / autumn set-aside. The identification of such spatial particularities of crops is indispensable for modelling realistically crop spatial pattern.

The same analysis was carried out on only the three main crops (wheat, oilseed rape and winter barley) from 1994 to 1997. The spatial pattern of the crops was not significantly different from random spatial pattern for every analysis at the fine and more general level (5 chi-square tests and E analysis).

In conclusion, when considering all the crops, no clear tendency of fine or general spatial pattern existed through the years; as three years were not significantly different from random, and one year was significantly aggregated. Moreover, the spatial patterns
of the three main crops were not different from random pattern. The landscape level might not be adequate for studying the crop spatial repartition, as the spatial pattern of crops is influenced by the farmer's fields and his strategy. Studying spatial pattern at the farmer level would thus be advisable. But before that a preliminary analysis of the farms' spatial repartition is presented.

### 5.2.2.2 Spatial repartition of farmers

The 72 fields within the study area were part of 10 farms, which are represented in Figure 5.15, a). The pattern of the farms presents the first degree of spatial pattern in the study area.


Figure 5.15: Burgundy site: general spatial pattern test (E analysis on farmers' fields).

The actual spatial distribution of the fields was highly non-random as shown by the results presented in Figure 5.15 b) and c). By running 2,000 simulations of the different allocation of the fields to farmers, no configuration had an E value as low. The configuration was thus considered as highly aggregated. This example shows that the E analysis was particularly good at identifying low levels of aggregation. A very high level of aggregation, such as if all the fields of each farm were adjacent, would not be differentiated from the actual configuration. The results of the spatial chi-square tests identify that the fields overall were significantly aggregated by farmers (a, c, d, and e significant and farmer 0 was not considered). Only farmer 1 and 7 were not significantly different from random (from test c ).

The spatial pattern of crops at the farm level was not conditioned by the spatial pattern of the fields of each farmer, as the location of the fields was considered as fixed. However, even if the fields of each farmer were aggregated, few fields were really adjacent. Thus the use of spatial chi-square tests per farmer is not adequate, the E analysis would then be preferred as it does not consider direct crop neighbours.

### 5.2.2.3 Spatial repartition of crops for each farmer individually

For investigating the spatial pattern of crops for farmers individually, only the E analysis was used, because in many cases the farmer's fields were not adjacent preventing the use of spatial chi-square tests. Most of the farmer's crops did not show any significant spatial pattern, with the exception of significant aggregation for farmer 9 in every year and farmer 4 and 7 in 1996, Table 5.13. No farmers showed a significant level of crop spatial homogeneity.

Table 5.13: Burgundy site: general spatial patterns test (E analysis results on crops).

| Farmers | 1994 | 1995 |  |  |  |  | 1996 |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: |
|  | E | Ep | E | Ep | E | Ep | E | Ep |  |  |  |
| 3 | 1.053 | 66.80 | 0.794 | 5.32 | 0.892 | 30.74 | 0.953 | 41.12 |  |  |  |
| 4 | 0.796 | 6.68 | 0.686 | 3.59 | 0.631 | 1.63 | 0.624 | 2.97 |  |  |  |
| 5 | 0.781 | 23.38 | 0.971 | 46.65 | 1.122 | 67.97 | 1.043 | 57.44 |  |  |  |
| 6 | 0.553 | 2.72 | 0.660 | 10.05 | 0.975 | 37.87 | 0.619 | 5.62 |  |  |  |
| 7 | 0.512 | 4.99 | 0.351 | 5.15 | 0.328 | 2.20 | 0.679 | 11.38 |  |  |  |
| 8 | 0.802 | 11.19 | 0.802 | 10.27 | 0.802 | 10.60 | 0.802 | 10.85 |  |  |  |
| 9 | 0.610 | 0.89 | 0.590 | 1.11 | 0.664 | 0.42 | 0.664 | 0.52 |  |  |  |

Shaded cells: significantly aggregated spatial pattern ( $p<0.05$ )

In conclusion at the farmer level, crop spatial pattern were not significantly different from random, except for one farmer (farmer 9), who consistently had an aggregated spatial repartition of crops through the years.

### 5.2.2.4 Conclusion on spatial pattern of crops

The analyses on the spatial pattern of crops on the Burgundy study area were carried out at two scales: the study area level and the farm level. At the study area level, when considering all the crops, no consistent spatial pattern of crops over four years was found. When considering only the three main crops, spatial patterns significantly different from random were not found. At the farmer's level, the crops were mainly not
different from random, even though one farmer showed a consistent aggregated spatial pattern through the years.

In conclusion, no clear crop spatial patterns were found on this dataset, at the study area level. Moreover, the results would suggest that Burgundy farmers, with the exception of farmer 9, do not widely use the spatial blocking of fields, which is the common management of adjacent fields to ease the workload. This technique is being used more and more in England in particular (Orson, 2005).

### 5.2.3 Spatio-temporal pattern

To study the correlation between the spatial and the temporal patterns of crops, the spatial pattern of temporal groups of crop sequences was analysed. To study the spatial pattern, the analysis of the general trend with the E analysis was chosen instead of the fine pattern analysis with the chi-square test, as the E analysis does not require the use of neighbouring crops. The analysis would thus be more polyvalent and flexible for most landscape studied. The E analysis was carried out by following the definition set up in Section 5.1.3.2 (General spatial trend (E analysis), p.57). The fields considered follow the same crop rotation, but each group had a different starting crop (temporally in phase).

In order to study the spatio-temporal pattern of crops in a meaningful way, only farmers with many fields following the same crop rotation were investigated. In the case of the Burgundy study site, only rotation 3 of farmer 7 and 9 met those criteria. The results obtained are reported in Figure 5.16 and Figure 5.17.


Figure 5.16: Burgundy site: general spatio-temporal pattern (E analysis), on Farmer 7, rotation 3.

Farmer 7 had five fields following crop rotation 3 (wheat / winter barley / oilseed rape), with two fields starting with wheat, two with winter barley and one with oilseed rape (cf. Figure 5.16). The groups of temporally aggregated fields showed the highest possible level of spatial aggregation, as the observed E value matched the lowest E value obtained through 1,000 random simulations. However the spatial pattern was not significantly aggregated at the critical level of $95 \%$. This extreme configuration was occurring too often to be significantly aggregated in comparison with random allocations.

Farmer 9 had ten fields with crop rotation 3, with four starting with oilseed rape (starting crop 2), four with spring barley (1) and two with wheat (0). The observed E value corresponded to $1.3 \%$ of values obtained from 1,000 random simulation of starting crops. With a probability lower than 0.05 , the crop spatial and temporal pattern of the fields of farmer 9 , following rotation 3 was significantly aggregated. This specific case testifies the possibility of significant spatio-temporal aggregation of crops. This result explains the consistency through the years of the high spatial aggregation of crops of farmer 9 .


Figure 5.17: Burgundy site: general spatio-temporal pattern (E analysis), on farmer 9. rotation 3.

Thus, only farmer 9 had a significant level of spatio-temporal aggregation of crops. This farmer exemplified the possibility of positive correlation between spatial and temporal pattern of crops. However the use of this analysis is restricted to farmer's fields, which are following the same rotation. Moreover, sufficient numbers of fields are required in order to detect results significantly different from random.

### 5.2.4 Conclusion on spatial and temporal pattern analyses

The analysis presented in this chapter examined the spatial and temporal pattern of crops grown on the Burgundy study site from 1994 to 1997. The analysis demonstrated the presence of significant pattern both spatially and temporally different from random, even if not always widely represented.

For the temporal pattern of crops, two main conclusions were drawn: (i) overall, farmer's fields with the same rotation were temporally grouped, and (ii) when considering all crops, regardless of their rotations, no consistent temporal pattern was detected; they were farmer and crop dependent.

For spatial pattern of crops at the study area level, no consistent pattern through years was found when all the crops were considered. When studying only the three main crops, their spatial patterns were random. At the farm scale, the crops were mainly not different from random, except for one farmer, who showed consistently through the years a significant level of spatial aggregation. The same farmer was the only one presenting a significant spatio-temporal pattern, but thus confirming the possibility of positive correlation between spatial and temporal pattern. The analysis demonstrated a limitation of the E analyse, as it failed to spot extreme crop spatial arrangement if its random occurrence was too high. Therefore, it is recommended to use the E analyse only on high number of fields.

The spatial and temporal patterns may arise from several causes. The spatial aggregation of crops in close fields might facilitate the farmer's work (Maxime et al., 1996), however this might also be due to similarity of the environmental conditions (soil types, climate, water access). Both of these causes will be reflected in the use of spatial aggregation of crops. The temporal pattern of crops arises from the crop rotations and the starting crop for each field, which are directly influenced by the farmer's needs for products and their market price, and on his risk management. These parameters are relevant to the aims of the LandSFACTS model.

### 5.3 Statistical analyses to integrate within LandSFACTS model

Five statistical tests were developed for measuring spatial and temporal patterns of crops. After testing on the Burgundy dataset, they were all able to identify significant patterns, except for the chi-square analysis on fine spatial pattern, which was not adapted to the dataset characteristics. Only the most adapted and versatile tests should be integrated within the LandSFACTS model to provide control to the user on the spatial and temporal patterns of crops. A comparison between the tests is detailed below.

For measuring the temporal patterns of crops, three tests were designed, the two first one based on a chi-square test and the last one on a randomisation test. The "crop rotation phasing" test considers the starting crop of different fields with the same rotation. This test would not be useable across crop rotations, and is not versatile enough to be integrated within the LandSFACTS model. The "crop phasing" test considers the phasing of the crop regardless of the crop rotations, by considering the proportions of fields with each crop for every year. However, this analysis does not take
into account the constraints induced by the crop rotations and the return period of the crops. The "crop temporal variability compared to random simulations" test considers the temporal patterns of all the crops, regardless of the rotations. The temporal pattern is measured as the percentage of variability of the number of fields over the years. The observed crop allocation is compared with random initial crops for all the fields, therefore the constraints of the rotations are taken in account. This later test is more versatile than the two previous tests on temporal patterns. It would be even more useful if instead of recording the number of fields with each crop, the area of each crop was taken in account.

For measuring the spatial patterns of crops, two tests were designed, one based on a chisquare test and the second on a randomisation test. The chi-square test measuring fine spatial pattern considers the neighbouring crops of each crop, which are compared to the expected number of crop neighbours from an even distribution. The randomisation test on more general patterns of crops, the E analysis, considers the distances between the centroids of fields with the same crops. The observed crop allocation is compared with a random allocation of the crops to the fields. The randomisation process can take into account restrictions of the spatial extent of the crops. The E analysis has the main advantage of being useable on fields, which are not spatially continuous. The E analysis is also relevant for measuring spatio-temporal patterns. Therefore, the E analysis has a greater versatility than the chi-square test on fine patterns.

Moreover, in general, randomisation tests provide several advantages over chi-square tests. First, the chi-square tests aim solely at determining if an hypothesis is significantly true or not, i.e. whether the observed values are significantly different from the expected values. Randomisation tests, however, tend to be more: (i) versatile as they compare values measuring the degree of pattern, and (ii) adapted to inflexible constraints. The randomisation curve takes in account the constraints of the landscape, for example in the temporal test, the structure of crop rotations is respected. Moreover, the randomisation curves provide a continuous scale from both extreme patterns, i.e. from aggregated to regular patterns, against which an observed pattern may be compared. Therefore, both randomisation tests, i.e. "E analysis" for spatial pattern and "Randomisation test of percentage of coefficient of variation of crops through time" for temporal pattern, were more adapted, and were thus chosen for integration within the LandSFACTS model (Chapter 7).

### 5.4 Conclusion

In this chapter, five specifically designed statistical analyses were presented to measure the temporal and spatial patterns of crops for integration within the LandSFACTS model. The temporal pattern tests are (i) the crop rotation phasing test, based upon a chi-square test per farmer, per rotation, (ii) the crop phasing test, based upon a chisquare test per farmer per crop, and (iii) the randomisation test of percentage of coefficient of variation of crops through time. The third test is particularly adapted for integration within the LandSFACTS model, as it can be used across all the farmers, rotations, and on any landscape due to the portability of randomisation tests. The spatial pattern tests are (i) the fine pattern test, based upon a chi-square test on neighbouring crops, and (ii) the general trend test, also called the E analysis based on groups of identical crop sequences. The E analysis is particularly adapted for integration within the LandSFACTS model, as it provides a general overview of the trend of crop spatial patterns, and is usable on any landscape due to the portability of randomisation tests. The E analysis is also useful to test spatio-temporal patterns of the crops, i.e. coordination between temporal and spatial aggregations.

The statistical tests were carried out on the Burgundy study site. The following conclusions were drawn: (i) farmers tend to grow the same crops in fields with identical rotations (temporally grouped); (ii) the temporal patterns of the crops tended to be farmer and crop dependent; (iii) spatial patterns of the crops were not consistent between years; (iv) one occurrence of strong spatio-temporal patterns of crops was detected, indicating that a farmer was growing identical crops every year for his/her spatially close fields. The scale dependency of the pattern was noted. In conclusion, the new statistical tests were successful at characterising the crop patterns of a real landscape, and the "E analysis" for spatial patterns and the "Randomisation test of percentage of coefficient of variation of crops through time" for temporal patterns are particularly useful to characterise and simulate crops patterns within LandSFACTS model. Their main advantage, in comparison with the other tests, is their use of the randomisation test, which provides a reference (randomisation curve) to evaluate specific crop patterns. The integration of these statistical tests within the LandSFACTS model is further investigated in Chapter 7.1.3: General modelling approach, p. 94.

In the next chapter, a new mathematical representation of crop rotations to integrate within the LandSFACTS model is presented.

## 6 Mathematical representation of crop rotations

Crop rotation is defined as the successive growing of crops on a field (Wibberley, 1996), and rules underlying them are complex, as reported in Section 3.1.2: Agronomic constraints (p.15). To integrate crop rotations into the LandSFACTS model, the decision process leading to crop sequences should not be explicitly modelled, (cf. Chapter 2: Specifications of LandSFACTS model). The complexity of crop rotations needs to be represented in a simple and systematic mathematical structure. Only few studies considered crop rotations in a mathematical manner (cf. Section 3.3.2.4: Crop rotations p.30). In order to achieve the mathematical integration of crop rotation, a systematic classification of the rotation is presented, before proposing a mathematical and statistical structure for representing crop rotations. This chapter is the subject of a publication currently submitted (Castellazzi et al., 2008) .

### 6.1 Mathematical classification of rotations

The proposed classification of crop rotations is exemplified by a typical arable five-year rotation (Figure 6.1) for medium to heavy soils in the East Anglian region in eastern England (Clarke et al., 2000), described by Jim Orson (Orson, 2005). The classification into four categories is based upon variability in the pathways (flexibility), and the length of the rotation.

The first type of rotation is the "fixed rotation" (Figure 6.1a). Each crop follows a predefined order with no possibility of deviation (see, for example, (Colbach et al., 2005). The rotation can also be defined as "cyclical, and its rotation length is fixed, i.e. four years in this example. The second rotation (Figure 6.1b) is a "flexible" and may be represented as a multi-pathway network. For at least one crop within the rotation, the farmer makes a choice between several crops. As with the previous category, this type of rotation is "cyclical" with a fixed rotation length. The third category of rotations (Figure 6.1c) is again flexible, multi-pathway, and cyclical. However the rotation length is variable, as for example, the return period of the wheat 2 can be either four or five years. The fourth category (Figure 6.1d) encompasses less structured rotations, with great flexibility, cyclical structure with a highly variable rotation length. The pathways increase exponentially with years.

a. Fixed rotation, cyclical, fixed rotation length

b. Flexible rotation, cyclical, fixed rotation length

c. Flexible rotation, cyclical, variable rotation length

d. Flexible rotation, non-cyclical, variable rotation length

Figure 6.1: Mathematical classification of crop rotations.

In some regions rotations are highly fixed (like in Burgundy, whereas in areas more susceptible to market variation, only the main rotation principles are followed (like in eastern England, or the Fife agricultural area in Scotland). It is important that each type of rotations must be usable in the LandSFACTS model; thus, each type of crop rotation must be represented in the same format, despite their differences.

### 6.2 Rotations as transition matrices

Crop rotations are mainly sets of rules dictating crop sequences, where the primary driving rule is the influence of the crop in the current year on the crop choice for the next year. Therefore, it is possible to represent crop rotations as Markov chains, also called a stochastic matrix or transition matrix (Cox and Miller, 1965). A crop transition matrix T is a square matrix with as many rows (i) and columns ( j ) as distinct crops. A
crop may be considered as two distinct crops, if there is a need to separate their occurrence within the rotation, e.g. first and second wheat. The element in row i and column j , called Tij, represents the probability under the rotation that, given the current crop i in a field, crop j has the probability Tij to be grown the next year in the field. The sum of the elements of each row must be equal to 1 .

As an example, transition matrices of the rotations presented in Figure 6.1, are reported in Figure 6.2.
a) Transition matrix of fixed rotation, cyclical, fixed rotation length

|  |  | Current year |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Sugar beet | Fallow | Wheat 1 | OSR | Wheat 2 |
|  | Sugar beet | 0 | 1 | 0 | 0 | 0 |
| Previous | Fallow | 0 | 0 | 1 | 0 | 0 |
| year | Wheat 1 | 0 | 0 | 0 | 1 | 0 |
|  | Oilseed rape (OSR) | 0 | 0 | 0 | 0 | 1 |
|  | Wheat 2 | 1 | 0 | 0 | 0 | 0 |

b) Transition matrix of flexible rotation, cyclical, fixed rotation length

|  |  | Current year |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Sugar beet | Fallow | Spring barley 1 | I.d. wheat | Wheat 1 | Spring barley 2 | Beans | OSR | Wheat 2 |
| Previous year | Sugar beet | 0 | 0.3 | 0.35 | 0.35 | 0 | 0 | 0 | 0 | 0 |
|  | Fallow | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
|  | Spring barley 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
|  | I.d. wheat | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
|  | Wheat 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5 | 0.5 | 0 |
|  | Spring barley 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0.5 | 0.5 | 0 |
|  | Beans | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
|  | OSR | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
|  | wheat 2 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

c) Transition matrix of flexible rotation, cyclical, variable rotation length

|  |  | Current year |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Wheat | Fallow | OSR | Beans |
| Previous <br> year | Wheat | 0 | 0.3 | 0.2 | 0.5 |
|  | Oillow | 0.2 | 0 | 0.3 | 0.5 |
|  | Beans | 0.25 | 0.25 | 0.5 | 0 |

Figure 6.2: Transition matrices of three types of crop rotation.

The fixed rotation (a) has only binary probabilities, as only one crop is possible after another one. The distinction between the two wheat crops imposes the return period of the crop, and conditions the rotation length. The other two transition matrices (b and c) represent more flexible crop rotations, i.e. several crops possible for a given year. The probability of choosing a crop between several, is directed by the values in the matrix (value lower than 1).

In a crop rotation, the choice of a new crop does not always depend upon the previously grown crop, for example potatoes may only be grown every eighth year. Fixed crop rotations can incorporate those restrictions, however flexible rotations cannot. Therefore, for constraints over several years, the flexible transition matrices should be complemented with further temporal constraints, such as return period of crop, or maximum repetition of a crop on a field or by forbidden specific crop sequences.

By representing crop rotations as transition matrices, the complex decision making of integrating environmental variables (rainfall, temperature...), farm management, and market prices within a mechanistic model is replaced by a simple empirical approach based on statistical probabilities. This simplification provides a simple basis for modelling crop rotations stochastically, without requiring a multitude of parameters. However, even if only probability values are required within the transition matrices, those values need to be chosen carefully. To represent crop rotations realistically, the probability values should be derived from results of interdisciplinary research in agronomy, farm management, environment, socio-economics or agronomic statistics. In future developments of the transition matrices, this approach could be elaborated by integrating specific variables within the matrices to influence crop choices (e.g. climatic data, relative crops market prices).

The transition matrices can be used to calculate the long term proportions of crops from each crop rotation. This tool is very useful to control simulated crop proportions of a grower or over the whole landscape in a model.

### 6.3 Long-term crop proportions

For a fixed rotation, the crop proportion over the long-term is equal to one over the number of crops, e.g. for the rotation a in Figure 6.1, the long-term proportion of every crop is $1 / 5=0.20$. However, as wheat occurs twice, its long-term proportion equals 0.4 ( $2 * 1 / 5$ ). For flexible crop rotations, the calculation is more complex and uses the
properties of transition matrices to estimate it, cf. Figure 6.3. By multiplying the matrix by itself many times (which can be called the "burn-in period", default value: 200 times), the resulting matrices converge towards a steady state. A steady state may only be reached if the probabilities in the transition matrix are between 0 and 1 exclusively. In the case of a transition matrix containing 0 and 1 , such as in fixed rotations, the steady state is evaluated by carrying out further multiplications (called a "saving period", default value: 100 times) and averaging the resulting matrices. After each multiplication, a rounding check is carried out, to force the rows of the matrix to sum to 1 exactly.


Figure 6.3: Calculation of long-term crop proportions from transition matrices.

As an example, consider the crop rotation b in Figure 6.1, represented by the transition matrix b in Figure 6.2. The matrix multiplication converged to the following long-term crop proportions: $p_{\text {sugar beet }}=0.2, p_{\text {fallow }}=0.06, p_{\text {spring barley } 1}=0.07, p_{\text {late drilled wheat }}=0.07$, $\mathrm{p}_{\text {wheat } 1}=0.13, \mathrm{p}_{\text {spring barley } 2}=0.07, \mathrm{p}_{\text {beans }}=0.1, \mathrm{p}_{\text {oilseed rape }}=0.1, \mathrm{p}_{\text {wheat } 2}=0.2$. The result for sugar beet can be simply exemplified. As sugar beet is always the crop grown in the first year of the rotation, it occurs every five year, e.g. a long-term crop proportion of 0.2 .

Knowledge of the long-term crop proportions of rotation is useful when aiming at controlling the crop proportions over several fields or even at the landscape level. For example to achieve $30 \%$ of wheat over the whole landscape over 10 years, the proportion of wheat over all the rotations in fields must reach this value. Therefore by varying the crop proportions of each rotation, their proportions over the whole landscape can be controlled and modelled.

### 6.4 Transition between rotations

The use of transition matrices can be further extended to represent the transitions between the crop rotations themselves. The crop rotation on a field may change over time due to fluctuations in market prices of crops or in environmental conditions such as climate change. For example a farmer might want to alternate between a three years fixed crop rotation, R1 (wheat, oilseed rape, beans), and a two years fixed crop rotation, R2, (wheat, oilseed rape), Figure 6.4.

```
\(\longrightarrow\) wheat \(\rightarrow\) oilseed rape \(\rightarrow\) beans \(]\)
a. Rotation 1 (R1)
    \(\rightarrow\) wheat \(\rightarrow\) oilseed rape \(\square\)
b. Rotation 2 (R2)
    \(\bigcap \mathrm{R} 1 \longleftrightarrow \mathrm{R} 2\)
c. Transitions between rotations R1 \& R2
```

Figure 6.4: Diagram of transitions between two individual crop rotations.

The choice between the two rotations might be driven by the relative market prices of the three crops, the incidence of pests or disease, or even climatic conditions. The transitions between the two rotations can be represented as a stochastic process, and thus by transition matrices. The square matrix holds the probabilities of transitions between one rotation to itself, or to the other rotation (Table 6.1). The probability of rotation 1 after itself is noted as the probability r , and rotation 2 after rotation, $1-\mathrm{r}$, as the sum of each row must equal 1 .

Table 6.1: Transition matrix between two crop rotations

|  | Current year |  |  |
| :---: | :---: | :---: | :---: |
| Previous | Rotation |  |  |
| year | Rotation |  |  |
|  |  | R1 | R2 |
|  | Rotation R1 | r | $1-\mathrm{r}$ |
|  | Rotation R2 | $1-\mathrm{s}$ | s |

The system now consists of three transition matrices, i.e. rotation 1 , rotation 2 , transitions between rotation 1 and 2 , which is mathematically cumbersome. This system can be simplified by combining the three transition matrices into one, denoted $U_{T M}$ (Table 6.2).

Table 6.2: Overall transition matrix between two crop rotations ( $\mathrm{U}_{\mathrm{TM}}$ )

|  |  |  | Current year |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | (R1) |  |  | (R2) |  |
|  |  |  | Wheat | OSR | Beans | Wheat | OSR |
| Previous Year | (R1) | Wheat | 0 | 「 | 0 | (1-r)/2 | (1-r)/2 |
|  |  | OSR | 0 | 0 | r | $(1-r) / 2$ | $(1-r) / 2$ |
|  |  | Beans | r | 0 | 0 | $(1-r) / 2$ | $(1-r) / 2$ |
|  | (R2) | Wheat | (1-s)/3 | (1-s)/3 | (1-s)/3 | 0 | s |
|  |  | OSR | (1-s)/3 | (1-s)/3 | (1-s)/3 | s | 0 |

The overall transition matrix $\mathrm{U}_{\text {TM }}$ is $5 \times 5$, composed of four blocks that represent the transitions between individual crops of rotation R1 ( $3 \times 3$ top left block), R2 ( $2 \times 2$ bottom right block), R1 to R2 ( $3 \times 2$ top right block) and R2 to R1 ( $2 \times 3$ bottom left block). The entries of the transition from R1 to R1 and R2 and R2, are a copy of the individual transition matrices R1 and R2, multiplied by the probability of remaining within their respective rotations. The entries of the transition from R1 to R2 and R2 to R1 represent the probability of a change from a crop in one rotation to a crop in a different rotation. For simplicity it is assumed that when such an event occurs the crop in the new rotation is chosen at random, although this is not a strictly necessary condition. In this case of random choice, each of those entries is constructed by dividing the probability of changing from one rotation to the other by the number of crops in the new rotation. This process may easily be generalised to transitions between more than two rotations; the single overall matrix $\mathrm{U}_{\mathrm{TM}}$ that results will always be square with the
number of rows and columns equal to the sum of the number of crops over all the individual rotations.

The transition between rotations could be linked to some external driving trend, such as climatic change, for example rotation R2 may become more likely than rotation R1 over the next 50 years. In those conditions, fields with rotation R1 would switch to R2 over time. Here, for simplicity, we disallow a reversion to rotation R1 once a change has been made from R1 to R2, so $s=1$. But now, $r$ is a function of time. For example, consider the situation where a transition from R1 to R2 would have been unthinkable at the beginning of the present century, but the probability of which increases steadily year by year until, by 2050, it becomes inevitable. This may be modelled by the equation: $\mathrm{r}=(2050-\mathrm{Y}) / 50$, where Y represents the current year. It is easy to substitute this variable value for $r$ into software that implements an algorithm to model such change.

### 6.5 Conclusion

In this chapter, the crop rotations, as presented in Section 3.1.2 Agronomic constraints (p.15), were classified into four types ranging from strict rotations (i.e. fixed sequence of crops) to flexible rotations (i.e. non-cyclical and variable rotation length). To assure the usefulness of the LandSFACTS model, all the above types of crop rotation must be equally mathematically handled in the model. Instead of modelling the decision-making process of farmers, the choice of crops to grow was stochastically modelled. By assuming that choosing a crop only depends upon the previously grown crop, Markov chains (transition matrices) can be used. The transition matrices define the probability of growing a crop after any other crop within the rotation. For any restrictions on crop successions spanning over more than two years, the transition matrices should be complemented by constraints, e.g. return period of crop. From transition matrices, longterm crop proportions can be calculated, thus providing a tool to control them within the LandSFACTS model. The use of transition matrices can be further extended to model transition between crop rotations.

In the next chapter (Chapter 7), the integration of the rotations within the LandSFACTS model is detailed, alongside with the description of whole model.

## 7 Description of the LandSFACTS model

The specifications for the LandSFACTS model were detailed in Chapter 2. In brief, the LandSFACTS model is a research tool to facilitate the setting up of scenarios of crop spatio-temporal arrangement at the landscape scale, within a GM-conventional coexistence context. After analysing published literature relevant to the aims of the LandSFACTS model (Chapter 3), two lacking topics were defined (Chapter 4) and developed: (i) statistical metrics to measure crops spatio-temporal patterns (Chapter 5), and (ii) mathematical integration of crop rotations (Chapter 6).

In this chapter, by using conclusions drawn from all the previous chapters, the model is assembled. At first, the model will be defined with its distinct characteristics and the general modelling approach (Section 7.1). Then the model inputs, i.e. agronomic inputs and model parameters, are detailed (Section 7.2), followed by the description of the main process of the allocation of crops to fields over the years (Section 7.3), i.e. the "CropAllocation" program. Afterwards the model outputs, i.e. crop allocation and difficulty indexes of finding authorised allocation, are detailed and their interpretations explained (Section 7.4). The chapter is concluded with details on the implementation of the model, including the program language, data format, model executable and the availability of the LandSFACTS software (Section 7.5). This chapter has been partly published in conference proceedings (Castellazzi et al., 2007a), and will be the subject of a peer-reviewed article.

### 7.1 LandSFACTS model definition

### 7.1.1 Aim of the model

The specifications of the LandSFACTS model have been determined from multiple discussions with end-users in Chapter 2. The aim was for the LandSFACTS model to be a scientific research tool, which allocates crops into fields, to meet user-specified crop spatio-temporal arrangements, using an empirical and statistical approach. The model must meet the needs for creating GM coexistence scenarios, such as spatial and temporal separation distances between crops, with the aim of being used by researchers with agronomic knowledge of the landscape studied.

### 7.1.2 Distinct characteristics of the model

The LandSFACTS model has three distinct characteristics in comparison with published models; they are reported below.

- The model's crop allocation to fields is aimed at reaching a user-specified spatiotemporal arrangement of crops, using empirical and statistical approach. Therefore, a substantial part of the decision-making process leading to the crop arrangements is not taken in account.
- The model must be useable on any European landscape, thus no agronomic information is intrinsic. The model should only provide the structure to input sitespecific agronomic rules.
- The model aims at allocating a crop to every field for every year of simulation. Thus the spatial and temporal unit of the model is the field and a year respectively. The fields are represented as polygons with boundaries unchangeable through time, field merging or divisions are not considered.


### 7.1.3 General modelling approach

As reported in Chapter 2, the model will simulate directly the crop arrangements by using an empirical and statistical approach. Therefore the core modelling variables are kept to the strict minimum of the crops, the fields, and the crop rotations. Further variables, aimed at controlling the crop arrangements, are the three types of constraints: (i) spatial constraints, imposing separation distances between crops, (ii) temporal constraints, imposing return period and maximum repetition of crops on fields and forbidden crop sequences, and (iii) yearly crop proportion constraints limiting the area proportions over the whole landscape. These variables were derived from the review on the constraints influencing the crop arrangements (cf. Section 3.1: Origin of crop arrangements, p.15).

In addition to the strict constraints, general trends in spatio-temporal patterns of the crops are controlled by using the statistical analyses developed in Section 5.1 (New statistical analyses on crops' spatial and temporal patterns, p.45). The patterns result from the coordination between crop rotations of fields. The spatial patterns, e.g. dispersion of wheat over the whole landscape or its higher concentration to specific areas, are mainly directed by the spatial repartition of the rotations in fields. The temporal pattern mainly results from the coordination of the initial crops in the fields, e.g. if all the rotations in fields start with the same crop or if they are shifted in time.

The constraints and patterns of crops do not have to be modelled at the same time. The pattern influences the general trend on the whole landscape and does concern all the crops in all the fields at the same time. On the other hand, the constraints have a more localised influence, for example if two fields, one with GM and one with non-GM crop are too close, or, if the current crop sequence on a specific field is forbidden. The pattern should thus be imposed on the landscape only once to influence the rotation spatial repartition and the initial crops, whereas the constraints could be checked for every year of crop allocation. The crop rotations also have a major influence on the crop temporal arrangement, as it initially dictates the crop successions.

### 7.1.4 Structure of the LandSFACTS model

To use the LandSFACTS model two steps are required: (i) an initialisation phase - the preparation of the input data for crop allocation to fields (i.e. simulation phase); and (ii) a simulation phase - crops are allocated to fields through years, while respecting the user-defined spatial and temporal arrangement of the crops (crop constraints, iteration parameters, etc.). To support the initialisation phase particularly in case of missing data or new scenario testing, two programs are available to help with the rotation allocation to fields (RotationFields) and with the initial crops in each field (InitialCrops). The simulation phase (i.e. crop allocation to fields) is solely comprised of the "CropAllocation program". The individual inputs, outputs and links of the three programs are presented in Figure 7.1Error! Reference source not found..


Figure 7.1: LandSFACTS model components and programs
The elements with grey background are optional components. All the components and processes presented in the diagram are part of the "initialisation phase", except for the CropAllocation program which represents the "simulation phase", and the LandSFACTS outputs ( crops in fields for every year and difficulty indexes).

In the following section, the initialisation phase with the inputs to the "CropAllocation program" is described (Section 7.2), then the process controlling the crop allocation to fields is detailed (Section 7.3). The outputs of the simulation (Section 7.4) and then details on the technical implementation of the model (Section 7.5) are reported.

### 7.2 LandSFACTS initialisation phase: inputs to CropAllocation program

The LandSFACTS model integrates multiple elements to provide a crop allocation meeting all the user requirements. As shown in Error! Reference source not found.,
the model inputs are interrelated. The definition of the crops and the list of fields are the two core inputs, on which other inputs are built. The spatial extent of crops is controlled with the list of "possible crops in fields". The crop rotations have the crops as their main components. Then a crop rotation must be allocated for each field, along with the crop to grow in the first year. Specific constraints on crops' temporal and spatial arrangement and yearly crop proportions are available. Further inputs control the behaviour of the model during the iteration process. In this chapter, the inputs of the simulation (crop allocation) are detailed successively. They are all compulsory for the model, except if specifically stated otherwise.

### 7.2.1 Crops

Crops are the smallest unit, which are yearly allocated to every field. All the crops to be allocated within the simulation must be set up at the start.

### 7.2.2 Fields

Fields are the spatial unit on which the crops are being allocated, and they must have fixed boundaries through all the years. They must also be simple polygons (defined as a closed line with no line crossing), with known centroid coordinates if the spatial patterns are to be controlled, and with known area if the crop proportions are to be controlled (long-term proportions or yearly crop proportions).

### 7.2.3 Possible crops in fields

The spatial extent of crops might need to be limited to specific fields. For example, maize is preferably grown on low slope levels to limit soil erosion and close to water sources to allow the irrigation of the crop. For each field, the available crops must be specified, and only those crops will subsequently be allowed to be grown in those fields. Therefore only crop rotations which have all their crops authorised on the field can be chosen.

### 7.2.4 Crop rotations

The crop rotations are integrated within the model as transition matrices (cf. Chapter 6: Mathematical representation of crop rotation p .85 ). The transition matrices regulate the probability of growing a crop depending only upon the previous crop in the field. The long-term crop proportions must be calculated for each transition matrix.

### 7.2.5 Crop rotation for each field and the optional "RotationFields" program

The model requires one crop rotation per field. The allocation of a crop rotation per field, limits the possible spatial repartition of the crops over the landscape, particularly if the available crop rotations incorporate different crops. The crop rotations for each field might be provided by a survey carried out on the studied landscape. However, if the exact location of the rotation in the landscape is unknown or if new allocation of the rotations in the landscape must be tested, the user may use the "RotationFields" program.

The "RotationFields" program allocates the rotations to the fields. The user may specify either or both of the following parameters: (i) desired long-term proportion of any or all crops by area and the standard deviation permitted from the target, and (ii) the desired spatial patterns of the crop rotations. The spatial pattern is controlled by the statistical analysis based on the "E analysis" defined in Section 5.1.3.2 (General spatial trend (E analysis), p.57). Two other parameters are indispensable: the maximum number of iterations to obtain the allocation and the choice of using or not using weighted rotations to optimise the rotation allocation. The weighted rotation option is a preliminary step within the program, which alters the probability that a field is allocated any particular rotation, without considering the area of the field. (Areas are always considered within subsequent steps of the program). If the weighted rotation option is not used then each field has an equal probability of being allocated any of the rotations. If the weighted rotation option is selected, then each rotation is given a random weight, which affects accordingly its probability for being chosen for any field. The weighted rotations option is only useful if fields have relatively similar areas. It should also be noted that the use of the weighted rotation option may sometimes provide extreme allocations (e.g. if rotation x is given a weight of $95 \%$, this rotation will be over-represented within the whole landscape).

## Program inputs

- Possible crops in fields
- Rotation definitions as transition matrices
- Target long-term proportions of any crops + standard deviation permitted - not compulsory
- Target interval for the spatial pattern of crop rotations (Ep values, cf. Section 5.1.3.2: General spatial trend (E analysis), p.57) - not compulsory
- Number of randomizations for creating the randomization curve for the statistical test
- Maximum number of iterations
- The use, or not, of "weighted rotation" to optimize the allocation process


## Program approach

The program goes through the following steps in order:

1. Crop rotations with a forbidden crop (i.e. long-crop proportion target equal to 0 ) are not considered within the program.
2. Each rotation is given an equal probability to be chosen when allocating a rotation to every field.
3. If "weighted rotations" was chosen, the above equal probabilities will be altered into uneven probabilities of choosing the rotations.

- Each rotation is given a random weight (the weight of all rotations adds up to 1 ).
- Calculate the long-term proportions of each crop with the current random weighing
- Check how many crop proportion targets are met.
- If more targets are met than the current best --> this current random weighting replaces the current best weighing.
- If less targets are met than the current best --> this current random weighing is deleted, and a new random weighting is created. This loop keeps on iterating until the maximum number of iterations is reached.
- If all targets of long-term crop proportions are met or if the maximum number of iteration is reached, the program proceeds to step 4.

4. For each field, the possible rotations are determined (using possible crops in fields)
5. For each field, a rotation is randomly allocated by using the rotation weights.

- If all targets of crop long-term proportions and spatial patterns are met --> the rotation allocation is accepted
- if not, the program goes to step 5 until the maximum number of iterations is reached.


## Program outputs

- A rotation for each field
- Crop long-term proportions over the landscape of the rotation allocation
- Spatial pattern value (E and Ep) of the rotation allocation
- Report on the iteration process


### 7.2.6 Initial crops for each field and the optional "InitialCrops" program

The initial crops determine the crops, from the field crop rotation, to be grown in the first year of simulation. The coordination of the initial crops between fields influences the temporal patterns of the crops. An initial crop must be specified for every field. If they are not, then a random allocation option is available. If the random allocation option is activated, the "CropAllocation program" will randomly choose an initial crop when starting.

If the user wants to coordinate the initial crops between fields towards a specific crop temporal pattern, the InitialCrops program is available. The program will randomly allocate an initial crop to each field, and check if the current crops temporal patterns meet the requirements. The statistical analysis of the crops temporal pattern is based on the "Randomisation test of percentage of coefficient of variation of crops through time" defined in Chapter 5.1.2.3 (Crop temporal variability compared to random simulations, p.51).

## Program inputs

- Number of randomisations for creating the randomization curve for the statistical test (default: 1,000 randomisations)
- Number of years on which the coefficient of variation is calculated (default: 100 years)
- Two choices of randomisation processes: after a failed allocation of initial crops to fields, the failed allocation has one initial crop altered (improve_ iteration) or all are re-randomised (random_iteration)
- Maximum number of iterations until allocation is accepted.
- Crop rotations as transition matrices
- Long-term crop proportions for each rotation
- A crop rotation per field
- Field areas
- Target interval for the temporal pattern of initial crops


## Program approach

The program goes through the following steps chronologically:

1. The randomization curve for the temporal pattern analysis is created by using randomly allocated initial crops to each field.
2. The temporal pattern of the current initial crops is calculated
3. If the current CVp value is within the targets $\rightarrow$ the current initial crop is accepted and the program stops.
4. If not, the iteration process starts:
5. If improve_ iteration was selected $\rightarrow$ a randomly chosen field has a new random initial crop.
6. If random_iteration was selected $\rightarrow$ all the fields have new random initial crops.
7. The temporal pattern of the current initial crops is calculated
8. If the current CVp value is within the targets $\rightarrow$ the current initial crop is accepted and the program stops.
9. If not: the program goes to step 5.

## Program outputs

- An initial crop for each field
- Temporal pattern value ( $\% \mathrm{CV}$ and CVp ) of the rotation allocation
- Report on the iteration process


### 7.2.7 Crop constraints

Three broad types of constraints can control further the crop arrangements: spatial constraints, temporal constraints and the yearly crop proportion constraints. Each type of constraint is checked with the proposed crop allocation. Crop allocations can only be accepted if they meet all of the constraints. The setting up and use of crop constraints are not compulsory.

### 7.2.7.1 Spatial constraints

The spatial constraints aim at enforcing separation distances between two individual types of crops grown in fields. Two fields are considered as neighbours, if the shortest distance between their outside boundaries is within the specified distance. The main GIS function used is the "positive buffer" function, e.g. fields boundaries expanded outwards by the separation distance. If two crops with spatial constraints are too close to each other, one of them will have to be changed. The program allows setting priorities to crops alteration. For example for a specific coexistence scenario, the presence of conventional crops might prevent GM crops being grown in the neighbourhood; to integrate this constraint within LandSFACTS, the GM crop is given the highest priority in being altered in case of conflict with conventional crops. The number of individual
spatial constraints is not limited. This constraint type is checked for every single yearly crop allocation, over the whole landscape.

### 7.2.7.2 Temporal constraints

The temporal constraints aim at enforcing rules on the crop succession. Three types of temporal constraints are available: (i) return period of crops, or group of crops, on a field, i.e. temporal separation between crops; (ii) maximum successive growing of a crop, or group of crops on a field; (iii) forbidden crop sequence. Those constraints are inspired by classical agronomic and rotational recommendations. The temporal constraints are linked to individual fields in order to reflect the pluralism of individual farmers' decisions. The yearly crop allocations are checked for their agreement with the temporal constraints in relation to the precedent crop allocations.

### 7.2.7.3 Yearly crop proportion constraints

A target area proportion can be set up for every crop and year, with an authorised standard deviation. Specifying a target for all crops and years is not compulsory. Every yearly crop allocation must meet the specified targets for the year and the crops.

### 7.2.8 Iteration options and penalties

The iteration options control the behaviour of the model, when the program attempts to overcome an unauthorised crop allocation, by changing some of the crop allocations. Four iteration options are available:

- Option 1. In this option, all fields, whether problematic or not have their crop randomly altered. If this option is used during the first year of simulation, a new random initial crop is chosen for every field. For any other year of simulation, a new choice of crop is made within the transition matrices for every field. This option is not an optimisation process.
- Option 2.1. In this option, one randomly chosen problematic field has its crop randomly altered. If this option is used during the first year of simulation, the initial crop of one problematic field is randomly chosen. For any other year, a new choice of crop is made within the transition matrix of a problematic field. The choice of the problematic field to alter is detailed in Section 7.3.2 (Problematic-points temporary store, p.107).
- Option 2.2. In this option, the one randomly chosen problematic field (see Option 2.1) has its crop exchanged with a crop from the same crop group set up by the user (e.g. crops with the same function within a rotation).
- Option 2.3. In this option, the one randomly chosen problematic field (see Option 2.1) has its crop exchanged with the universal crop. The universal crop cannot be linked with any temporal or spatial constraints.
For each iteration option, the user specifies the maximum number of iterations allowed. If all options are enabled, they will be carried out successively until the crop allocation for the current year is accepted.

The order of the options is intentional, as each option provides a more specific crop alteration than the previous options, which increases the probability of finding an authorised crop allocation. Option 1 is the only option without optimisation, i.e. a complete new crop allocation for every field is generated every time; whereas the other three options are optimising, as they improve on a "current" crop allocation by altering only the crop of one problematic field. Option 1 is useful to provide a completely new random allocation without any optimisation. Although very often option 1 will not find an authorised crop allocation, however it has a specific use. For example, allowing 10 iterations with option 1 as a precursor to any optimisation iteration options (2.1, 2.2, and 2.3), means that the "best" crop allocation out of 10 random ones (from Option 1) would be used for optimisation. Therefore the optimisation process has more chance to be started from a "normal" crop allocation instead of an extremely bad one. This technique would also decrease output variability between simulations with the same inputs (e.g. standard deviation of overall penalties or number of iterations used).

Both Option 1 and Option 2.1 provide new random decision(s) within the crop rotations. As they fully respect the crop rotations, both options can be set up to high number of maximum iteration without altering the quality of the crop allocation. Option 1 and Option 2.1 differentiate by their process. Option 2.1 is based upon an optimisation process, as it tries to improve upon a current crop allocation by altering only one field with an unauthorised crop, whereas Option 1 is non specific, as it alters all the crops, regardless of their current agreement to constraints. Due to its optimisation technique, Option 2.1 is more efficient and reliable than Option 1 to find an authorised crop allocation.

Option 2.2 uses the optimisation technique by altering the crop of only one problematic field, as Option 2.1. However the crop rotations are not respected, as the problematic crop is exchanged for a crop of the same crop group set up by the user. For example a group could be crops with the same function within a rotation, or a-like crops.

Option 2.3 also uses the optimisation technique, by replacing a problematic crop by a "universal crop" chosen by the user. The universal crop option is the last chance to find an authorised crop allocation. A universal crop may be fallow for example, i.e. if no crops can be grown on a specific field, it is left as fallow for a year. In order to be authorised on any field, the model obliges the user at choosing only a crop, which is not linked to any spatial or temporal constraints. Thus the universal crop will always agree with all the constraints. There is one exception, due to the possibility of imposing a yearly crop proportion for the universal crop. Therefore using the universal crop might not improve a crop allocation if any of the crops does not meet its targeted yearly crop proportion. For example, if GM oilseed rape should be at least in $5 \%$ of the arable area, and a GM oilseed rape field is spatially too close to conventional one (i.e. spatial constraint), by exchanging the GM crop for the universal crop (e.g. fallow), the area of GM oilseed rape may fall below $5 \%$ and thus not be authorised. For some scenario, it might be useful to use as the universal crop an "unreal crop", e.g. "flag crop", in order to keep track of which fields couldn't comply with the crop allocation constraints.

Depending upon the aims of the simulation and the constraints imposed on the crop allocation, the maximum iteration options must be adjusted. The impact of iteration options on the authorised crop allocation and on the difficulty indices of the simulation, are further explored in Section 8.6 (Sensitivity analyses, p.120). Section 8.8 (Recommendations on model use, p.142) presents recommendations for their setting up.

A penalty value may also be set up for each iteration option. The penalty value will be applied to every field on which an iteration option was successfully used (improved crop allocation). Thus, the simulation keeps a track of how often the crops in specific fields are changed to reach the desired crop patterns. The penalties to the fields will allow comparison between simulations, for example, to evaluate the difficulty of obtaining an authorised crop allocation if the mandatory separation distance is increased between GM oilseed rape and conventional varieties.

Furthermore, the model records the number of times each field has an unauthorised crop allocation, and which constraint it failed. The most problematic fields and constraints may therefore be spotted, providing a tool to alter the scenarios either to facilitate the allocation or to increase the difficulty.

### 7.2.9 Simulated annealing

The simulated annealing process is a generic algorithm for optimisation, which aims at increasing the probability of reaching a desired target, by preventing the program to be blocked at a local minimum. For example, the logic behind this technique can be compared to the situation of walking in a labyrinth, i.e. when blocked at a dead-end (local minimum), it is necessary to walk back to a previous intersection and take a new pathway. In the case of the LandSFACTS model, the program may be blocked at an unauthorised crop allocation, which cannot be improved further by altering only one crop without going back to a "worse allocation" in order to find a new pathway towards the desired allocation. The exact process is explained below.

The program tries to overcome an unauthorised crop allocation by altering the "currently best" crop allocation using the iteration options. When only one crop is altered at a time (any option except 1), the program may not be able to improve the "currently best" crop allocation by altering only a crop. A worse crop allocation would need to be accepted as the "currently best" (step backwards) to unblock the program and thus increase the chance of finding an authorised crop allocation.

The value of simulated annealing influences the speed and chances of reaching an acceptable crop allocation. A low value, such as 1 or 2, would accept "worse" situations very often, and the optimisation process would be slow (many iterations required) or even nonexistent. A high value, such as 1,000 , would provide a way out of local minima only after having checked 1,000 crop alterations. Such a high value requires an even higher maximum number of iterations to be allowed. Finding the right balance for the simulated annealing value is important, to avoid local minima, while not slowing down the iteration process.

The use of the simulated annealing process complies with the requirement that an authorised crop allocation (i.e. successful allocation) must meet all the constraints specified by the user.

### 7.2.10 Simulation parameters

The simulation parameters are comprised of the number of year of crop allocations required, and the constraints that need to be checked for this simulation (they can be disabled, if necessary).

### 7.3 LandSFACTS simulation phase: process of CropAllocation program (allocation of crops to fields)

The simulation phase is comprised of only one program called "CropAllocation". The program allocates the crops to the fields, by using the crop rotations of the fields and their initial crops, and by respecting temporal and spatial constraints, and the yearly crop proportion.

### 7.3.1 Overview of CropAllocation process

The first step of the program is to check the coherence of the inputs. For example the rotations assigned to the fields (section 7.2.5) should all be defined as rotations (7.2.4) and with calculated long-term crop proportions.

The model starts by assigning the initial crops to the fields, Figure 7.2. If random initial crop was specified, it is carried out. This proposed crop allocation is checked for its agreement with the spatial constraints (separation distances between crops), and the yearly crop proportion for the initial year (year 0). If the proposed crop allocation respects them, it is authorised and saved. The program now consider the next year. For each field, a new crop is randomly chosen using the transition matrix of their assigned rotation and considering the crop allocated for the previous year. The proposed crop allocation is checked for its agreement with the temporal constraints, yearly crop proportions, and spatial constraints. If the proposed crop allocation respects them all, it is authorised, saved, and the program moves to the next year. The program will keep on allocating the crops to the fields, for all the required years.


Figure 7.2: Overview of CropAllocation program

### 7.3.2 Problematic-points temporary store

For every iteration, the crop allocations are checked for their agreement with the constraints, the problematic-points temporary store records the fields with unauthorised crop allocations, i.e. not complying with constraints. The store is reset before each new iteration. The problematic-points store aims (i) at assessing the number of failed constraints of the current crop allocation over the whole landscape (sum of the points of all the fields); (ii) at identifying the fields that should have their crop changed.

The problematic-points are calculated over all the constraints. For the temporal constraints, if a crop cannot be authorised on a field due to previous crops, a point is added to the field problematic-point temporary store. For the yearly crop proportions, if any crop proportion over the whole landscape is not respected, all the fields have one point added to their problematic-point temporary store. In addition, the difference between the current crop proportion and the targets are recorded. For the spatial
constraints, if two crops are closer to each other than authorised, both fields have one point added to their problematic-point temporary store.

The sum of the problematic-points for all the fields provides an overall estimation of the closeness to the desired allocation. The closer the sum is to null, the "better" is the allocation. This sum is indispensable to compare two crop allocations and deciding which one is closer to the desired allocation.

The problematic-points are also useful to determine the fields, which should have their crop altered. The fields with the highest values in their problematic-point temporary store are given a higher probability of having their crop altered. For this purpose, some fields have their problematic-points altered to prioritise the resolution of temporal problems over spatial problem. The points of a field are set to null in the following circumstances: if the field does not meet a spatial constraint and (i) the field's crop does not have the highest level of priority of being altered (cf. chapter 7.2.7.1: Spatial constraints, p.101); (ii) the field's crop has the highest level of priority of being altered but this field meets all the non-spatial constraints when other fields do not.

### 7.3.3 Overcoming unauthorised crop allocation

During the simulation, if a crop allocation does not meet all the constraints, the allocation is "unauthorised". The program then must alter this crop allocation, until it is "authorised". It is the iteration process. The current crop allocation to be improved is labelled as "currently best".

A new crop allocation is proposed by altering the "currently best" one. The alteration is done by using the iteration options controlling the behaviour of the model (7.2.8: Iteration options, p.102). If only one crop is to be altered at a time (any iteration option except 1), the program chooses one field randomly accordingly to the problematicpoints (7.3.2).

This new crop allocation is checked for its compliance with the constraints. If all the constraints are met, the crop allocation is authorised, and thus this iteration process is stopped. If all the constraints are not met, the program must decide if the new allocation is closer to the desired landscape than the "currently best" one. If the sum of its problematic-points temporary store is lower or equal to the one of the "currently best",
the new allocation overwrites the "currently best". If not, it is deleted. Then the program goes to the next iteration.

Every time, the alteration of a crop in a field improves the crop allocation, a penalty is applied to the field. The penalties to fields are independent from the problematic-point temporary store. The penalties to fields provide an evaluation of the difficulty of obtaining an authorised crop allocation (i.e. how many fields had to have their crops altered, and how many times).

If no crop allocation is accepted after the maximum number of iterations is used, the simulation is prematurely stopped. The model reports to the user, the number of years of successful allocation and indicates which year failed (no crop allocation are given for the failed year), and which constraints caused the failure.

### 7.4 LandSFACTS outputs and interpretations

The model provides two main outputs: the crop allocation to fields and the difficulty indexes. Both are detailed below.

### 7.4.1 Crop allocation to fields

The major output of the LandSFACTS simulation is a crop for every field and every successful year. Only crop allocations agreeing with all the specified constraints, are considered as successful and thus reported to the user. A log file is also provided to document the inputs, iteration processes and outputs of the simulation.

### 7.4.2 Difficulty indexes of the obtained crop allocations

The difficulty of obtaining a crop allocation is evaluated by using three main indices: (i) overall penalties to fields, (ii) number of iterations used, (iii) number of conditions which had to be overcome during the iteration process. The calculation of the indices is explained in section 7.2.8 (Iteration options, p.102). The overall penalties to fields index aim at providing an overall evaluation of the difficulty of obtaining the crop allocations. The number of iterations used gives an indication on how difficult it was to find a correct crop allocation. The last index provides an insight on how many constraints had to be overcome during the iteration process.

The difficulty indexes provide an evaluation of the difficulty that the software has to generate a crop allocation meeting all the user-specified constraints. These indexes are particularly useful to compare scenarios, for example to determine if an increased separation distance between two crops affects the difficulty of finding a valid crop allocation. It should be noted that the value for each difficulty index is specific to one particular simulation (i.e. they depend on random choices made within the model). Therefore to estimate the difficulty of a specific scenario, LandSFACTS should be run many times (e.g. a strict minimum of 10 times for statistically significant estimation, 100 times would be more relevant but is not always feasible due to lengthy run times) with the same inputs, in order to provide a range of difficulty indices that could be analysed subsequently.

### 7.5 LandSFACTS implementation

### 7.5.1 Program language

The LandSFACTS model is available as three independent C++ programs, written using Bloodshed Dev-C++, version 4.9.9.1. a Bloodshed Software (open source software, available on http://sourceforge.net), under a Microsoft Windows environment. The programs were built in a modular format designed to facilitate the implementation of further developments. The programs are comprehensively commented upon to facilitate program debugging and further developments.

### 7.5.2 Inputs and outputs format

The input tables and $\log$ files with the program results are text files delimited with tabulations, ".txt" extension. The data are within a database structure, cf. Appendix C. The database structure has the advantage of being a concise and effective way of storing data, as it prevents redundancy and incoherence in the dataset. User-friendly software facilitating the data input for the LandSFACTS C++ programs is presented in Section 7.5.4.

### 7.5.3 Model executable and example datasets

The model executable and the source code are available in Appendix B in CD format. An example dataset is also provided, with the data in the required text file format.

### 7.5.4 LandSFACTS software

To facilitate the use of the LandSFACTS C++ programs, they are embedded within the LandSFACTS software, developed by Joanne Matthews as part of the SIGMEA project (2005). The software provides graphical interfaces with wizards to facilitate the data entry by the user, and manages the coherence and dependencies of the data, by using a database. The software provides many extra tools, to only cite a few: determination of the areas, centroids, and neighbours of the fields from the landscape shapefile, display of crops and rotation names instead of ID, automatic calculation of the long-term crop proportions of each rotation and at the landscape level, checking of coherence between inputs.

The LandSFACTS software is written in Python version 2.4.3, and uses SQLite version 3.3.6 for database. The user interfaces are build up using PyQt version 4.1.1 based on Qt version 4.1.2. The help file is created using HelpMaker, version 7.3.

The LandSFACTS software version 1.6 was released on the 8 June 2007, as open source software under the GNU Public Licence. The software is complemented with a (i) help file detailing users inputs, data interpretation, project examples and technical information, (ii) example datasets and projects as explained in the help file, they are based upon the SmallLandscape and BigLandscape shapefiles, and (iii) a tutorial in Microsoft PowerPoint format detailing the building up of a new project. They are currently available within the Rothamsted Research website: http://www.rothamsted.ac.uk/pie/LandSFACTS/. They are included in Appendix B in digital format.

### 7.6 LandSFACTS current use

The LandSFACTS software and thus model is currently being used by researchers to investigates scenarios of the introduction of GM crops within European landscapes, within the SIGMEA project (2005). These current users are part of the following research organisations: INRA (Institut National de la Recherche Agronomique, France), CETIOM (Centre technique interprofessionel des oleagineux metropolitains, France), UPS (Universite Paris Sud, France), CSL (Central Science Laboratory, UK).

### 7.7 Conclusion

The LandSFACTS model as presented in this chapter, aims at allocating crops to fields to meet user-defined crop arrangements. The modelling approach and processes were kept as simple as possible, in order to allow future users of the software to be fully aware of the processes behind the crop allocations. The control of the crop arrangements is divided into two main sections, inputs controlling (i) temporal arrangement of crops: crop rotations, temporal constraints, initial crops of fields regulated by temporal patterns ("InitialCrops" program) and yearly crop proportions; and (ii) spatial arrangements of crops: possible crops in fields, crop rotation in fields regulated by spatial patterns ("RotationFields" program), and spatial constraints. The above inputs are based upon the definition of the crops and fields. Further inputs are required to control the behaviour of the model in the search for the desired crop allocation (iteration parameters and simulated annealing parameter), and to record the difficulty in obtaining it (penalties to fields). The "CropAllocation program" is based upon a linear programming technique, complemented with a controlled simulated annealing process. For the first year, the program allocates the crops to the fields using the initial crops in fields, this proposed crop allocation is authorised if it agrees with all the spatial, temporal constraints and yearly crop proportions. In this case, the program uses the crop rotation to determine the next year's proposed crop allocation. If a crop allocation is not authorised, it is improved by following the iteration parameters set up by the user, until either the proposed allocation is authorised or the program runs out of iterations allowed. In this latter case, the program is stopped. The model outputs the authorised crop allocation to fields and a report on the difficulty of obtaining it.

The three programs composing the LandSFACTS model are available as stand-alone C++ programs, with inputs and outputs as text files. However to facilitate their use, they are embedded within the LandSFACTS software, developed by Joanne Matthews as part of the SIGMEA project (2005). The software provides user-friendly interfaces with wizards guiding the user's inputs, and facilitating data management. The software is currently being used by researchers investigating the introduction of GM crops within European landscapes, within the SIGMEA project (2005).

In the next chapter, the model is assessed to determine if it meet the requirements set up by the users as specified in Chapter 2.

## 8 Model assessment

The LandSFACTS model as presented in Chapter 7 is the result of the work carried out in this thesis. The first step of the project was the identification of the model specifications detailed with the end users (Chapter 2). The knowledge derived from reviewing published research work (Chapter 3) allowed to determine a methodology for the development of the model (Chapter 4). Specifically designed tool were required: (i) new statistical analyses for spatial and temporal patterns of crops (Chapter 5), and (ii) a new mathematical representation of crop rotation (Chapter 6). Both tools were integrated within the LandSFACTS model, as reported in Chapter 7. The model and its software are available in Appendix B. After designing and developing the model, a further step is required: the model must be assessed for its fitness to purpose.

Models become more credible, and thus more likely to be used, after their fitness for purpose has been assessed and is clearly documented to the users of the model (Rykiel, 1996). The form of the assessment is dependent upon the aims of the model, and the approach chosen. The chapter describes a review of model assessment from the literature, after which an aim is identified for the LandSFACTS assessment. Then the main steps of the assessment were carried out and reported in sections on the assessment of the conceptual model, the code verification, the sensitivity analyses, and finally a case study. The model assessment is concluded by general recommendations on the model.

### 8.1 Model assessment in the literature

The model assessment must follow the steps of development of the model (Refsgaard and Henriksen, 2004; Rykiel, 1996; Sargent, 2003; Schlesinger et al., 1979), cf. Figure 8.1.


Figure 8.1: Diagram of modelling steps and assessments
Adapted from Refsgaard and Henriksen (2004), Rykiel (1996), and Sargent (2003)

By representing the system reality within the scope of the model specifications, a conceptual model is built up. This step can be assessed for its conceptual validity. Then the conceptual model is translated into model code using programming. The code needs to be verified. The user may then input parameters within the model, also called calibration. And finally the model can be simulated using those inputs in order to obtain the model results. The assessment of this final step is the model validation.

Model assessment and particularly the definitions of the terms: validation, verification, and calibration are the focus of much on-going debate (Oreskes et al., 1994; Pontius et al., 2004; Refsgaard and Henriksen, 2004; Rykiel, 1996). The controversy arises from both semantic and conceptual philosophy.

Oreskes et al (1994) argue that verification is only possible on closed systems. As most earth science models are unable to encompass a whole system, they cannot be considered as closed, thus their verification is impossible. Within this context, verification can only be tested for the correct implementation of the conceptual model or algorithms to model codes (Hoover and Perry, 1989). In order to prevent unanticipated circumstances, Rykiel (1996) identifies two types of code verification
errors: (i) mechanical, e.g. programming errors, usually solved by program debugging and (ii) logical, e.g. the logic employed within the programs. Code verification is very difficult for large models, therefore generally only the common circumstances of use of the model are being verified (Rykiel, 1996).

As stated by Oreskes et al (1994), validation does not aim at establishing if the model accords with reality. A model can be considered valid, if it doesn't have any known or detectable flaws (Oreskes et al., 1994), and if it fulfils its specific purpose (Sargent, 2003). Sargent (2003) noted that the cost and time required for model validation over the complete scope of the model is often too expensive. Therefore, models are often only tested on a limited range of intended applications, and are thus only partially validated, or validated until proof of the contrary.

In order to improve communication concerning the validation processes, Rykiel (1996) advocates that three main elements should always be cited when reporting any validation processes: (i) the model's purpose, (ii) the criteria that must be met for validating the model, (iii) the context in which the model is valid. If those elements are not specified, the usefulness of the validation process is null, as it is unknown for what the model has been validated.

Many different techniques of validation are reported within the literature (Rykiel, 1996; Sargent, 2003), including qualitative and quantitative measures. The validation techniques are very often specifically designed for each model, the main techniques are: comparison to other models, degeneration tests, extreme condition tests, face validity, historical data validation, internal validity, parameter variability or sensitivity analysis, traces, predictive validation. Depending on the type of model, the available data, and time and cost constraints, one or several of the above validation techniques are used. For example, Pontius et al (2004) advocated four steps for the validation of land-use models: (i) budgets of the source of error; (ii) to compare the model to a Null model (no changes between the initial landscape and the predicted one), (iii) to compare the model to a Random model (random changes); (iv) to perform the analysis at multiple scales. The error budget is mainly composed of two elements: the errors of location and the errors of quantity (Pontius et al., 2004). The determination of the respective part in the error budget of the location and quantity error is essential for identifying how to improve the model further. Another example is presented by Baudry (2003), who used random allocation of the crops into fields, in order to compare with the impact of using the "agronomic rules" on the crop allocation. Joannon's (2004) model validation aimed
at determining if their crop allocation model could help explain the choices of farmers, and had no predictive purpose. The validation had the two following steps: at first only the rules of crop succession were investigated, then the second step considered the crop allocation simulated against the real crop allocation.

Model assessment is still the subject of much debate and discussion. However for determining the scope and application of models, it is invaluable. Detailing the aim of the assessment process and the techniques that are used for a particular model assessment, as advised by Rykiel (1996) and Pontius et al (2004), is indispensable for a good communication and understanding within the scientific community. Ideally model assessment should be carried out by outsiders of the model development, particularly to assure the independence of the assessment (Sargent, 2003). However, the assessment of the model in this thesis should provide useful information on the scope of the model, on known restrictions and highlight possible enhancements of the model. In the next section, the precise aim of the LandSFACTS assessment is presented.

### 8.2 Aim of LandSFACTS assessment

The full assessment of the LandSFACTS model is outside of the scope of this thesis, due to time constraint. Therefore the aim of this assessment was the evaluation of the credibility of the model within its normal scope of use. The normal use of the model is defined as using the LandSFACTS model for obtaining crop allocation meeting all the crop arrangements specified by the user. The LandSFACTS model is intended to be used (i) to create scenarios of crop arrangements, (ii) to fill up incomplete datasets, and (iii) to investigate the impacts of constraints on crop arrangements. The model should not be used to forecast or predict crop allocation, it is only a scenario building tool, respecting the users' specifications of spatio-temporal crop arrangements. Considering the circumstances detailed above, the LandSFACTS model is valid if (i) the obtained crop allocations meet all the constraints specified by the user; and if (ii) the iteration processes follow the parameters set up by the user.

### 8.3 Method of assessment

The model assessment was carried out in three steps: (i) evaluation of the conceptual model, (ii) code verification, and (iii) sensitivity analyses on iteration parameters and separation distances. The assessment was also complemented with a case study. The crop allocation obtained from the model could not be compared with historical data, as
the model is not a forecasting tool. For the same reason, the correct calibration of the model, i.e. choice of the inputs, is the responsibility of the user.

The LandSFACTS model is composed of three programs: RotationFields, InitialCrops and CropAllocation. The first two programs provide an alternative way for the user to set up specific inputs for the crop allocation. Neither interferes with the processes within the CropAllocation program, which allocates crops to fields. Therefore their assessment was limited to code verification. The CropAllocation program, which simulates the crop allocation to fields, is a complex program involving stochastic decision making and constraint checking. Therefore, it was the main focus of the assessment.

### 8.4 Assessment of conceptual model

After Sargent (2003), a conceptual model is valid if (i) the assumptions and theories behind the model are correct and if (ii) the structure, logic, mathematical relations of the model are "reasonable". In relation to those points, the conceptual model was examined through the following topics: (i) temporal and spatial unit of crop allocation, (ii) crop rotations, (iii) control on crop spatio-temporal arrangements, (iv) landscape as a unique scale.

### 8.4.1 Temporal and spatial units

The main assumption of the model is its restriction to allocating only one crop to one field for every year. Two issues are linked to this restriction: the fixed boundaries of the fields over the years, and the limitation to one crop per year. The assumption of the model is the fixed boundaries of the fields over the years. In agricultural landscape, field boundaries are redefined over the years by merging with other fields, subdivision into smaller fields, or both at the same time. The LandSFACTS software does not incorporate this degree of complexity, and it is recognised as being an issue for crop allocation in some landscapes. The temporal restriction to one crop per year, is valid for European agriculture, where harvesting is usually annual.

### 8.4.2 Crop rotations

The crop rotations represented as transition matrices and complemented with the temporal constraints, direct the crop allocation to fields over the years. This method allows the modelling of fixed and flexible crop rotations. However, the model only
integrates constant probabilities of transitions: they cannot evolve through time. This possibility of evolution would be important for modelling evolving landscapes, such as for climate change scenarios. A mitigation measure can be currently used by using master transition matrices, which would regulate the transition from one crop rotation to another crop rotation (cf. Chapter 6.4: Transition between rotations, p.90).

### 8.4.3 Control on crop spatio-temporal arrangements

The LandSFACTS model integrates various ways of directly influencing the spatial and temporal arrangement of crops within the landscape. The model controls the crop arrangement with the crop rotations to fields, spatio-temporal constraints of crops, using empirical tests; and spatio-temporal patterns of crops, using statistical measures. The limits of the crop patterns statistics were reported in Chapter 5.1 (New statistical analyses on crops' spatial and temporal patterns, p.45).

Moreover the control of the spatial and temporal patterns is currently outside of the main simulation (RotationFields and InitialCrops program). Therefore the patterns are fixed over the years, which can be considered as a draw back in evolving landscapes, where crop rotations are highly variable (not fixed).

### 8.4.4 Landscape as an unique scale

The analyses of spatio-temporal patterns on the Burgundy dataset cf. 5.2 (Crop pattern analyses on landscape datasets, p.66), showed a scale dependency in the crop patterns. Therefore the model should have provided the possibility of controlling crop patterns at different scales, such as farmers (group of fields) and groups of farmers (e.g. cooperatives). Due to time constraints, the control on the crop patterns is only available at the landscape scale, instead of multiple scales. The current conceptual model is not wrong, but could benefit by integrating different scales of interactions.

### 8.4.5 Conclusion

The conceptual model of LandSFACTS has some important restrictions, such as the limitation to allocating only one crop per year, fixed field boundaries, constant crop rotations, and a unique scale for crop pattern control. The model would greatly benefit from overcoming them. However, the model does not aim at forecasting real crop allocation; it is only a tool to create scenarios of crop arrangement. Therefore, as long as the restrictions of the model are clearly identified and communicated to the user, the conceptual model can be considered valid within its restrictions.

### 8.5 Code verification

Code or program verification aims at ensuring that the implementation of the conceptual model into computer programs is correct (Sargent, 2003). No computer program of consequent length can be fully verified, however, they should be tested as fully as possible. The LandSFACTS programs were verified at several stages. At first, during the program development, the process of each line of code was checked. Then general tests were carried out to verify the agreement between expected and obtained results from the program. The main technique used was the "degenerative test". For this test, inputs were carefully chosen to test how the model behaved in specific circumstances. For example, to test if the model forbade correctly the return period of crops (e.g. a minimum of one year gap may be required between wheat crops), a crop rotation with this forbidden sequence (e.g. rotation with continuous wheat) was allocated to all the fields. The crop allocation obtained should not have two wheat crops consecutively grown on any field. All the constraints imposed on the crop allocation have been checked one by one during their development. Further tests were carried out by combining different constraints, and checking their simultaneous integration within the software. A list of some of the general tests carried out is reported in Appendix D.

A source of possible errors is the stochastic processes occurring within the model. The stochastic decisions are based on a pseudo random generator from the standard C++ library GCC (Gnu Compiler Collection) version 3.3.1. A pseudorandom number generator is an algorithm generating a sequence of numbers, which approximate random number properties. With the same "seed", i.e. number to initiate the generator, the sequence of random numbers is identical. This particularity allows exact replication of simulations, which is particularly useful for debugging a program or to investigate the influence of variables. Depending on the user choice, the generator is started either with a seed based on computer time or on a specific seed provided by the user. The first random number generated is never used, to avoid biased results (time seed of consecutive simulation could be very close or even identical). The random numbers generated were visually tested for randomness, cf. Figure 8.2 . Over 1,000 sequentially generated random numbers, they visually seemed to be spread out from 0 to 1 included. No specific patterns in the number generation were recognised; therefore, this random generation was acceptable for the purpose of LandSFACTS model. However, for future improvement, a more robust random generator might be required.


Figure 8.2: Visual test of generated random numbers within LandSFACTS model

Stochastic decisions are occurring at three instances within the program: when (i) choosing randomly an initial crop; (ii) choosing randomly a crop based on the previous crop using the transition matrix; (iii) choosing a field from all the problematic fields, to alter its crop. Each of those options was tested as indicated in Appendix E. The randomness of the stochastic process within the model appeared satisfactory for the desired level of the model requirements.

### 8.6 Sensitivity analyses

The sensitivity analyses were used to identify the impacts of the model's parameters upon the difficulty of obtaining a crop allocation. Ideally, all the parameters of the model should have been analysed, however due to time constraints, only the three following were chosen: (i) comparison between one or all crop alterations (i.e. iteration option 1 or 2.1), (ii) simulated annealing value, and (iii) the distances for the spatial constraints. They were chosen, as their impact on the difficulty of obtaining a landscape was not easily predictable (i.e. straightforward). The investigation on the simulated annealing also provided an insight on how to set up this variable. And the analyses on a wide range of distances for spatial constraints was used to help understand their impact on the difficulty of obtaining a crop allocation.

### 8.6.1 Datasets for sensitivity analyses

For the sensitivity analyses, two datasets were used: the Fife and the Beauce study area. For the statistical significance of the sensitivity analysis, datasets with a high number of fields were indispensable. Thus, the Fife study area with 388 fields and the Beauce study area with 1,993 fields were advantageous. The sensitivity analysis did not aim at
replicating an existing landscape, but at analysing how the model behaved. Therefore, the agronomic information was adapted to the needs of the analysis, and did not reflect reality within the study areas, Table 8.1 . Both datasets have many differences, e.g. number of fields, fields shapes, rotations, separation distances, therefore their results should not, and cannot be directly compared. They provide two independent platforms, on which to test the sensitivity of the model.

Table 8.1: Summary of the Fife and Beauce datasets for the sensitivity analyses

|  | Fife | Beauce |
| :---: | :---: | :---: |
| Number of fields | 388 | 1,993 |
| Crops | 13 crops, including GM and conventional oilseed rape | 11 crops, including GM and conventional oilseed rape |
| Crop rotation(s) | 2 rotations (cf. Appendix F): <br> - permanent grassland <br> - all crops (11), flexible rotation, probabilities adapted to yearly crop proportions | 1 rotation (cf. Appendix F): "all crops" rotation, flexible rotation for 10 crops, probabilities adapted to yearly crop proportions |
| Rotations in fields | 114 fields are permanent grassland ( $29 \%$ of fields), the other fields have the all crops rotation | All fields with "all crops" rotation |
| Initial crops in fields | random | random |
| Spatial constraints | 100 m between GM and conventional oilseed rape. If too close, the GM crop must be altered first. | 200 m between GM and conventional oilseed rape. If too close, the GM crop must be altered first. |
| Temporal constraints | - After GM oilseed rape, no conventional oilseed rape - cereals: up to three years in a row <br> - winter crops: up to three years in a row | - wheat: two years in a row maximum <br> - after GM oilseed rape, no conventional oilseed rape the next year or the year after |
| Yearly crop proportions | - winter conventional oilseed rape: 0.18 constant over years - wheat: 0.22 constant over years <br> - set-aside: 0.08 constant over years <br> - spring conventional oilseed rape: 0.04; 0.04; 0.03; 0.02; 0.01 <br> - GM oilseed rape: $0 ; 0 ; 0.01$; 0.02; 0.03 | For every year: <br> - conventional oilseed rape: <br> 0.15 <br> - GM oilseed rape: 0.05 <br> - wheat: 0.3 |
| Years of simulations | 5 | 5 |

### 8.6.2 Comparison between one or all crop alterations

The Fife dataset was used to compare the probability of finding authorised crop allocations with two different sets of iteration options: only 10,000 maximum iterations for option 1 (all fields have their crop randomly altered) or only 10,000 maximum iterations for option 2.1 (one problematic crop has its crop randomly altered). Each set was run for 50 simulations of 5 years. Option 2.1 was run firstly without any simulated annealing (a value of -1 ), and secondly with simulated annealing using a value of 50 . The results are presented in Table 8.2.

Table 8.2: Comparison between the successes of crop allocation using iteration options based on the alteration of random choices (option 1 and 2.1)
$\left.\begin{array}{llll}\hline \text { Iteration option } & 1 \text { (all fields) } & 2.1 \text { (one field) } & 2.1 \text { (one field) } \\ \hline \begin{array}{l}\text { Simulated annealing } \\ \text { Percentage of successful } \\ \text { simulations }\end{array} & 0 & \text { not applicable } & \text { not used }\end{array}\right) 50$

When all the fields had their crops altered at each iteration (option 1), the program was unable to find any crop allocation meeting all the constraints. However if only one crop was altered at a time (option 2.1), with no simulated annealing values set, 36 out of 50 simulations were completely successful (authorised crop allocation for the 5 years). On average, only 3.6 years of successful crop allocations were found out of 5 . If the simulated annealing value was set to 50 to avoid local minima, the program found authorised crop allocation for all five years of all the 50 simulations ( 5 successful years out of 5).

In conclusion, the use of the optimisation algorithm (option 2) increased the chances of finding an authorised crop allocation over a non-optimisation algorithm (option 1). The advantage of using a simulated annealing value was also highlighted; the impact of this variable was further analysed within the next section.

### 8.6.3 Simulated annealing

The simulated annealing option aimed at preventing the program getting blocked in a local minimum before finding a crop allocation for all the required years. It was most useful with iteration option 2.1 labelled as "one randomly chosen problematic field had its crop randomly altered", (7.2.8: Iteration options, p.102). Both datasets were tested with 10,000 maximum iterations per year for option 2.1 (penalty value $=1$ ), over 5
years and with various simulated annealing values. For every simulated annealing value, the Fife dataset was run 50 times, and the Beauce dataset 5 times. The limited number of replicates was due to time constraints, e.g. the Beauce dataset, with its 1,993 fields required at least 5 hours per simulation.

## Simulated annealing values and successful simulations

For both datasets, when not using the simulated annealing option, not all required years had an authorised crop allocation, i.e. on average, only three years out of five were authorised for the Fife dataset, and no years for the Beauce dataset, cf. Figure 8.3.


Figure 8.3: Impact of simulated annealing values on the number of years with authorised crop allocations within a) Fife dataset and b) Beauce dataset

The dotted line represents the average value of authorised years over 50 simulations each. The cross points are individual values for the 50 simulations. They show the values obtained for each specific simulated annealing value (up to 6 individual values:
> from no year authorised up to the 5 years authorised). The points on the left side of the vertical axis represent simulation without the simulated annealing option.

With simulated annealing values ranging from 3 to 1,000 on the Fife dataset, crop allocations were found for each year. With higher simulated annealing values, simulations were less successful at finding authorised crop allocation for the 5 years. In average, for a simulated annealing of 5,000, the simulations failed finding an authorised allocation for the last year (authorised year $=4$ ). The results from the Beauce datasets followed the same pattern of $100 \%$ of authorised crop allocation for 5 years for simulated values ranging from 3 to 250 . With higher simulated values ( 500 to 1,000 ), the proportions of authorised years found decreased sharply to reach only one year in five with authorised crop allocation for 1,000 simulated annealing values.

The differences in results between the two datasets, i.e. the simulated annealing values and the sharpness of the decrease, might be due to several combined factors. The constraints on the Fife dataset are less restricting than on the Beauce dataset, particularly in regards to (i) the number of fields where GM can be grown (Fife: 388114 fields; Beauce: 1,993 fields), and (ii) separation distances (Fife: 100m; Beauce: 200 m ). Moreover, the maximum number of iterations was fixed at 10,000 (one field has its crop changed at each iteration) for both datasets, regardless of their characteristics. For example, for a simulated annealing value of 1,000 , every time the simulated annealing option is used (a worse crop allocation temporarily accepted to unblock the program), it is 1,000 iterations over 10,000 , which have been used, i.e. $1 / 10^{\text {th }}$ of the possible iterations. Therefore, every time the simulated annealing option is used, less iterations are available to reach an authorised allocation afterwards. This is more critical for the Beauce dataset (for which on average only 1.5 years produced valid, authorised data) with its higher number of fields with potential problems (cf. above) than for the Fife dataset (for which all 5 years produced authorised data). This exemplifies that the ratio of the simulated annealing parameter to the maximum number of iteration is a determining factor that should be adapted to the potential number of fields with problematic crop allocations. With a higher number of maximum iterations for both dataset, it would be expected that the decrease in successful simulation would occur at higher simulated annealing values. Further simulations and case studies would be required to capture the relationships between them, and set up rules for choosing appropriate values of the simulated annealing parameters.

In conclusion, simulated annealing values were indispensable for the optimisation processes aiming at authorised crop allocations. However, after a specific simulated annealing value threshold, the simulated annealing process did not facilitate the search for authorised crop allocations. The threshold seemed to depend upon the number of potential problematic fields (dependent upon the difficulty of the constraints) and, the maximum number of iterations available.

## Simulated annealing values and overall penalties

The analysis of the relationship between the overall penalty and the simulated annealing parameter value was important to determine if or how the simulated annealing parameter value influenced the overall penalties of the crop allocations. Only the simulations successful for all the years were considered for this analysis, i.e. simulated annealing values between 3 to 1,000 for the Fife dataset, and between 3 to 250 for the Beauce dataset (cf. previous section: Simulated annealing values and successful simulations). Every time a crop was successfully changed on a field (improving the previous allocation by using or by not using the simulated annealing option), a penalty of 1 is added to the field. The overall penalties are the sum of all the penalties of all the fields for all the simulated years.

For both datasets, the overall penalties decreased exponentially with increasing simulated annealing values, before they stabilised at around 290 penalties for the Fife dataset and 640 for the Beauce dataset, cf. Figure 8.4. The standard deviation decreased dramatically with increased simulated annealing values. The shape of the curves can be explained by the fact that with small simulated annealing values, altered crop allocation are accepted very often (i.e. many worse allocation accepted as better). Therefore, more penalties are applied to fields. With higher simulated annealing values, the iteration process has more iterations to find an altered crop allocation which improves crop allocation. Moreover, the proportion of the number of iterations accepted using the simulated annealing option over the overall number iteration needed (overall penalties) is more stable with higher simulated annealing values, thus decreasing the variability in overall penalties between simulation runs.


Figure 8.4: Impact of simulated annealing values on overall penalties within a) Fife dataset and b) Beauce dataset.

The error bars represent the standard deviation from 50 simulations. All of the points represented had the 5 years of authorised crop allocations.

Therefore after the analyses, to find the lowest and the most stable overall penalties between many runs of the same simulation, a high simulated annealing value is recommended. However, as demonstrated earlier a high simulated annealing value might decrease the probability of finding authorised crop allocations.

## Simulated annealing values and simulation time

An important consideration, when running simulations is the time required to obtain an authorised crop allocation. The time required is directly linked with the number of iterations that have to be performed before finding an authorised crop allocation, for a given set of conditions to respect. Therefore, to optimise the time cost, the limitation of the number of iterations required is an important consideration.

In Figure 8.5, the numbers of iterations used to find authorised crop allocation are shown in relation to their simulated annealing values. For both datasets, the number of iterations decreased with increasing simulated annealing value down to an optimised value, 50 for the Fife dataset and 10 for the Beauce dataset, before it steadily increased. With small simulated annealing values, crop allocations regardless of their number of unauthorised crops, are regularly accepted during the iterations, thus preventing any optimisation process. Whereas with large simulated annealing values, "worse crop allocations" are not very often accepted, thus the program has a large number of iterations available to find a better allocation from the current crop allocation. In the latter situation, the process is more optimised but may require more iterations, i.e. time. To optimise the time required for simulations the simulated annealing values should be chosen to correspond to the dip in number of iterations.


Figure 8.5: Impact of simulated annealing values on the number of iteration used within a) Fife dataset and b) Beauce dataset.

In conclusion, the simulated annealing values for a given maximum number of iterations influenced (i) the probabilities of finding authorised crop allocations, (ii) the
overall penalty incurred to find authorised crop allocation, (iii) the variation in overall penalties between similar runs, and (iv) the time required to find authorised crop allocations. Therefore, the simulated annealing values should be chosen very carefully. Moreover as the optimum value was dependent upon the dataset (e.g. landscape, crops, and the constraints on the crop allocation), ideally, the above analyses should always be carried out to determine the optimum simulated annealing value, before producing any results from the LandSFACTS model. As a very rough guideline, the maximum number of iterations should be, at the very least, double the expected number of fields with problematic crop allocation, or the number of fields simulated, whichever is the greater. Furthermore, the simulated annealing parameter value should be set initially to 0.01 times the maximum number of iterations. This guideline could be used to run the first few simulations, then, depending on the results (no authorised crop allocation found, or successful crop allocation but too time consuming), both values should be refined further, using the conclusion drawn from the above sensitivity analysis. For example, in the case of unsuccessful simulations, the first step is to increase the maximum number of iterations. More extensive sensitivity analyses would be required to provide more authoritative guidelines on the setting up of the simulated annealing parameter value.

### 8.6.4 Separation distances

The impact of separation distances on the crop allocation of a landscape should be dependent upon: (i) the proportions of the targeted crops in the landscape, (ii) the spatial patterns of the targeted crops in the landscape, (iii) the distance to be respected, and upon (iv) the mosaic of the fields, e.g. size of fields, field shapes, and adjacency of fields. The impact of increased separation distances on the difficulty of finding authorised crop allocation was studied on two datasets.

Both datasets were set up to run for one year with fixed proportions of the crops being separated (Beauce: 15\% conventional oilseed rape, 5\% GM oilseed rape; Fife: 3\% conventional and $3 \% \mathrm{GM}$ ), and for a wide range of separation distances (Beauce: from 0 to 300 m with 6 values, Fife: from 100 to 2,000m with 8 values). For both datasets, the maximum number of iterations (option 2.1) was fixed at 10,000 per year and the simulated annealing value at 50 . Fifty replicates were run for each scenario, except for the Beauce dataset where 40 replicates were run for the 100 and 200m scenario, and 10 replicates for the 300 m scenario (restrictions due to higher run time). Crop allocations meeting the constraints were found for each scenario (Figure 8.6), except for the Beauce dataset with the 300 m separation distance, for which $50 \%$ of the simulations were
unsuccessful at finding authorised crop allocation. An authorised crop allocation could have been found with higher maximum iterations; however, this was not tested to respect the consistency between the scenarios and because of the time limitations for the analyses.

For both datasets, with increasing separation distances, the overall penalties for finding authorised crop allocations increased (Figure 8.6). The form of this increase was different for the two datasets. The Beauce dataset showed a linear increase in overall penalties with increasing separation distances ( $r^{2}=0.94$ ), whereas the Fife dataset demonstrated an exponential increase ( $\mathrm{r}^{2}=0.99$ ). When only the lowest separation distances of the Fife datasets are plotted, the relationship could be explained with a linear line $\left(r^{2}=0.99\right)$. Therefore, it is proposed that if the Beauce dataset was simulated with higher separation distances and with higher iteration maximum, the overall penalty might increase exponentially with increasing separation distances, as is shown by the Fife dataset. However, this proposal would have to be tested.

In the case of the Fife dataset, the standard deviation of the overall penalties increased with increasing separation distances. The large variation in iteration numbers is probably due to the initial random choice of the crop allocation; if the program randomly chose a crop allocation with few unauthorised crop allocations, less iteration were required to obtain the desired authorised crop allocation, than if the initial choice had many unauthorised crop allocations. The impact of the initial crop allocation would be higher with harsher constraints. For identical separation distances, for example 100 m , the average overall penalty for the Beauce dataset was 130 (standard deviation: 22), and 3.5 (standard deviation: 3.48) for the Fife dataset. This important difference could be caused by several contributory factors. Firstly, the difference between the datasets results arises from the number of fields with potential unauthorised crops. The finding of authorised GM oilseed rape allocations with a given separation distance from conventional oilseed rape would be more difficult in Beauce than in Fife, for the following main reason. Beauce has more fields that can grow GM than Fife (overall number of fields, and number of fields with oilseed rape in their rotations), thus more oilseed rape fields are within the separation distances, i.e. more fields might need to have their crop changed (for which more iterations would be required). Despite this difference in the difficulty of finding a crop allocation, both datasets were run with the same number of maximum iterations: 10,000 . This number of iterations is enough for the Fife dataset, but not for the Beauce dataset, as is shown by the unsuccessful simulation for separation distances higher than 200 m . A further factor would impact on
the differences between the datasets: the shape and mosaics of the crops, which might influence the number of fields within the separation distances. Unfortunately, this factor was not quantified within the assessment.


Figure 8.6: Impact of separation distances within a) the Fife dataset and b) the Beauce dataset on the number of overall penalties.

To thoroughly understand the impact of separation distances on the difficulty of finding authorised crop allocation, further analyses would be required. A possible study would be to alter the crop proportions over the landscape to quantify its influence on finding crop allocation with separation distances. Another study concentrating on the impact of field shape and mosaic upon crop allocation would also be useful; this would require the qualification and quantification of the fields in the landscapes. These studies would provide an insight into the feasibility of separation distances for landscapes with different proportions of the crops and different types of field shape.

### 8.7 Scenario testing for a real landscape

The scenarios exemplified in this section only demonstrate the use of the LandSFACTS model. This study did not aim to provide any complete evaluation of the proposed scenarios, and did not aim to replicate real landscape situations.

The scenarios aimed to investigate the impact of spatial patterns of GM oilseed rape and of specific separation distances between GM and conventional oilseed rape, on the difficulty of obtaining authorised crop allocations. To reach this aim, four scenarios were developed: one for each extreme of spatial pattern of oilseed rape varieties (A: aggregated and B: regular), to be tested with (A1 and B1) and without (A0 and B0) the separation distance. The spatial pattern of oilseed rape varieties (as described in the following section) was controlled by imposing the pattern on the allocation of the crop rotations to fields. Scenarios without the separation distances were useful to construct a baseline, against which to assess the scenarios with the separation distance. In summary, the four scenarios were:

- A0: spatial aggregation of GM oilseed rape rotation, no spatial constraints,
- A1: spatial aggregation of GM oilseed rape rotation, 50 m spatial constraints,
- B0: spatial regularity of GM oilseed rape rotation, no spatial constraints,
- B1: spatial regularity of GM oilseed rape rotation, 50 m spatial constraints.

The setting up of the scenarios is presented below, followed by the analyses of the results.

### 8.7.1 Setting up scenarios

The scenarios were based upon the Beauce dataset as the high number of fields facilitates statistical analyses and increases the credibility of the results. However, using the complete cropping system of the Beauce dataset would have unnecessarily increased the difficulty of both setting up and interpreting the results. Therefore only a very simplified version of its cropping system was used, i.e. its nine main crops (oilseed rape, wheat, spring and winter barley, peas, maize, sunflower, set-aside and other cereals), flexible crop rotations complemented with temporal constraints, and no spatial restrictions on the extent of crops (all crops available to all fields). The separation distance between GM and conventional oilseed rape was set to 50 m , this small distance was chosen to optimise the simulation time and increase the chance of finding authorised crop allocations. If a GM and conventional oilseed rape were too close to each other, the GM crop had to be changed. Because this set up could result in no GM oilseed rape being allocated to fields, it was necessary to control the yearly proportion
of GM oilseed rape. Within the LandSFACTS model, the spatial pattern of crops is controlled by imposing spatial pattern on the crop rotations, i.e. when rotations are allocated to fields. This required that a GM oilseed rape crop must be present in at least one crop rotation, but also that at least one crop rotation must not contain this crop. The cropping system and setting up of spatial patterns are detailed below.

### 8.7.1.1 Cropping system

The cropping system of the dataset was reduced to three crop rotations. The first one was permanent set-aside. The other two had flexible crop proportions: one with and one without GM oilseed rape. For both rotations, the probability of transition from any crop to oilseed rape (GM or conventional depending upon the rotation) equalled 0.2 , to wheat 0.3 , to sunflowers, maize, peas or spring barley 0.05 , to set-aside, winter barley or other cereals 0.1 . The flexible crop rotations were complemented with the following temporal constraints: (i) wheat could only be grown two years in a row, (ii) oilseed rape had a return period of 3 years maximum (i.e. at least one year gap between two oilseed rape crops), and (iii) conventional oilseed rape could not be grown if GM oilseed rape was in the field two years ago. Due to the high flexibility of the crop rotations, the proportion of the main crops was controlled by using the yearly crop proportion constraint: $15 \%$ of conventional oilseed rape, $5 \%$ of GM oilseed rape and $30 \%$ of wheat. The allocation of a rotation to each field is presented in the next section, as it imposed the spatial pattern of the crops. Because the rotations were very flexible, the choice of the initial crop did not impose a temporal pattern on the crops. Therefore, the initial crops were set as randomly chosen from the crops of the rotation of each field at the start of the simulation; this initial allocation could then have been altered during the iteration process in order to meet all the specified constraints, e.g. crop proportions or temporal constraints.

### 8.7.1.2 Spatial patterns of the rotation with GM oilseed rape

The allocation of the rotations to the fields was done by using the RotationFields program. The constraints were $15 \%$ ( 0.2 authorised deviation for all proportions, i.e. for $15 \%$, acceptable values were between $12 \%$ and $18 \%$ ) of the area with conventional oilseed rape, $5 \%$ with GM oilseed rape, $30 \%$ with wheat, $10 \%$ with set-aside, and the fields with the GM rotation should be spatially aggregated for scenario A (Ep lower than 0.05 , with 1,000 randomisation points) and spatially regular for scenario B (Ep higher than 99.95 , with 1,000 randomisation points). The crop proportions within the rotations and for the whole landscape were chosen carefully, in order to be
mathematically compatible. In the above circumstances, any rotation allocation, which had the rotation with GM allocated for around a quarter of the fields, and the rotation with conventional oilseed rape for three quarters of the fields, were respecting the constraints on crop proportions.

The resulting crop rotation allocations are presented in Figure 8.7 and Figure 8.8, and they met the requirements set up for crop proportions and spatial patterns of the rotations, cf. Table 8.3. The proportions of GM and conventional oilseed rape rotations were slightly different between the two scenarios (more fields with the GM rotation, i.e. $1.4 \%$ of the landscape area, for scenario A than for scenario B), but they both met their targets. Closer proportions of the crops between the two scenarios would have been better to isolate the influence of spatial patterns of the rotations from crop proportions. The difference in number of fields between scenarios was due to the variable field areas.

Table 8.3: Characteristics of crop rotation allocations for scenario A and B (long-term crop proportions, levels of spatial patterns, and proportions for each rotation).

| Crops | Scenario A <br> (aggregation) | Scenario B <br> (regularity) | Targets |
| :--- | :---: | :---: | :---: |
| Conventional oilseed rape | 0.145 | 0.155 | $0.15(0.2)$ |
| GM oilseed rape | 0.055 | 0.041 | $0.05(0.2)$ |
| Wheat | 0.3 | 0.294 | $0.3(0.2)$ |
| Sunflowers | 0.05 | 0.049 | - |
| Maize | 0.05 | 0.049 | - |
| Set-aside | 0.1 | 0.119 | $0.1(0.2)$ |
| Peas | 0.05 | 0.049 | - |
| Winter barley | 0.1 | 0.098 | - |
| Other cereals | 0.1 | 0.098 | - |
| Spring barley | 0.05 | 0.049 | - |
| E values | 0.987222 | 1.01899 | - |
| Ep values | 0 | 100 | Scenario A: < 0.05 <br> Scenario B: > 99.95 |
| Number of fields with GM <br> oilseed rape rotation (in | $578(25.4)$ | $391(19.0)$ | - |
| brackets the area in km |  |  |  |
| Number of fields with <br> conventional oilseed rape <br> rotation (in brackets the <br> area in km |  |  |  |



Figure 8.7: Crop rotation allocation with aggregated GM rotations (Scenario A).


Figure 8.8: Crop rotation allocation with regularly spaced GM rotations (Scenario B).

The difference in spatial patterns of the GM oilseed rape was visually identifiable. The spatially aggregated GM oilseed rape fields (scenario A, Figure 8.7) were concentrated in the middle of the study area, while on the "regular landscape" (scenario B, Figure 8.8) they were spread out through the landscape. Moreover, the number of GM fields being neighbours of other GM fields was visually much higher in the aggregated landscape than in the regular one, this was corroborated by results in Table 8.4. In scenario A, fields with GM oilseed rape had twice the probability of being within 50 m of another field with GM oilseed rape than in scenario B, but they also had a higher probability of conflicting with conventional oilseed rape rotations (GM rotation within 50 m distance from conventional rotation). It should be noted, that for scenario A due to the higher number of fields with the GM rotation, more fields were available for growing GM oilseed rape. Therefore, finding authorised crop allocation for scenario A could be artificially facilitated.

Table 8.4: Number of neighbouring fields with GM or non-GM rotations for scenarios $A$ and $B$.

| Rotations within 50m distance |  | Scenario A | Scenario B | A - B |
| :---: | :---: | :---: | :---: | :---: |
| GM rotation | GM rotation | 1074 | 524 | 550 |
| GM rotation | Conventional rotation | 5234 | 3929 | 1305 |
| Conventional rotation | Conventional rotation | 6377 | 7703 | -1326 |
| Any rotation | Permanent grassland | 0 | 529 | -529 |

More extreme spatial patterns could be found, by using a randomisation curve with more than the current number of points $(1,000)$. A higher number of randomisation values would increase the chance of finding extreme patterns, i.e. increasing the tail of the distribution. However, finding a desired rotation allocation with a large number of randomisation points would require more computer time. With the definition of the cropping systems, the allocation of the rotations to fields, and the choice of the initial crops, the agronomic parameters of the scenarios were set up. The next section presents parameters controlling the behaviour of the LandSFACTS model.

### 8.7.1.3 Iteration parameters

The iteration parameters control how the model alters the proposed crop allocations, when it does not meet the constraints specified by the user, in order to find authorised crop allocations (meeting all the constraints). The iteration parameters for the scenarios
were set as 100 maximum iterations with all fields randomly altered (option 1, no penalty), 10,000 maximum iterations with random alteration of a problematic field (option 2.1 , penalty equals 1 ), and 500 maximum iterations with the universal crop (option 2.3, penalty equals 100) labelled "flag crop" with a simulated annealing value of 50. The iteration parameters were used to determine the best allocation out of 100 full random allocations, before optimising it by using a new random choice within the transition matrix of the rotations. As a last resort, the universal crop could be allocated. The parameters were identified from the results of the sensitivity analysis.

### 8.7.1.4 Summary of scenarios

The four scenarios described in Table 8.5, using the inputs parameters already detailed in this section were simulated over three years. Each scenario was run 10 times with different random decisions (i.e. random numbers generated using time based seeds). The results are presented in the following section.

Table 8.5: Summary of characteristics of the four scenarios.

|  |  | Spatial patterns of GM oilseed rape rotation <br> aggregation | regularity |
| :---: | :---: | :---: | :---: |

### 8.7.2 Results from scenarios

The statistical summary of the difficulty of obtaining authorised crop allocation for each scenario is presented in Table 8.6 (refer to Appendix G for detailed data). The difficulty of obtaining crop allocations with the scenarios without separation distances (scenario A0 and B0) was not significantly different from each other ( $\mathrm{p}=0.01$, cf. T-test results). These two scenarios always provided the desired crop allocation with around 354 (+33) as overall penalties and around 4,000 iterations. It can therefore be concluded, that the spatial patterns of the rotation with GM oilseed rape did not interfere with the difficulty of finding an authorised crop allocation when there were no spatial constraints (only temporal constraints and yearly crop proportions).

Table 8.6: The proportion of successful simulations, the number of iteration and of penalties (statistical significance shown) in obtaining crop allocation for each scenario.

| Scenarios ID | Proportion of successful simulations |  | Number of iterations used |  | Overall penalties |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Average | Stdev | Average | Stdev | Average | Stdev |
| A0 | 100 | 0 | 3973 | 939 | 355 | 34 |
| B0 | 100 | 0 | 4139 | 742 | 353 | 32 |
| A1 | 100 | 0 | 9903 | 1438 | 671 | 58 |
| B1 | 30 | 48.3 | 18090 | 2866 | 1488 | 536 |
| B1s | 100 | 0 | 15588 | 3589 | 713 | 64 |
| Student T-test, with $\mathrm{p}=0.01$. and 18 degree of freedom (except for B1s: 11 degrees) |  |  |  |  |  |  |
| A0 vs B0 |  |  | Not signific different |  | Not signifi different |  |
| A1 vs B1 |  |  | Significa | different | Significan | different |
| A0 vs A1 |  |  | Significa | different | Significan | different |
| B0 vs B1 |  |  | Significa | different | Significan | different |
| B 0 vs B1s |  |  | Significa | different | Significan | different |
| A1 vs B1s |  |  | Significa | different | Not signifi different |  |

B1s: only successful simulations (3 replicates out of 10)
Stdev: standard deviation

The scenarios with separation distances of 50 m between GM and conventional oilseed rape were significantly different ( $\mathrm{p}<0.01$ for their overall penalties) from their respective scenario without separation distances. With a separation distance of 50 m , scenario A1 (spatially aggregated GM oilseed rape fields) had authorised crop allocation for all the simulations, whereas in the case of scenario B1 (spatially regular GM oilseed rape fields) $70 \%$ of the simulations ( 7 out of 10 ), failed to find an authorised crop allocation for the third year. The comparison of the number of iterations and overall penalties of scenario A1 and B1, showed that they are statistically different ( $\mathrm{p}<0.01$ ). However as scenario B1 had 7 replicates without complete crop allocations (only two years out of three), the three successful simulations were grouped in a subsample called B1s. A significantly higher number of iterations was required to find authorised crop allocation when the GM crops were spatially regular ( $p<0.01$ ). However, the number of fields which had to have their crops altered (quantified with the overall penalties) was not significantly different between A1 and B1s. The results from B1s were only based upon three replicates, which had successful crop allocations over ten replicates, i.e. they were the three most efficient run out of ten. Therefore, they do not fully represent scenario B1. To increase the number of successful simulations of scenario B1, higher maximum iterations would have to be needed, for example, the
maximum number of iterations of option 2.1 (one new random crop) could have been increased from 10,000 to 20,000 . However considering that for those scenarios, one iteration required around 1.5 seconds of computer time, a simulation could last up to 25 hours (20,000 iterations * 3 years). The higher number of simulations required to find authorised crop allocations for scenario B1 in comparison to scenario A1, also demonstrated that spatially aggregating crops, which had required separation distances, did tend to lead to successful coexistence. A higher number of replicates and iteration maximum would have provided a more complete evaluation. As noted in Section 8.7.1.2 (Spatial patterns of the rotation with GM oilseed rape, p.132), the results could be biased by the higher number of fields available to grow GM oilseed rape in scenario A in comparison with scenario B. Therefore, more locations of GM oilseed rape could be tested by the model during the iteration processes in scenario A than B. The evaluation of the impact of this difference in available fields would require further investigation.

An example of crop allocations for each scenario is presented in Figure 8.9 and Figure 8.10. The presented crop allocations were chosen as they had overall penalties close to the median of their scenario groups.


Figure 8.9: Example of crop allocation for a scenario A1, (seed: 3197, year 0)


Figure 8.10: Example of crop allocation for a scenario B1 (seed: 27115, year 0)

To identify the fields, which had their crops successfully altered to meet the constraints, the overall penalties to fields table ( OvFP table) was available in the output $\log$ file of the LandSFACTS program. The average penalties to fields for all successful simulations of the scenarios (average of 10 simulations for scenario A1 and of 3 simulations for scenario B1) are presented in Figure 8.11 and Figure 8.12. For both scenarios, nearly all fields had to have their crop altered at least once to meet the temporal constraints, yearly crop proportions or separation distance. The fields with the highest penalties on average (the darkest colour) were all with the GM rotation. This was due to the crop priority set up, i.e. if a GM and conventional crops were too close to each other, the GM crop was altered. Therefore, fields with GM crops had more chance of having their crop altered.


Figure 8.11: Average penalties per fields for scenarios A1 ( 10 simulations)


Figure 8.12: Average penalties per fields for successful scenarios B1 (3 simulations)

Due to the low number of successful replicates for those scenarios ( 10 for scenario A, and only 3 for scenario B), only tentative conclusions were deduced from the average penalties to fields. Higher number of simulations would provide a better identification of the most problematic fields (more statistically significant), and therefore would allow the investigation of the characteristics of those fields. For example, a specific crop rotation, field's shape, or number of neighbours could be common denominators for most problematic fields. Identifying the origin or main causes that increased the difficulty of finding a successful crop allocation, would provide an insight into how coexistence measures would be most beneficial, and identifying possible pitfalls (e.g. fields with a specific shape could increase the difficulty of finding a crop allocation meeting specific constraints).

### 8.7.3 Conclusions

The case study presented in this Section 8.7 did not aim at providing a complete evaluation of the proposed scenarios, but to provide a full example of the use of the LandSFACTS model. By studying the above scenarios, it could be concluded that the spatial patterns of crops and the constraint of separation distances did influence the difficulty of obtaining crop allocation. Spatially aggregated crops, in comparison with spatially regular crops, facilitated the search of authorised crop allocations for the studied scenarios. However to validate those conclusions, further studies would be required to investigate the correlation between the flexibility in crop allocation (e.g. more fields available to grow GM oilseed rape) and the difficulty of finding an authorised crop allocation. Further scenario testing would also be needed to evaluate the exact interactions between separation distances, spatial patterns and yearly crop proportions, on the difficulty of finding crop allocation. The identification of why some configurations of parameters hindered the ease of finding crop allocations, would provide some insight into how to best set up coexistence measures adapted to specific landscapes. The scenarios used here only considered relatively small separation distances $(50 \mathrm{~m})$ for testing purposes. Analyses with larger distance, i.e. hundreds of meters and even several kilometres, would also be required for real coexistence scenarios.

The testing of the above scenarios also demonstrated the use of the LandSFACTS model. More particularly the usefulness of controlling spatial patterns of the crop rotations was exemplified.

### 8.8 Recommendations on model use

Through the conceptual model assessment, sensitivity analysis and the scenarios, several recommendations for the use of the model were identified. The recommendations are ordered in the following sections: (i) general recommendations, (ii) recommendations on designing scenarios (landscape, constraints, and multiple runs), and (iii) recommendations on setting up model parameters.

At first as a general recommendation, the model should only be used within its stated purpose as in Section 7.1.1: Aim of the model (p.93). More particularly the model only provides crop allocations that meet the user specifications of crop spatio-temporal arrangements. Therefore, the user is responsible for the inputs provided to the software, in terms of their agronomic and socio-economic adequacy and their relevance to the scenarios studied. In particular, the extent of the simulated landscape should be adequate for the overall study purposes. For example, modelling gene flow of crops might require a landscape as small as two fields to study small-scale flows, or up to more than 2,000 fields (c. $10 \mathrm{~km}^{2}$ ) for a larger-scale flow study. In addition, using the model requires a thorough understanding of the constraints affecting the studied landscape, and expert knowledge on the study landscape should be sought for realistic scenarios. To optimise further the use of the model, a good understanding of the model structure is recommended. For example, as the model only considers one crop per field per year, agricultural systems with complex crop successions within individual years cannot be easily simulated. Two solutions could circumvent this issue, (i) every intraannual crop succession could be considered as one crop, or (ii) the model time step (a year) could be reallocated to be a smaller time step (e.g. a month or 10 days). Again it should be noted that the model does not attempt to forecast or predict real crop allocation and therefore it must not be used for this purpose.

Secondly, to design the scenario the three following points should be considered: (i) the landscape itself, (ii) the choice of the constraints, (iii) the relevance of multiple runs. The spatial delimitation of the simulated landscape might influence the crop allocation of the fields close to the boundary, particularly since spatial constraints between crops (separation distances) must be respected. To limit this "edge effect", the simulated landscape should be spatially extended to include the surrounding fields by at least twice the largest separation distance. If such information is not available, the outer fields of the landscape (twice the separation distance), should be considered as having potentially flawed crop allocation. The model and in particular the spatial statistical test
(Section 5.1.3.2: General spatial trend (E analysis), p.57), were designed and tested on a limited set of landscapes. Therefore, the use of the model on widely different mosaics of fields (with, for example, a wide range of fields areas) or fields shapes (with, for example a large proportion of long thin fields) should be done cautiously, and such results should be carefully checked.

The constraints to be imposed on the landscape should be chosen very carefully. Whereas a large number of constraints and highly restrictive constraints might be useful to reproduce the complexity of an existing landscape, they increase the difficulty of finding an authorised crop allocation. Moreover, such levels of complexity are not necessary or relevant for all scenarios testing. When setting up the constraints, the number of fields within the landscape should be considered, as small number of fields will limit the potential location(s) of crops and thus their potential areas (e.g. reaching exactly $20 \%$ of wheat in a landscape with 10 fields might only be possible with specific areas for each field). Furthermore, the coherence between all the constraints should be checked to prevent the case that no authorised crop allocation exists (which must lead to unsuccessful simulations). Incoherence between crop rotations, temporal constraints, and yearly crop proportions should be investigated with particular care.

Depending upon the aim of the scenario, the focus may often be on obtaining one or more authorised crop allocations or on comparing scenarios (e.g. on the impact of different separation distances on the possible crop proportions). In the first case, running the simulation only once for every scenario might be sufficient. However, for the latter case, the obtained crop allocation might be less important than the difficulty of obtaining it (i.e. penalties). As noted in the sensitivity analyses (Section 8.6, p.120), running the model with identical inputs will provide for each run a unique crop allocation and index value of the difficulty of obtaining it. Therefore to obtain an accurate estimation of the difficulty of obtaining crop allocations for a specific scenario, it is recommended to base conclusions on as many runs of the model as possible. A minimum of 10 runs is suggested as a rule of thumb to meet minimal statistical requirements, and this minimum number should be drastically increased for landscapes with larger numbers of fields. This analysis on multiple runs of the model, rather than single runs, should provide a better overview of the difficulty of the scenario for crop allocation.

Thirdly, the choice of the simulation parameters (iteration options) in relation to the aims of the scenario, and the expected difficulty of the scenario is crucial. As defined in

Section 7.2.8: Iteration options (p.102), the four iteration options to find authorised crop allocation have different processes to improve crop allocation, i.e. no optimisation using new random choices (Option 1), optimisation using new random choice (Option 2.1), crop group (Option 2.2) or universal crop (Option 2.3). The iteration options must be chosen carefully by the user, because they will influence the crop allocation obtained, particularly for option 2.2 and 2.3 as they do not follow the rules set up in the crop rotations. If simulation time is not an issue, high maximum iterations for option 1 and 2.1 provide the advantage of respecting the crop rotations. However option 2.2 and 2.3 provide the possibility of improving the crop allocation more quickly, but crops outside of the dedicated crop rotation of the fields might be used. As a general guideline, the maximum number of iterations (all optimisation options together) should, at the very least, double the expected number of fields with problematic crop allocation, or equal the number of fields simulated, whichever is the greater. Precise recommendations are not possible, as they depend upon unforeseen interactions between the landscape and the constraints simulated. It is recommended to follow those guidelines for the first run of the simulation and then adapt the maximum number of iterations depending upon the difficulty of reaching an authorised allocation (if no valid allocation is found, the maximum should be increased). If optimisation options are used (option 2.1, 2.2, 2.3), simulated annealing values should be used to avoid the optimisation process being blocked at a local minimum as reported in Section 8.6.3 (Simulated annealing, p.122). The value should be set initially to 0.01 times the maximum number of iterations (Section 8.6.3: Simulated annealing, p.122). When comparing scenarios of crops allocation, the same iteration parameters should be used, except if the scenarios investigate the impact of iteration parameters themselves (e.g. when investigating the influence of changing problematic crop by a crop with the same function in a rotation, using crop groups).

### 8.9 Conclusions on model assessment

In this chapter, the LandSFACTS model was assessed to provide an evaluation of the adequacy of the model to meet its stated purposes. The review of the conceptual model highlighted several shortcomings, which could be the focus of future improvements. These included the limitation of one crop per field, fixed boundaries of fields over time, constant crop rotations and crop patterns only imposed at the landscape scale. If those restrictions are clearly communicated to potential users, the conceptual model can be considered as adapted to its purposes.

The code of the model (three programs) was verified, and is deemed reliable for its normal conditions of use. However, it should be noted that code verification can never be exhaustive thus hidden errors might still be present.

The sensitivity analyses investigated the impact of model parameters on the difficulty of obtaining authorised crop allocation. The studied model parameters were the iterations options including simulated annealing values and the impact of separation distances. The analyses on iteration options demonstrated the efficiency of the optimisation algorithm (iteration option 2.1) over the non-optimisation one (iteration option 1). The simulated annealing values used for the optimisation algorithm were reported to increase the probability of finding an authorised crop allocation and, when found, the difficulty and variation in overall penalties and time required. Therefore the choice of simulated annealing value is important for efficiently improving crop allocations.

The sensitivity analysis on separation distances showed an increased difficulty of obtaining authorised crop allocation with increasing separation distances. The relationship was either linear or exponential depending upon the datasets. It is proposed that these differences were due to differences in the number of fields, crop proportions, and fields sizes and shape. Further analyses are required to determine the impact of their interactions. A complete sensitivity analysis was not carried out, due to time constraints.

To complement the assessment of the model, complex scenarios on the impact of spatial patterns of crops were tested. The study reported that if crops constrained by separation distances were spatially aggregated by using their crop rotations, the difficulty of finding authorised crop allocation was significantly lower than in the case of a regular pattern. The scenarios also exemplified that the crop allocations obtained met the specified conditions, and that the reports on the difficulty of obtaining the allocations were helpful in differentiating between coexistence scenarios. Further scenario testing would be useful to investigate the interactions between spatial patterns, spatial constraints with larger separation distances, proportions of the rotations, and yearly crop proportions.

Through the assessment of the LandSFACTS model, three main recommendations were highlighted. Firstly, the model should only be used within its stated purpose, i.e. to allocate crops to fields that meet user specified crop spatio-temporal arrangement. Moreover, to use successfully the model, the user should have a thorough understanding of the cropping system within its study area, the internal structure of the model, and in
particular the iteration parameters. Secondly, multiple runs of the model are required to obtain a better accuracy on the difficulty of obtaining authorised crop allocation. And thirdly, the iteration options should be carefully chosen and be adapted to the aim of the studies.

As no flaws were detected during the assessment of the model, it can be said that the LandSFACTS model appears valid for the stated specifications set out by the potential users (Chapter 2). However only a limited set of assessments were carried out and further investigation would be required to fully validate the model, such as a full code verification and a sensitivity analysis on all the variables of the model.

## 9 Discussions and Conclusions

The previous chapters presented the work carried out to meet the aim of the thesis, i.e. providing a tool to support scenario building of crop arrangement within the context of GM coexistence. In this final chapter, the following points are discussed: (i) an overview on how the thesis aim was reached by fulfilling the objectives, (ii) the major thesis outputs and their advantages, (iii) discussions on the levels of use of the LandSFACTS model and how the model supports coexistence scenarios research, and (iv) examples on how best to enhance this support.

### 9.1 Meeting the thesis objectives

This thesis aims to provide a research framework for building up scenarios of crop arrangement within the context of GM coexistence, through the design of the LandSFACTS model. To reach this aim, the thesis was centred around three objectives as presented in Chapter 1:
(i) Objective 1, the examination of the origin and characteristics of spatiotemporal arrangement of crops;
(ii) Objective 2, the design of the LandSFACTS model; and
(iii) Objective 3, the assessment of the LandSFACTS model for its stated purpose. The success in meeting these three objectives within this thesis is presented in the following section.

### 9.1.1 Objective 1: origin and characteristics of spatio-temporal arrangements

The first objective aimed to determine the origin and characteristics of spatio-temporal arrangements of crops in the literature and in real landscapes. This objective was met through the work presented in Chapter 3 and 5. The origins and existing measurements of crop arrangements as described in the published literature are summarised in Chapter 3. The study highlighted the complexity of the farmers decision process leading to crop allocation and notably the high number of constraints considered, e.g. environmental, agronomic, economic, and policy constraints. The review showed that no statistical analyses were currently available to characterise crop patterns, and therefore specifically designed statistical analyses would need to be integrated within the LandSFACTS model. In Chapter 5, five new statistical analyses of crop spatial and temporal patterns were developed and used on a real landscape to determine characteristics of crop patterns. In general, these statistical analyses successfully
quantified the crop patterns in the real landscape. Two pattern tests, one spatial ("E analysis") and one temporal ("Crop temporal variability compared to random simulations") were particularly relevant for integration within the LandSFACTS model, due to their ability to quantify patterns, their broad applicability and ease of use. Overall the patterns detected indicated a strong scale (farmer and landscape) and crop dependency, and a significant spatio-temporal aggregation of crops (i.e. spatially close fields with similar crops). This work satisfactorily achieved the first objective. Having developed and evaluated a range of tools for describing crop arrangements, these tools were then used to design the LandSFACTS model as required by Objective 2.

### 9.1.2 Objective 2: design of the LandSFACTS model

Objective 2 aimed to design the LandSFACTS model of crop arrangement with its components and processes. The first step was the definition of the model specification. This was carried out in collaboration with end-users, agronomic researchers working with gene flow models on GM coexistence scenarios. As reported in Chapter 2, the model had to be a research tool, which allocated crops to fields to meet user-defined crop arrangements, by using an empirical and statistical modelling approach.

The modelling approach chosen for LandSFACTS model was based upon: (i) the knowledge on the origin and characteristics of crop arrangement (Chapter 3, Objective 1), and (ii) the review of existing models relevant to LandSFACTS aim (Chapter 3, Objective 2). As presented in Chapter 4, the approach was centred around (i) the stochastic modelling of crop rotations, (ii) the spatial and temporal constraints, which rule crop arrangement (Objective 1), and (iii) the spatial and temporal patterns of crops, which are statistical analyses controlling the general trend of crop patterns (tests derived from Chapter 5, Objective 1).

The use of matrices was the chosen method for representing the rotations as probabilities of transitions from one crop to another one. The stochastic modelling of crop rotations as transition matrices is reported in Chapter 6.

The full description of the LandSFACTS model is presented in Chapter 7. The model is divided into two steps: (i) the setting up of the inputs, and (ii) the allocation of the crops to fields ("CropAllocation" program). In the first step, the following are defined: crops, fields boundaries, spatial extent of crops, a rotation for each field (possibility of imposing spatial patterns using "RotationFields" program), the initial crops in fields
(possibility of imposing temporal patterns using "InitialCrops" program), spatial constraints (separation distances between crops), temporal constraints (return period of crops, forbidden crop sequences), yearly crop proportions, and model and iteration parameters (to control the behaviour of the model to find authorised crop allocation).

The crop allocation to fields is carried out year by year, by using a linear programming methodology based on optimisation and simulated annealing processes. The model generates, as outputs, the authorised crop allocations and indices representing on the difficulty of obtaining a valid allocation. The three console programs of the LandSFACTS model were embedded into the LandSFACTS software to facilitate the use of the model (SIGMEA, 2005). By completing the LandSFACTS model, Objective 2 is achieved.

### 9.1.3 Objective 3: assessment of the LandSFACTS model

Objective 3 aimed to provide an assessment of the LandSFACTS model, and is presented in Chapter 8. The first step was to define the aim of the assessment and its coverage. The full assessment of the LandSFACTS model (e.g. sensitivity analyses for all the model variables, complete code verification) was outside of the scope of the thesis due to time constraints. Thus the assessment concentrated on evaluating the adequacy of the model for its stated purposes, by (i) reviewing the conceptual model, (ii) verifying code, (iii) analysing the sensitivity to iteration parameters and separation distances, and (iv) using case study scenarios.

The investigation of the conceptual model highlighted some important restrictions of the model. This included the consideration of only one crop per field, an inability to alter the field boundaries and the crop rotations over the years, and ability to only control the crop patterns at the landscape scale. Overcoming those limitations would greatly benefit the model, however if they are clearly identified and communicated to potential users, the conceptual model can be considered as valid within those restrictions.

The code verification did not identify any invalidating flaws; however, as with the verification of any other program, hidden errors might still be present. The sensitivity analyses provided further insight on how to set up the iteration parameters, and in particular, the influence of the simulated annealing values for obtaining a higher probability of finding authorised crop allocations, while limiting the difficulty of obtaining them and the time required. Increasing separation distances between crops
was found to increase the difficulty of obtaining authorised crop allocation. The exact type of correlation (linear or exponential) seemed dependent upon the crop proportions and the fields' sizes and shapes.

The study of scenarios of the impact of crop spatial patterns on the difficulty of finding valid crop allocations exemplified the relevance and usefulness of the model. The analyses carried out were limited to relatively small separation distances ( 50 m ) for testing purposes, and analyses with larger distance would also be required for real coexistence scenarios. After the assessment carried out on the LandSFACTS model, it seems to fulfil the specifications set out by the potential users (Chapter 2). However only a limited set of assessments were carried out, and further investigation would be required to fully validate the model. The third and last objective of this thesis was thus completed, by providing an assessment of the LandSFACTS model.

### 9.1.4 Conclusion: from objectives to aims

The three objectives of the thesis were completed, i.e. the LandSFACTS model (Objective 2) was built by incorporating spatio-temporal arrangements as highlighted in Objective 1, and the model was assessed as fit to meet its purpose (Objective 3). Therefore the aim of the thesis to provide a research framework for building up scenarios of crop arrangement within the context of GM coexistence, through the design of the LandSFACTS model can be considered as achieved.

### 9.2 Thesis major outputs and their advantages

In the following sections, ways of using the LandSFACTS model to support scenarios testing within the GM coexistence context are discussed. By accomplishing the thesis objectives, three major and stand-alone outputs were achieved.

### 9.2.1 Statistical analyses

The first output is the statistical analyses developed in this thesis (Castellazzi et al., 2007b). They have their own added value independently from the LandSFACTS model. The statistical tools allow crop patterns in landscapes to be characterised statistically; no similar tools are available in the published literature. Statistical characterisation of crop patterns could be useful within the context of studies focusing on the impact of cropping systems, such as bird ecology studies. The spatial test on general trend of crop patterns
(E analysis) could even be used on any categorical data linked to discrete features (e.g. polygons or points).

### 9.2.2 Mathematical representation of crop rotations

The second output is the mathematical representation of crop rotations as transition matrices (Castellazzi et al., 2008). Transition matrices provide a unique way of representing crop rotations as a stochastic process in a flexible mathematical format. Fixed and flexible crop rotations can then be equally handled within mathematical models. Long-term proportions of the crops can also be calculated by using the properties of transition matrices. A further advantage of this method is the simplicity of the approach, which is usually easily understood by users without requiring wide mathematical background. The transition matrix representing crop rotations could be useful for any models requiring the mathematical integration of crop rotations.

### 9.2.3 Model on crop allocation: LandSFACTS

The third output is the LandSFACTS model itself (Castellazzi et al., 2007a). The model provides crop allocations, meeting user-defined specifications of crop arrangements, along with an evaluation of the difficulty of obtaining the allocation. The modelling approach is mainly statistical (in the control of crop rotation and crop patterns) and empirical (constraints), by modelling directly the crop arrangements instead of the mechanistic process leading to it (i.e. farmer decision making). The advantage of the model is its limited number of inputs, which are all easily available. Multiple tools are available to control the crop arrangements and using them all is not compulsory. The user can thus choose and control the constraints on crop arrangements to meet their needs. Another advantage of the LandSFACTS model is its structured and referenced process to allocate crops to fields. Each step of the process can be traced, recorded, and most importantly can be justified. The use of the model, instead of a manual process for allocating crops to fields, provides the user with the possibility of obtaining many crop allocations with the crop arrangement (i.e. running the model many times with the same inputs), and also with the possibility of comparing scenarios with slightly different crop arrangements (i.e. running the model by altering one input at a time). The model processes were deliberately kept simple, in order to provide a tool whose processes were easily and quickly understood by potential users. To facilitate the use of the model, the LandSFACTS software provides user-friendly interfaces and help files detailing the model inputs, processes and outputs interpretations.

### 9.3 Supporting coexistence scenarios

The aim of this thesis was to provide a framework to support the creation of scenarios of crop arrangement within the context of coexistence of GM crops with conventional and organic related crops. In this section, the levels of use of the models are described, before examples relevant to coexistence scenarios are provided.

### 9.3.1 LandSFACTS levels of use

The LandSFACTS model can be used at three different levels of complexity depending upon the aim of the study (Figure 9.1). At the simplest level, the model is useful to fill up an incomplete dataset to provide a single crop allocation. For example, if only the main crop rotations are known on a given landscape, without any information of their spatial location among fields, the LandSFACTS model can provide a crop for each field for each desired year. At the second level, the model can be used to build up scenarios of crop allocations where, for the same scenario, many unique crop allocations are provided. Multiple allocations with the same characteristics of crop arrangement, as provided by LandSFACTS, are indispensable to differentiate between the impact of crop arrangement (i.e. general patterns, coexistence measures, or any constraints) and specific crop allocation (i.e. location of each crop). At the highest level of complexity, the LandSFACTS model is useful to compare scenarios of crop allocations, by using the difficulty indexes of obtaining a crop allocation, i.e. penalties to fields.

| Aim of the study | LandSFACTS output |
| :---: | :---: |
| Level $1-$ Fill up incomplete datasets of crop allocations | - |
| One crop allocation |  |
| Level $2-$ | Build up scenarios of crop allocations |
| Level 3 | - Compare scenarios of crop allocations |
| Complexity |  |

Figure 9.1: Three different levels of complexity in the use of LandSFACTS model in terms of aims and outputs.

The multiple tools of the LandSFACTS model to control crop arrangements, i.e. crop rotations, spatial patterns of rotations, temporal patterns of crops, spatial and temporal constraints and yearly crop proportions, are not all compulsory, i.e. depending upon the aim of the project and available information on the study area, different combinations of inputs can be used. The model can provide a crop to every field, with the minimum input of a rotation for all the fields.

The choice of the inputs must be adapted to the aim of the study. For example testing the interactions between field shapes and separation distances between crops would not require the same type of inputs as testing the feasibility of growing a GM crop in a specific real landscape with specific coexistence rules. The cropping system of the first scenario would probably be extremely simplified, whereas for the second scenario it would need to be as close as possible to the agronomic characteristics of the landscape studied.

The three levels of use of the LandSFACTS model and the flexibility in the corresponding input choices (in the context of GM coexistence) are discussed below.

### 9.3.2 Examples of LandSFACTS uses within coexistence context

With its three levels of use, the LandSFACTS model on its own, or linked with gene flow models, can provide useful support to evaluate coexistence scenarios of GM crop and related non GM crops. Potential studies are the investigation of (i) the relationship between agricultural landscape characteristics and risks of contamination, (ii) the impact of coexistence measures on the risk of contamination, (iii) the "physical feasibility" of coexistence measures, and (iv) the economic cost of coexistence scenarios. Each of them is further exemplified below.
(i) Risks of contamination from GM crops to non GM related crops are dependent upon the arrangement of the crops in the landscape (Bateman, 1947a). Therefore understanding the relationship between crop arrangement and risks, would provide the knowledge to evaluate the risks for a given agricultural landscape, without having to carry out a full study using detailed surveys and gene flow models. To understand this relationship, gene flow models would have to be run with multiple crop arrangements controlled through the LandSFACTS model. Examples of crop arrangements to test are different crop rotations, crops spatial patterns, or crop temporal patterns.
(ii) The identification of the most appropriate coexistence measures to control the risks of contamination from GM crops to non GM related crops is fundamental to avoid uncontrolled contamination. For example, appropriate separation distances between crops are still being investigated (Sanvido et al., 2007). In order to evaluate the cumulative risks at the landscape scale, it is necessary to consider coherent crop arrangements over several years. The LandSFACTS model can generate temporally coherent crop arrangements respecting coexistence measures, which can then be tested
with gene flow models. Using this technique, determinant thresholds in the coexistence measures could be uncovered, e.g. optimal separation distances between crops. Moreover, as the LandSFACTS model can provide many crop allocations, based on the same crop arrangement rules, the effect of coexistence measures (i.e. potential policy) can be separated from the impact of a specific configuration of the crop. Conclusions drawn from such studies would strengthen the adequacy and credibility of coexistence measures.
(iii) Coexistence measures aim to limit the risk of contamination from GM crops to nonGM related crops under a specific threshold. However the coexistence measures may or may not be "physically feasible" on any given landscape, due to specific field configurations, cropping systems, or crop proportions (refer to Chapter 8), (Perry, 2002). For example, if an agricultural landscape currently has $30 \%$ of its area with conventional oilseed rape, would any farmer be able to grow GM oilseed rape if a minimum of 500 m is required between GM and conventional crops? The "physical feasibility" can be investigated with the LandSFACTS software, by imposing coexistence measures on the current cropping system of a given landscape, and identify whether an arrangement is indeed possible - including a measure of the difficulty in finding a fit (using the penalties). Only if coexistence measures on a given landscape are "physically feasible" would it be necessary to evaluate the economic and farm management feasibility in the given landscape. The LandSFACTS model would provide a first screening of the feasibility of coexistence measures in a given landscape.
(iv) The economic cost of coexistence measures is an important factor affecting the farmer's decision on growing GM crops (Bock et al., 2002; Messean et al., 2006). For example the cost can be linked to (i) involuntarily contaminated non-GM crops which have to be sold as GM, or (ii) decreased area for GM cultivation if an internal edge with a conventional variety of the crop has to be grown within each GM field. The LandSFACTS model provides support to examine both cases. In the first case, the number of non-GM crops within a specific distance of any GM fields could be identified. In the second case, the edge area of the GM fields, which have to be cultivated with conventional crop, could be estimated. An evaluation of the economical cost in a given landscape would then be facilitated.

As presented in the above sections, the LandSFACTS model could provide useful support for studies investigating GM coexistence measures. The conclusion drawn by researchers from gene flow models would be strengthened. Thus, more informed advice
could then be provided to decision makers on the feasibility and efficiency of coexistence measures for GM cultivation.

### 9.4 Possible enhancements for coexistence scenarios

The LandSFACTS model could be enhanced to provide further support for scenarios within the GM coexistence context, in the two following ways: (i) by enhancing the modelling of crop arrangement, and (ii) by providing new tools specifically designed to answer coexistence scenario needs.

### 9.4.1 Enhancing modelling of crops arrangement

The main role of LandSFACTS in supporting the testing of coexistence models is its ability to model crop arrangement. Therefore by enhancing LandSFACTS modelling of cropping systems, the usefulness of the model will be increased and widened. Four main enhancements of crop arrangement modelling are: (i) the control of crop patterns over a range of scales, (ii) the annual control of the spatial pattern of crops, (iii) the evolution of crop rotation over time, and (iv) decision on crop allocation based upon the field's status. They are presented below.
(i) Crop patterns are different depending upon the scale of study, as reported in Chapter 5. For example, farmers may want to group their crop in time and space, in order to facilitate more efficient farm management (e.g. less traffic and less regulation); as a result the area of crops grown every year may fluctuate at the farm scale. However at the landscape scale (many farms), the proportion of the main crops may be relatively constant over the years (low temporal variation). Currently, the LandSFACTS model provides support for modelling crop patterns at only one scale, i.e. the landscape scale if the whole landscape is modelled, or the farm scale if only the fields of a farm are modelled. The LandSFACTS model would be enhanced by allowing the user to control crop patterns over at least two scales simultaneously and independently, i.e. at both the farm and landscape scale; furthermore the control over a third level, e.g. group of farmer (cooperative) scale, would be advantageous as cooperatives might influence the crop managements (particularly relevant in French agricultural landscapes).
(ii) Crops may be spatially aggregated (aggregated spatial pattern) because of environmental characteristics (close fields have the same characteristics), or because of a farmer's decision to group the management of fields that are close spatially. Currently, within the LandSFACTS model, the spatial pattern of crops is being controlled by
limiting the available crops for each field, or by requiring a specific spatial pattern on the crop rotations, or both. Those controls are imposed only once at the start of the simulation. Moreover, the latter control is not efficient, if the crop to be controlled appears in all the rotations. This control also becomes inefficient in the case of very flexible crop rotations; to address this problem in the LandSFACTS model, the spatial pattern of crops would need to be controlled directly for every year of crop allocation. This could be done by checking the spatial pattern of crops for every year of simulation.
(iii) Crop rotations can evolve over time to adapt to new environmental conditions, such as climate change, or new market conditions. Rotations might either be adapted by altering a few crops, or they might be replaced by a totally different rotation adapted to the new circumstances. Currently, the LandSFACTS model only considers one unchangeable crop rotation for each field. Several crop rotations can be considered within the model, if they are presented as one main rotation controlling the probabilities of switching between sub-rotations (refer to Chapter 6). It would be useful to provide the user with support in creating this 'main rotation' from the individual sub-rotations (normal conventional rotations). Furthermore, by linking the probabilities of transition from crop to crop, to external variables, i.e. temperatures or rainfall levels, variations within crop rotations could be controlled. LandSFACTS would then be able to simulate scenarios of crop allocation in evolving landscapes, i.e. landscapes responding to external factors such as climate change or introduction of new crops.
(iv) The farmer's choice of growing a crop in a field is dependent upon the status of the field, e.g. nutrient availability, organic matter content, water balance, pests invasions, and weeds growth. The status of fields are different for each field and each year. Within the LandSFACTS model the decisions on crop succession are solely directed by crop rotations, which might be altered to meet constraints on crop arrangement. The probabilities of transition from one crop to another could be regulated by "fields status" variables, which would be updated yearly for each individual field, depending at least upon the crops that are grown. This enhancement would provide more responsive landscapes to agronomic or environmental variables at the field level. However, this type of enhancement would complicate the model processes, and more importantly would introduce mechanistic processes within the model, and thereby contradict the main modelling approach of LandSFACTS, which is statistical and empirical. Therefore, any mechanistic addition to LandSFACTS model should be integrated as an "extension" outside of the core of the model, in order to avoid the confusion between the different modelling approaches.

The enhancement of the modelling of cropping system within LandSFACTS would provide more adapted support to scenarios of GM coexistence. Other specific tools are presented in the next section.

### 9.4.2 New tools specifically designed for coexistence scenarios

For the specific purpose of coexistence scenarios, the LandSFACTS model provides control over the separation distances between crops, crop temporal successions, and yearly crop proportions. However, there are further tools, which could be created to provide even more support to coexistence scenarios. These include (i) the ability to control field shapes, (ii) the handling of field margins, (iii) discard areas in fields (buffers), and (iv) the control of farms spatial distribution and the integration of silos for mixing grains. They are presented below.
(i) Field shape, size and orientation change from one region to another. However, in each case, they usually define homogeneous areas where crops may be grown. Field boundaries are mostly constant over the years, although they can be merged or subdivided when farm lands are reorganised. The sizes, shapes and number of neighbouring fields are important factors for the risks of GM contamination (Bateman, 1947a; Klein et al., 2006) and the feasibility of coexistence rules (Damgaard and Kjellsson, 2005). Currently the LandSFACTS model only considers fixed field boundaries over the years for a given landscape. Being able to alter field boundaries would increase the versatility of the model. More importantly being able to control the field shape, size, number of neighbours would provide a powerful tool to investigate the interactions between the field characteristics and the risks of GM contamination. To achieve this, the model would need to create new landscapes with user defined characteristics. This research area is currently being investigated by the team at the MIA unit (Département de Mathématiques et Informatique Appliquées) in INRA-Jouy-enJosas (Adamczyk et al., 2006). The integration within the LandSFACTS model of their newly developed statistical analyses characterising field shapes and models of field mosaics creation, would greatly enhance the potential uses of the model for coexistence scenario investigation.
(ii) Margins around fields or along roads are fertile areas of land on which feral plants (GM offspring from crops grown in neighbouring fields in the previous years) may grow. This is particularly the case with oilseed rape, whose ferals can regularly be
spotted on roads margins (Charters et al., 1999; Garnier et al., 2006). The management of the feral population is crucial in limiting the risks of GM genes spreading through the landscape (Cresswell and Osborne, 2004; Ellstrand, 2003; Stewart et al., 2003). Currently the LandSFACTS model does not consider margins at all. By providing the creation and handling of margins and their management, the model would provide support to scenario testing of the impact of adding, removing margins, or altering their management in any given landscape.
(iii) Discarding crops on the edges of GM fields is being considered as an additional coexistence measure (Damgaard and Kjellsson, 2005). For example, a buffer of 5m of conventional oilseed rape may need to be grown around GM oilseed rape, and would be downgraded as GM contaminated oilseed rape. This coexistence measure would reduce the risk of pollen contamination to neighbouring oilseed rape fields. Currently the LandSFACTS model does not consider such measures. The model could be enhanced by allowing the user to set up a "discard buffers" for specific crops. The addition of such a tool within the LandSFACTS model would increase its support to coexistence scenarios by controlling another type of coexistence measure.
(iv) A further coexistence measure to keep the GM contamination below a specific threshold, is to dilute potentially contaminated grains with non contaminated grains (Ceddia et al., 2007), i.e. by physically mixing grains within silos. This dilution could occur at the scale of "groups of farms", i.e. cooperatives. The grouping of farmers into cooperatives would impact upon the potential contamination at the silo level. The ability to alter the spatial distribution of groups of farmers in the LandSFACTS model, would provide support in investigating the impact of the spatial distribution of cooperatives on the potential contamination at the silo level.

The enhancements reported within the above sections would increase the support provided by the LandSFACTS model to scenarios of GM coexistence, by enhancing the modelling of crop arrangement (e.g. crop patterns over multiple scales, evolving cropping systems over time), and by providing specifically designed tools to address coexistence issues (e.g. altering field boundaries, margins and discard areas, and farm's spatial grouping). The LandSFACTS model was implemented to allow such enhancements; therefore, their integration within the model should not be a problem. However, by increasing the complexity of the model, the model might become more difficult to use, and could confuse potential users. Such enhancements should thus be
clearly identifiable within the model and should be developed as optional tools within the LandSFACTS model.

### 9.5 Conclusion

This thesis meets the aim of providing a framework for simulating crop arrangements for GM coexistence scenarios. The three objectives, i.e. the origin and characteristics of spatio-temporal arrangement, the design and assessment of the LandSFACTS model have been met and the main output, the LandSFACTS model, has been deemed valid for its stated purpose. To design the model, two further tools were created. These were statistical analyses on crops spatio-temporal patterns and mathematical representations of crop rotations. This chapter has also provided examples of the support provided by the LandSFACTS model to coexistence scenarios, including support for the investigation of the impact of crop arrangement on risks of GM contamination, of potential coexistence measures on the level of risks, of the physical feasibility of coexistence measures, and of the economic cost of coexistence measures. This chapter provided suggestions for possible improvements on the control of crop arrangements (e.g. enhanced control of crop patterns and rotations) and the integration of further tools adapted for coexistence scenarios needs (e.g. control of fields boundaries, fields margins, discard areas, spatial distribution of farmers and silos).

The LandSFACTS model has been designed to be used within the context of coexistence of GM crops in European agricultural landscapes. However, the LandSFACTS model is not restricted to this context. The model could be used on any agricultural landscape worldwide as long as only one crop is grown per field every year. The model could be useful to any model requiring land-uses as an input, in order to control and statistically characterise their crop arrangement inputs. For example, there are examples where models of soil erosion, organic farming, plant disease, or animalplant interactions could benefit from the investigation of their sensitivity to crop arrangements. The model is also potentially useful to investigate the introduction of crops other than GM. A recent new environmental concern is linked to the use of bioenergy crops, such as willow, within classical agronomic landscapes. The impact of such alteration of land uses (i.e. from arable land to "forest") on the wildlife is currently under focus (RELU-Biomass, 2007). The LandSFACTS model would be useful to investigate potential scenarios of bio-energy crop adoption.
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## Appendix A: Existing crop allocation models

Summary of the studies relating to crop allocation models.

|  | Authors | General aim | Scale of study | Base unit | Initial Inputs | Final outputs | Modelling processes | Mathematical processes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ARABLE based on SFARMOD | (Rounsevell <br> al., 200 <br> Rounsevell <br> al., 1998) | et Evaluate <br> 3a; optimum et agricultural land use | ```European scale (model at Farm scale)``` | Grid $(5 * 5 \mathrm{~km})$ 1 cell $=1$ farm <br> 1cell $=1$ farm | Soil, climate, farmer decision making very detailed (labour, timing...) | \% agricultural land use / cells | Farmer decision process (from IMPEL) | Optimisation process Linear programming |
| Crop generator | (Klöcking al., 2003) | et Create a <br> virtual  <br> pattern  crop | $\begin{aligned} & \text { regional } \\ & 7500 \mathrm{~km}^{2} \end{aligned}$ | $\begin{aligned} & \text { Grid } 100^{*} \\ & 100 \mathrm{~m} ; 1 \text { parcel } \\ & >=4 \text { cells } \\ & \hline \end{aligned}$ | \% of landuse per homogeneous areas | Crops / cells | Statistical Year / year | Random allocation Crop statistics respected |
| For STICS model | (Mignolet al., 2004) | et Nitrate model | Water-shed | Homogeneous areas $425 \mathrm{~km}^{2}$ | Expert knowledge Agricultural statistics | Main crop rotations | Expert knowledge | Temporal data mining |
| Crop succession | (Klein <br> Haneveld <br> Stegeman, 2005) | Crop and succession requirement | $\begin{aligned} & \hline 1 \text { unit (no } \\ & \text { spatial } \\ & \text { model) } \end{aligned}$ |  | Crop sequences not allowed | Crop sequences | No agronomic / economic consideration | Mathematical approaches Generic multi-year linear programming model Linear constraints in the decision variables |
| ROTAT | (Dogliotti al., 2003) | et Generate reproducibly crop rotation | Farm (no spatial heterogeneity) |  | Not allowed successions, profitability, return period, dates | Possible $\quad$ crop rotations classify Bio \& physical and properties) | Agronomic filters Farmerspecific constraints \& objectives | Linear programming to <br> optimise temporal <br> interactions  <br> filters  |
| CropSyst | (Donatelli al., $\quad 1$ Stöckle et 2003) | et Cropping <br> 97; systems <br> al., simulation model (effect climate change) | Watersheds | Block of field (same environment + same management) $=$ 1 polygon | Crop rotation template, Soil, crop specificity , crop management, climate biomass production, intakes. | Effects on environment. | Modelling crop growth, soil water, erosion... <br> Daily time step | Deterministic model Event driven model |



## Appendix B: Digital Appendices (CD)

The digital appendices (CD) provide the programs and example datasets developed within the thesis. For the structure, refer to Figure B.1.

```
GCropAllocation_program
\squareInitialCrops_program
QLongTermCropProportions_program
QotationFields_program
GpatialPattern_program
%)}\mathrm{ LandSFACTS_helpfile
LandSFACTS_Setup_v1-6
```

Figure B.1: Screenshot of CD content

- LandSFACTS_Setup_v1-6

This file is the installer of the LandSFACTS software. By double-clicking it, the LandSFACTS software with its adds-on will be installed. The software is provided with a comprehensive helpfile (LandSFACTS_helpfile, directly accessible from LandSFACTS interface), example datasets and projects, and a tutorial. The simulation programs (RotationFields, InitialCrops, and CropAllocation) embedded within the software are not the latest versions.


Figure B.2: Screenshot of LandSFACTS software interface

- HelpFile for LandSFACTS software


Figure B.3: Screenshot of helpfile

- LandSFACTS C++ stand-alone programs.

Each program folder is composed of a source code folder, a Files folder (inputs and outputs examples), the executable of the program, cf. Figure B.4, 5. Individual help files are provided within each executable, further advices are available in the helpfile for LandSFACTS software.

- RotationFields program
- InitialCrops program
- CropAllocation program
- Long-term crop proportions
- Statistical test of spatial patterns (E analysis)


Figure B.4: Screenshot of contents of CropAllocation_program folder


Figure B.5: Screenshot of CropAllocation program

## Appendix C: Database structure



ConditionTypes Conditions int" Conditionsarr (no "Hame") \begin{tabular}{|l|l|l|l|}
\hline 2 Eiport \& Add Eordere \& BorderCrop \& Eiportisi3 <br>
Shapetilo <br>
\hline

 

\hline 0 \& 0 \& 0 \& 1 \& Iandicape <br>
\hline I/teger \& irteger \& integer \& 200 \& rest 30 <br>
\hline
\end{tabular}

erationParameters int" Itparaarr
terationParameters int "Itparaarr

SpatialPatternsDef SPD arr

AdvancedParameters FieldsConditions
FieldsConditions




TemporalConstraint
Returns int ${ }^{*}$ TCRarr
Re..nns
YearsCropsProportion YCParr


FunctionalCrop
GroupsDefinitions

dobjesiəл!̣ún
int UniversalCID




suogrodoiduritbuo
neaiowidll „əgnop



ps
T SpatialPatternsGroups

 | 9 | 2 | 2 |
| :---: | :---: | :---: |
| 9 | 10 | + |
| irtegern | irtegern | integer |

OverallFieldsConditions FieldsConditionsTimes


InitialTransition
MatricesCrops
double " ITMCarr







TemporalConstraint
ии!епsuojpesoduə 1

Crops int" TCCarr \begin{tabular}{|c|c|}
\hline \multicolumn{2}{|c}{ Condito mio } <br>
\hline 6 \& 2 <br>
\hline 6 \& 10 <br>
\hline \& <br>
\hline

 $\square$ 

\hline Condifionlo \& Yoar \& CD <br>
\hline 3 \& 0 \& 2 <br>
\hline 3 \& 1 \& 10 <br>
\hline

 

\hline 3 \& 0 \& 2 <br>
\hline 3 \& 1 \& 10 <br>
\hline integer hi \& ireger jui <br>
\hline
\end{tabular}





iteserpalire

| InitialTransition | CAD |  |  |
| :---: | :---: | :---: | :---: |
|  | 3 | 0 | 1 |


| MatricesCrops | 3 | 1 | 2 |
| :--- | :--- | :--- | :--- |
|  | 3 | 2 | 1 |
|  |  |  |  |



NeighboursFields




## Appendix D: Code verification tests

## List of general code verification tests:

| ID | Verification | Status |
| :--- | :--- | :--- |
| 1 | Crop allocation with a known fixed rotation and <br> initial crop for each field <br> Crop allocation with a known flexible rotation and <br> initial crop for each field | Ok |
| 3 | Ok |  |
| 4 | Detecting spatial constraints <br> Detecting temporal constraints - return period of <br> crops | Ok |
| 5 | Ok |  |
| Detecting temporal constraints - maximum <br> consecutive years of crops | Ok |  |
| 7 | Detecting temporal constraints - forbidden crop <br> sequences | Ok |
| 7 | Checking many temporal constraints at the same <br> time | Ok |
| 8 | Reach target yearly crop proportions <br> Check all types of conditions (temporal, spatial, <br> crop proportions) at the same time | Ok |

## Appendix E: Assessment of stochastic processes

## Random initial crops

A simulation is set up to test the true randomness of random choice of initial crops (crops for first year of simulation in every field), by giving an equal probability between 10 potential initial crops for every field. The simulation is run 1,000 times for only one year. For every simulation, the number of fields with each crop is recorded.
By determining the relative standard deviation of the number of fields with each crop for all the simulations, the randomness of the process is evaluated.

## Dataset:

- Beauce dataset
- 1 crop rotation for all fields: equal probabilities of transition between 10 crops
- random initial crops in fields
- no constraints and iteration parameters
- simulation years $=1$
- simulation batch $=1000$


## Results:

The summary of the number of fields for each crop between the 1,000 simulations is reported in Table E.1. As for each field there is an equal probability between the 10 crops (probability of 0.1 ), and as there is 1,993 fields, for every simulation, each crop should tend towards 199.3 fields. For each crop, the average of number of fields over the 1,000 simulations is close to 199.3. The relative standard deviations between the numbers of fields for each crop over all the simulations are all under 0.007 . Therefore the random choice of initial crops between all the crops in the rotation is concluded to be adequate, as it provides an equal probability of obtaining any of the crops for identical probability within the transition matrix. Further tests could be useful, such as by giving non-identical probabilities between the crops in the transition matrix.

Table E.1. Results on random initial crops

| crop | sum | average | $\min$ | $\max$ | stdev | $\%$ stdev |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 200344 | 200.344 | 156 | 245 | 13.50741 | 0.006742 |
| 2 | 200101 | 200.101 | 159 | 248 | 13.72017 | 0.006857 |
| 3 | 199143 | 199.143 | 159 | 246 | 13.26365 | 0.00666 |
| 4 | 198537 | 198.537 | 162 | 238 | 13.07117 | 0.006584 |


| 5 | 199520 | 199.52 | 165 | 255 | 13.26188 | 0.006647 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 199528 | 199.528 | 152 | 245 | 13.85327 | 0.006943 |
| 7 | 198845 | 198.845 | 158 | 241 | 13.41406 | 0.006746 |
| 8 | 199013 | 199.013 | 154 | 240 | 13.17081 | 0.006618 |
| 9 | 198944 | 198.944 | 160 | 244 | 13.55 | 0.006811 |
| 10 | 199025 | 199.025 | 163 | 248 | 13.5164 | 0.006791 |

## sum 1993000

The above results were obtained from 1,993,000 values, derived from 1,000 simulations over 1 year crop allocation, on 1,993 fields. The number of initial random choice tested are 1,000 simulation multiplied by 1,993 fields.

## Random next crop

A simulation is set up to test the true randomness of random choice of the next crop when using a transition matrix (crops for any year but the first year of simulation), by giving an equal probability in the transition matrix between 10 potential crops for every field. The simulation is run 50 times for 21 years, the first year (initial year) is discarded as it uses the random initial crop instead of the random next crop. For every simulation, the number of fields with each crop is recorded.

By determining the relative standard deviation of the number of fields with each crop for all the simulations, the randomness of the process is evaluated.

Dataset:

- Beauce dataset
- 1 crop rotation for all fields: equal probabilities of transition between 10 crops
- random initial crops in fields
- no constraints and iteration parameters
- simulation years $=21$
- simulation batch $=50$


## Results:

The summary of the number of fields for each crop between the 50 simulations is reported in Table E.2. As for each field there is an equal probability between the 10 crops, and as there are 1,993 fields, the number of each crop for every year of simulation should tend towards 199.3. The table reports that the average value of number of fields for each crop are very close to the 199.3 value. The relative standard deviation between all the simulations of the number of fields for each crop are all lower
than 0.007, indicating a low variation from the target value (199.3). Therefore the random choice of the next crop is considered as adequately random for the purpose of LandSFACTS. Further random tests could be carried out to test the properties of the random choice, such as by setting up non-equal probabilities within the transition matrix.

Table E.2. : Results on random next crop

| crops | sum of <br> all values | average <br> value | minimum <br> value | maximum <br> value | standard <br> deviation | relative standard <br> deviation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 199596 | 199.60 | 161 | 248 | 13.218 | 0.0066 |
| 2 | 199360 | 199.36 | 157 | 236 | 13.381 | 0.0067 |
| 3 | 199514 | 199.51 | 158 | 241 | 13.572 | 0.0068 |
| 4 | 199658 | 199.66 | 154 | 242 | 13.728 | 0.0069 |
| 5 | 199152 | 199.15 | 158 | 246 | 13.994 | 0.0070 |
| 6 | 199957 | 199.96 | 144 | 242 | 13.046 | 0.0065 |
| 7 | 198953 | 198.95 | 151 | 245 | 13.474 | 0.0068 |
| 8 | 199221 | 199.22 | 163 | 243 | 13.600 | 0.0068 |
| 9 | 198700 | 198.70 | 152 | 234 | 13.131 | 0.0066 |
| 10 | 198889 | 198.89 | 163 | 238 | 12.973 | 0.0065 |

The above results were derived from 50 simulations over 20 year crop allocation (initial year was not considered), on 1,993 fields.

## Random field to alter

A simulation is set up to test the true randomness of the fields chosen to be altered when several fields must have their crop altered. Every field of the dataset is linked with a crop rotation featuring continuous wheat, at the same time the crop sequence wheatwheat is forbidden. In consequence, one year over two, all the fields, one at a time, must have their wheat crop altered for the universal crop (only option authorised). Iteration by iteration, the simulation records how many times a field does not meet a constraint, therefore the field, which has its crop altered first will have the value 1 ; the field, which has its crop altered last will have the highest value ( 388 for this example as it is the total number of fields). Those values are recorded in the table called FieldsConditionsTimes, in the column "Times". By investigating the variations between years and simulation of those "Times" values; the randomness of the fields to alter is evaluated.

## Dataset:

- Fife dataset with 388 fields
- 1 crop rotation: continuous wheat
- random initial crops in fields
- 1 forbidden crop sequence for all fields: wheat after wheat
- iteration parameters: only option 2.3. Universal crop, which is "fallow", maximum iterations: 1,000 , penalty to fields $=1$.
- simulation years $=200$ (as only one year in two is tested for wheat-wheat, there is 100 sample year)
- simulation batch $=50$


## Results:

The table E. 3 reports the statistic summary of the number of "Times" for each field (i) over all years of simulation, (ii) over one year of simulation, (iii) over all years if the order of the fields altered was constant (maximum skewness). The relative standard deviation of all simulations, is two order of magnitude lower than the one from maximum skewness ( 0.002 instead of 0.15 ). This difference is also reflected in the maximum and minimum values, which are both closer to the average. The evaluation indicates that the order of the fields to alter seems random, i.e. even distribution between the fields of the "Times" values. This test could be further complemented with an evaluation of the lowest possible skewness, by simulating an even distribution of the order of altered fields.

Table E.3. Results on random field to alter

|  | all runs | 1 year | maximum <br> skewness |
| :--- | :--- | :--- | :--- |
| number of values | 5000 | 1 | 5000 |
| sum | 377330000 | 75466 | 377330000 |
| average | 972500 | 194.5 | 972500 |
| median | 972508 | 194.5 | 972500 |
| standard deviation | 7607 | 112 | 560750 |
| relative standard <br> deviation | 0.0020 | 0.1486 | 0.1486 |
| $\max$ | 992682 | 388 | 1940000 |
| $\min$ | 952572 | 1 | 5000 |

## Appendix F: Crop rotations for sensitivity analyses

The following tables reports the crop rotation matrices used for the sensitivity analyses in Section 8.6: Sensitivity analyses, p. 120 .

Table F.1: Transition matrix for permanent grassland rotation (Fife dataset)

|  | Year $\mathrm{n}+1$ |
| :--- | :--- |
|  |  |
| Permanent grassland |  |

Table F.2: Transition matrix for "all crops" rotation (Fife dataset)

$W w=$ winter wheat $; W b=$ winter barley; $S b=$ spring barley; Wo: winter oats; $S o=$ sunflower; WOSRc = winter oilseed rape conventional variety; WOSRgm = winter oilseed rape GM variety; SOSRc $=$ spring oilseed rape conventional; $P=$ potatoes; $o=$ other; $S a=$ set-aside.

Table F.3: Transition matrix for "all crops" rotation (Beauce dataset)

|  |  | Year $\mathrm{n}+1$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { OSR } \\ & \text { conv } \end{aligned}$ | $\begin{aligned} & \text { OSR } \\ & \text { GM } \end{aligned}$ | W | S | M | Sa | P | Wb | o | Sb |
|  | $\begin{aligned} & \text { OSR } \\ & \text { conv } \end{aligned}$ | 0.15 | 0.05 | 0.3 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.08 | 0.07 |
|  | OSR GM | 0.15 | 0.05 | 0.3 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.08 | 0.07 |
|  | Wheat | 0.15 | 0.05 | 0.3 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.08 | 0.07 |
|  | Sunflow | 0.15 | 0.05 | 0.3 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.08 | 0.07 |
|  | ers |  |  |  |  |  |  |  |  |  |  |
| $=$ | Maize | 0.15 | 0.05 | 0.3 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.08 | 0.07 |
| 厄゙ِ | Set-aside | 0.15 | 0.05 | 0.3 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.08 | 0.07 |
| $\checkmark$ | Peas | 0.15 | 0.05 | 0.3 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.08 | 0.07 |
|  | Winter <br> barley | 0.15 | 0.05 | 0.3 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.08 | 0.07 |
|  | Other cereals | 0.15 | 0.05 | 0.3 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.08 | 0.07 |
|  | Spring <br> barley | 0.15 | 0.05 | 0.3 | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.08 | 0.07 |

OSRconv = oilseed rape conventional variety; OSRGM = oilseed rape GM; $W=$ wheat; $S=$ sunflower; $S a=$ set-aside; $P=$ peas; $W b=$ winter barley; o $=$ other cereals; $S b=$ spring barley.

## Appendix G: Results from scenarios

The following tables reports the crop rotation matrices used for the sensitivity analyses in Section 8.7: Scenario testing for a real landscape, p.131.

Table G.1: Unprocessed results of each simulation

|  | ID | FailedSim | Year | Nblteration | NbCondFailed | Penalty | Seed |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A0 | 1 | 0 | 0 | 3218 | 4842329 | 337 | 13667 |
|  | 2 | 0 | 0 | 3431 | 5230842 | 324 | 5376 |
|  | 3 | 0 | 0 | 3130 | 4759391 | 350 | 19291 |
|  | 4 | 0 | 0 | 4367 | 6841779 | 390 | 10145 |
|  | 5 | 0 | 0 | 2242 | 3084814 | 292 | 22522 |
|  | 6 | 0 | 0 | 4445 | 7023564 | 376 | 6055 |
|  | 7 | 0 | 0 | 4611 | 7196019 | 352 | 26405 |
|  | 8 | 0 | 0 | 4194 | 6508242 | 348 | 20840 |
|  | - | 0 | 0 | 5394 | 8464827 | 407 | 10777 |
|  | 10 | 0 | 0 | 4693 | 7401647 | 376 | 13450 |
| B0 | 1 | 0 | 0 | 5695 | 9542636 | 405 | 9466 |
|  | 2 | 0 | 0 | 3461 | 5640678 | 307 | 20370 |
|  | 3 | 0 | 0 | 4706 | 8139041 | 388 | 7732 |
|  |  | 0 | 0 | 3547 | 5738110 | 344 | 3010 |
|  | 5 | 0 | 0 | 4674 | 8084697 | 386 | 10413 |
|  | 6 | 0 | 0 | 4087 | 6909869 | 354 | 14464 |
|  | 7 | 0 | 0 | 4093 | 6713520 | 336 | 5160 |
|  | 8 | 0 | 0 | 4052 | 6823957 | 354 | 6684 |
|  | 9 | 0 | 0 | 3964 | 6684982 | 341 | 26025 |
|  | 10 | 0 | 0 | 3106 | 4949373 | 312 | 12849 |
| A1-50m | 1 | 0 | 0 | 11977 | 22465910 | 769 | 15343 |
|  | 2 | 0 | 0 | 11301 | 20715924 | 728 | 3197 |
|  | 3 | 0 | 0 | 9014 | 16004598 | 641 | 6583 |
|  | 4 | 0 | 0 | 11338 | 20719267 | 660 | 23437 |
|  | 5 | 0 | 0 | 8438 | 15348210 | 607 | 26348 |
|  | 6 | 0 | 0 | 10798 | 19551917 | 712 | 10023 |
|  | 7 | 0 | 0 | 9069 | 16667877 | 642 | 23975 |
|  | 8 | 0 | 0 | 10514 | 19391363 | 724 | 1730 |
|  | 9 | 0 | 0 | 8678 | 15835887 | 622 | 10192 |
|  | 10 | 0 | 0 | 7905 | 14193776 | 600 | 4879 |
| B1-50m | 1 | 1 | 2 | 18158 | 35245606 | 1793 | 27115 |
|  | 2 | 0 | 0 | 14666 | 28096724 | 675 | 16455 |
|  | 3 | 1 | 2 | 21960 | 42980004 | 1893 | 16889 |
|  | 4 | , | 2 | 20102 | 39426562 | 1810 | 16911 |
|  | 5 | 1 | 2 | 20149 | 38629261 | 1837 | 31101 |
|  | 6 | 1 | 2 | 19926 | 38872849 | 1810 | 6867 |
|  | 7 | 1 | 2 | 16918 | 33045120 | 1797 | 31528 |
|  | 8 | 0 | 0 | 12551 | 24219992 | 676 | 28660 |
|  | 9 | 1 | 2 | 16918 | 33045120 | 1797 | 31528 |
|  | 10 | 0 | 0 | 19548 | 38041588 | 787 | 11509 |

FailedSim $=1$ if simulation failed; Year $=$ if simulation has failed, year that failed; NbIteration $=$ number of iteration used for the simulation; NbCondFailed $=$ number of failed condition during the iteration processes; Penalty $=$ overall penalty to field of the simulation; Seed $=$ random seed, unique for each simulation.

Table G.2: Statistical summary of results:
A0

|  | FailedSim | Year | Nblteration | NbCondFailed | Penalty |
| :--- | ---: | ---: | ---: | ---: | ---: |
| average | 0 | 0 | 3973 | 6135345 | 355 |
| median | 0 | 0 | 4281 | 6675011 | 351 |
| min | 0 | 0 | 2242 | 3084814 | 292 |
| max | 0 | 0 | 5394 | 8464827 | 407 |
| stdev | 0 | 0 | 939 | 1608003 | 34 |

BO

|  | FailedSim | Year | Nblteration | NbCondFailed | Penalty |
| :--- | ---: | ---: | ---: | ---: | ---: |
| average | 0 | 0 | 4139 | 6922686 | 353 |
| median | 0 | 0 | 4070 | 6768739 | 349 |
| min | 0 | 0 | 3106 | 4949373 | 307 |
| max | 0 | 0 | 5695 | 9542636 | 405 |
| stdev | 0 | 0 | 742 | 1364015 | 32 |

A1-50m

|  | FailedSim | Year | Nblteration | NbCondFailed | Penalty |
| :--- | ---: | ---: | ---: | ---: | ---: |
| average | 0 | 0 | 9903 | 18089473 | 671 |
| median | 0 | 0 | 9792 | 18029620 | 651 |
| min | 0 | 0 | 7905 | 14193776 | 600 |
| $\max$ | 0 | 0 | 11977 | 22465910 | 769 |
| stdev | 0 | 0 | 1438 | 2807494 | 58 |

B1-50m

|  | FailedSim | Year | Nblteration | NbCondFailed | Penalty |
| :--- | ---: | ---: | ---: | ---: | ---: |
| average | 0.7 | 1.4 | 18090 | 35160283 | 1488 |
| median | 1 | 2 | 18853 | 36643597 | 1797 |
| $\min$ | 0 | 0 | 12551 | 24219992 | 675 |
| $\max$ | 1 | 2 | 21960 | 42980004 | 1893 |
| stdev | 0 | 1 | 2866 | 5696071 | 536 |

FailedSim $=1$ if simulation failed; Year $=$ if simulation has failed, year that failed; NbIteration $=$ number of iteration used for the simulation; NbCondFailed $=$ number of failed condition during the iteration processes; Penalty $=$ overall penalty to field of the simulation; stdev $=$ standard deviation.

Table G.3: Student's t-test

|  | Tests | Nblteration | NbCondFailed | Penalty |
| :---: | :---: | :---: | :---: | :---: |
|  | A0-B0 | 0.4386 | 1.1808 | 0.1699 |
|  | A1-B1 | 7.8010 | 8.2104 | 5.0778 |
|  | A0-A1 | 10.9180 | 11.6840 | 14.7927 |
|  | B0-B1 | 14.3179 | 14.6389 | 7.0856 |
|  | B0-B1s | 9.8810 | 10.1058 | 15.8145 |
|  | A1-B1s | 4.6503 | 4.9649 | 1.5336 |
|  | A0-B0 | no | no | no |
| Significantly | A1-B1 | yes | yes | yes |
| different at | B0-B1 | yes | yes | yes |
| $\mathrm{p}=0.01 ?$ | Bes | yes | yes |  |
|  | B1-B1s | yes | yes | yes |

NbIteration $=$ number of iteration used for the simulation; NbCondFailed $=$ number of failed condition during the iteration processes; Penalty $=$ overall penalty to field of the simulation.
Degree of freedom for Student's t-test: 18, except for B1s (only 11)
Threshold value from $t$-test table, with $p=0.01: 2.88$, except for B1s (3.10)

