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Abstract

This thesis presents research into spin-transport in Carbon nanotube

quantum dots. Sputtered Permalloy electrodes designed with shape

anisotropy were used to contact Carbon nanotubes grown by chemical-

vapour deposition in lateral spin-valve structures. The magnetoresis-

tance of these spin-valves were measured at low-temperatures and as

a function of the charge state of the quantum dots.

Two conductance regimes were measured in a Carbon nanotube spin-

valve with Permalloy nucleation pads. At high bias outside of the

coulomb blockade regime a ∼ 10% magnetoresistance was measured

that is analogous to giant-magnetoresistance, in that it is due to spin-

dependent scattering at the ferromagnet-Carbon nanotube interfaces.

At lower bias the device enters the coulomb blockade regime and

the magnetoresistance observed develops a different structure, over

a larger field range, together with the development of an offset in con-

ductance between saturations. The maximum value of this MR was

MR ∼ 245% and it was attributed to changes in the induced charge

on the quantum dot.

By modifying the design of the Permalloy electrodes, a single domain

state at the point of contact of the Carbon nanotube was achieved.

A well defined anti-parallel state of the Permalloy electrodes, with

associated changes in the conduction of the devices was observed, yet

the conductance offset remained, with a maximum MR of ∼ 60%.

The positions of the coulomb peaks were measured during magnetic

reversal of the electrodes, showing the change in induced charge on the

quantum dot, with a maximum MR ∼ 350%. Predictions of device

transport based on the magneto-coulomb effect and spin-dependent



interfacial phase shifts were compared to experimental results and

found to not fit the observed behaviour. This led to the conclusion

that changes in the charge state of the quantum dots must be due to

a fixed spin-quantisation axis intrinsic to the Carbon nanotube.
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Chapter 1

Introduction

Since their discovery in 1991 by Iijima[1] carbon nanotubes (CNTs) have been

an area of intense research interest, both experimental and theoretical, over a

broad range of disciplines due to their novel properties. For example, much

work has been carried out on incorporating them into composites[2, 3] and using

them to spin fibres[4, 5] as they have the largest tensile strength and Young’s

modulus of any material discovered[6, 7]. Their high thermal conductivity has

also been of interest with multi-walled carbon nanotubes (MWCNTs) showing

thermal conductivities of over 3000 WK−1m−1[8], many times that of copper, at

∼400 WK−1m−1. Good room temperature conductivity and a strong sensitivity

to electric field of semiconducting CNTs has seen them investigated as field-effect

transistors[9, 10, 11, 12] (FETs) for use in logic systems[13], however some of

the most interesting physics in CNTs is found in the low-temperature trans-

port regime in which they act as one-dimensional quantum wires, with ballistic

conductance[14, 15]. Depending on the contact properties to the CNTs at low-

temperature they may exhibit Fabrey-Perot resonances with transparent contacts

(Transmission probability T ∼ 1),[16, 17, 18] where the conductance through the

tube has been shown to be close to the maximum for two-channel spin-degenerate

quantum wire. While with low transmission contacts (T � 1) CNTs may form

quantum dots (QDs)[19, 20, 21], where transport is only allowed through tun-

nelling via the discrete energy levels available in the CNT, with Kondo resonances

having been observed in the intermediate contact regime (T ∼ 0.6)[22, 23, 24],
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in which electron spins in the nanotube QD couple to spins in the metallic elec-

trodes, forming a correlated many-electron state, allowing current to flow at zero

bias even when an energy level of the QD is not available for transport.

The quality of contact between CNTs and metals is dependent of the properties

of the metal used. With early experiments showing the formation of Schottky

barriers at the CNT-metal contact[11, 25]. When using palladium, a metal with

a high work-function and good wetting interaction with CNTs[26, 27] as a con-

tact material these barriers are greatly reduced or eliminated[28, 29] and good

transport through the valence band of the CNTs is achieved, with conductance

values close to the theoretical maximum of 4e2/h for CNTs.

Due to the lack of nuclear spin of the main carbon isotope C12 and the predicted

long coherence lengths in CNTs make them ideal for use in spintronic devices, in

which the spin degree of freedom of electrons is used to control transport. The

classic example of which is a spin-valve where the transport between two ferro-

magnetic (FM) layers via an intermediary material is dependent on the relative

magnetisation and hence the spin polarisations of the FM layers. Experiments

using CNTs as the intermediary material in spin valve structures have shown evi-

dence of spin transport in CNTs[30] and experiments on FM contacted CNT QDs

have shown that the spin transport through CNTs is dependent on the quantised

energy levels within the QDs[31]. All current work on FM contacted CNTs has

been carried out using evaporated electrodes, however the preferred method of

deposition for metal spintronic devices is sputtering. Also the materials chosen

for contacting CNTs have generally been selected by considering the quality of

contact between CNT and FM, meaning the magnetic properties of the FMs have

not been ideal. For example, the nickel-palladium contacts used to demonstrate

gate-voltage control of spin-transport show anti-ferromagnetic ordering of their

domain structures when patterned into nanostructures[32], meaning their mag-

netisation is not well defined.

The aim of this work is to study spin-transport in CNTs. The band structure of

CNTs means that ballistic, spin-coherent transport should be possible. The low

spin-orbit interaction in carbon suggests that the spin diffusion length should be

long and electron-electron interactions in low-dimensional systems such as QDs

means that the spin-transport could be dependent on the energy quantisation.
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Contact was made to CNTs using sputtered permalloy (Py) an 80% nickel 20%

iron alloy, currently used extensively in spintronic research due to its advanta-

geous properties[33, 34], which include a high spin-polarisation[35], a low coer-

civity, almost zero magnetostriction[36], a strong shape anisotropy and a large

domain size[37]. This was done by investigating the dependence of the magne-

toresistance (MR) of sputtered Py contacted CNT QDs at low temperature to

the discrete energy level spectra of the QD.

In Chapter 2 an overview of theory relevant to the transport through FM con-

tacted CNT QDs will be presented. Beginning with the structure and electronic

properties of graphene and how they relate to those of CNTs of differing sizes

and structural characteristics. The basic principles of electron transport through

quantum dots and how they can be realised experimentally, including the trans-

port of CNT QDs and estimates of their energy scales. Then the origin of ferro-

magnetism will be introduced, together with spin-dependent transport originat-

ing with the two-band model and explaining magnetoresistance. Followed by the

interaction between CNT QDs and both applied magnetic fields and electrode

magnetisation, considering movement of energy levels within a QD due to mag-

netic fields parallel and perpendicular to the CNT axis and energy and field effects

caused by the introduction of ferromagnetic electrodes, including the magneto-

coulomb (MC) effect and spin-dependent interfacial phase-shifts (SDIPS). This

is followed by a review of pertinent experimental results.

Chapter 3 will describe the experimental techniques used to make CNT devices,

together with methods used to acquire results presented in this work.

Chapter 4 will present results obtained from a Py contacted CNT QD that in-

corporates shape anisotropy in the Py pads to perform spin-valve measurements.

The source-drain bias dependence of the observed MR will be presented, together

with interpretations of the dependence based on the high bias resistive transport

regime and the low bias coulomb blockade regime. In the low bias regime large

changes in conductance are attributed to shifts in the charge state of the QD,

with the magnitude of these shifts being greater than that predicted by the MC

effect.

Chapter 5 will show results obtained from Py contacted CNT QDs that use elec-

trodes with better defined magnetic behaviour than the designs used previously.
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Observed changes in device conductance as attributed previously to changes in

the energy level spectra of the QD are now directly observed and compared to

theoretical predictions for ferromagnetically contacted CNTs.

Finally conclusions that can be drawn from this work and plans for future inves-

tigations are given in Chapter 6.
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Chapter 2

Theory

2.1 Carbon Nanotubes

Carbon nanotubes (CNTs) are large molecules made up of carbon atoms bonded

in a hexagonal honeycomb structure like that of graphene, which itself is a single

atomic layer of Graphite[38], shown in Figure 2.1.

Figure 2.1: Atomic structure of a sheet of graphene.

A particular single-walled nanotube can be thought of as a sheet of graphene

that has been rolled up along a particular chiral vector C, where C is made up

of the graphene lattice vectors a1 and a2 and becomes the circumference of the

tube[39, 40]. Normally a chiral vector is quoted by its chiral indices in the form

(n1, n2) where[41]:

C = n1a1 + n2a2

5



2.1 Carbon Nanotubes

These chiral indices correspond to a chiral angle θ and diameter d:

θ = cos−1

(
n1 + n2/2√
n2

1 + n1n2 + n2
2

)

d =
a0

π

√
n2

1 + n1n2 + n2
2

where a0 = 2.461 Å is the lattice constant of graphene. The smallest graphene

lattice vector perpendicular to C is known as the translational vector (T) and

together with the chiral vector defines the unit cell of a carbon nanotube. Figure

2.2 illustrates this and shows the chiral and translational vectors for a (4,2) car-

bon nanotube.

Due to the similarities between the structure of carbon nanotubes and graphene

Figure 2.2: The hexagonal atomic structure of graphene with basis vectors a1

and a2, showing the construction of a carbon nanotube with chiral vector C. The

nanotube is constructed by the rolling up of the graphene sheet along the chiral

vector until the point A meets the point A’ and the point B meets the point B’.

The translational vector T points along the tube axis and the angle θ is the chiral

angle between C and a1. Adapted from Saito et al.[42]

the electronic properties of tubes can be obtained from the properties of graphene,

which will now be discussed. A carbon atom has 6 electrons, 4 of which are in its

valence shell in 2s2 and 2p2 orbitals. In graphene and other carbon allotropes with
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2.1 Carbon Nanotubes

(a) (b)

Figure 2.3: (a) The unit cell of graphene containing two carbon atoms with

basis vectors a1 and a2 with corresponding reciprocal lattice (b) showing the

first Brillouin zone and high symmetry points Γ and K. The reciprocal lattice

vectors k 1 and k 2 in Cartesian coordinates are k 1 = (0, 1)4π/
√

3a0 and k 2 =

(0.5
√

3,−0.5)4π/
√

3a0.[39]

honeycomb lattices two p-orbital electrons and one s-orbital electron combine to

produce three sp2 hybrid orbitals, which lie in-plane at 120◦ to one another, form-

ing σ bonds. The final valence electron is then in a pZ orbital perpendicular to

the plane of the σ bonds and forms bonding and anti-bonding π and π∗ bonds.

The Brillouin zone of graphene in Figure 2.3(b) has two non-equivalent points K

and K’ corresponding to the two atoms in the graphene unit cell shown in Figure

2.3(a), the rest of the six points can be obtained from transformations along the

reciprocal lattice vectors k 1 and k 2. As the σ bonds in graphene are far from the

Fermi level with a band gap of ∼ 11 eV the electronic properties of graphene are

well described by taking into account the energy dispersion of only the π bonding

electrons. The dispersion relation of the π orbitals can be approximated with a

first or third nearest neighbour tight binding calculation. The nearest neighbour

approach provides a reasonable approximation of the energy dispersion at or near

the Fermi level, but does not accurately reproduce the π bands over a large range

of the Brillouin zone, whereas the third nearest neighbour approximation can

quite accurately reproduce energy dispersions from ab-initio calculations.[43].

The dispersion relation for a nearest neighbour tight-binding calculation is shown

in Figure 2.4, where the energy of the dispersion was calculated from:

7



2.1 Carbon Nanotubes

E±(kx, k y) =
ε2p ± γ0

√
fxy(kx, k y)

1± s0

√
fxy(kx, k y)

where ε2p is the energy of the 2pz orbital, s0 the overlap integral between the two

nearest neighbours and γ0 the carbon-Carbon interaction energy or tight binding

integral. The function f(kx, k y) is derived from the energies of the 2pz electrons

and their overlap elements in reciprocal space is:

fxy = 3 + 2 cos a0y + 4 cos

√
3a0

2
x cos

a0

2
y

The graphene π bands are seen to meet at the Fermi level at six points corre-

Figure 2.4: The electronic band structure of a graphene sheet obtained from a

nearest-neighbour tight-binding calculation. The valence and conduction band

are seen to meet at the K points of the reciprocal lattice at which E±(k) is

approximately linear.

sponding to the K points of the Brillouin zone, with a linear relationship between

E and k . This linear relationship E±(k) = ±vF~ | k | means that the electrons

and holes have zero effective mass around the Fermi energy and so behave like

8



2.1 Carbon Nanotubes

relativistic particles with a speed equal to the Fermi velocity, vF ∼ 106 ms−1[44].

As the two atoms in the graphene unit cell each donate one electron to the bond-

ing and anti-bonding pairs of the valence and conduction band, examining the

energy dispersion about a K point as shown in Figure 2.5 we see the electrons and

holes at a displacement of ±k from the K point have opposite molecular orbital

states, these two states are often described as a pseudospin as they behave in

an analogous way to an electron spin. Due to this pseudospin, backscattering

is not allowed between k and -k directions because of their orthogonal molecu-

lar orbitals and although inter-band scattering is still allowed, this preserves the

direction of motion and does not introduce electrical resistance[45]. Due to this ef-

fect the electrons have long mean free paths, meaning graphene and graphene-like

materials have potential for spintronic applications[46] due to long spin coherence

lengths[47].

Figure 2.5: Energy dispersion of a graphene sheet around the Fermi energy show-

ing the contribution of the two orbital states at either side of a K point. Adapted

from Ensslin[48]

9



2.1 Carbon Nanotubes

The electronic properties of a carbon nanotube with particular chiral indices

can be found by first finding the unit cell of the carbon nanotube in question. The

unit cell of the carbon nanotube is formed by a cylindrical surface with diameter

d and a height equal to the translational unit vector a , where the tubes diameter

is given by:

d =
|c|
π

where a is defined as the smallest graphene lattice vector perpendicular to c,

along the translational vector T. The reciprocal lattice vector k z is then defined

as:

k z =
2π

a

If it is assumed the tube is infinitely long in relation to its diameter this wave

vector is continuous. The second reciprocal lattice vector k⊥, which points along

the circumference of the tube must be quantised due to the continuous nature of

the circumference according to the boundary conditions:

m · λ = |c| = π · d

k⊥,m =
2π

λ
=

2π

|c|
·m =

2

d
·m

where m is an integer with values that span between −q/2 + 1 and q/2 where

q is the number of graphene hexagons in the carbon nanotube unit cell. This

quantisation is very important to physical and transport properties of carbon

nanotubes as it limits the modes of electrons and phonons travelling circumferen-

tially around the tube to those that have a phase shift of an integer multiple of 2π

as all other modes will vanish due to interference, making the carbon nanotube a

quasi-one-dimensional system. The Brillouin zone of a (10,10) nanotube is shown

as a series of red lines on top of the reciprocal lattice of graphene in Figure 2.6

with its periodic conditions in the k⊥ axis showing the quantisation of states.

The electronic structure of a carbon nanotube can then be found by mapping the

energy dispersion of a graphene sheet onto the Brillouin zone of that particular

tube. As the conduction and valence bands of graphene meet at the K points of

its Brillouin zone, carbon nanotubes with Brillouin zones that cross a K point

of the graphene Brillouin zone are metallic, whereas tubes that have a Brillouin

10



2.1 Carbon Nanotubes

Figure 2.6: Brillouin zone of a (10,10) carbon nanotube shown in red overlaying

that of a graphene sheet, showing quantisation in the k⊥ axis. Adapted from

Reich et al. [41]

zone that does not cross a K point are semiconducting, with varying band gaps

depending on their chiral vector. Using this approach it is expected that roughly

1/3 of carbon nanotubes are metallic or quasi-metallic.

The electronic structure of a (10,10) carbon nanotube for Γ ≤ k z ≤ π/a0 derived

from the dispersion relation of graphene is shown in Figure 2.7, showing the lin-

ear energy dispersion around a K point, while the electronic structure of a (19,0)

semiconducting tube are shown in Figure 2.8, showing a gap between valence and

conduction bands and a non-linear dispersion of the energy levels closest to zero

energy.

The electronic states either side of a K point in metallic carbon nanotubes, like

those of graphene, correspond to the two molecular orbital states. Backscattering

occurs between these two states displaced from the K point by k and k ’, as shown

in Figure 2.9. The overlap of the two states depends on the angle between them

as cos2(θ/2) where θ is the angle between the two states, making this scattering

process forbidden. However for semiconducting tubes the Brillouin zone is off-

set from a K point, making the angle between k and k ’ less than π and allowing

backscattering to occur. This makes the mean free path for semiconducting tubes

orders of magnitude smaller than that of metallic ones and makes them sensitive

to long range disorder[49].
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2.1 Carbon Nanotubes

Figure 2.7: Band Structure of a (10,10) nanotube obtained from the electronic

structure of graphene obtained by: (a) Ab-initio calculation (b) Nearest-neighber

tight-binding and (c) Third-nearest-neighbour tight-binding. Taken from Reich

et al.[43]

Figure 2.8: Band Structure of a (19,0) nanotube obtained from the electronic

structure of graphene obtained by: (a) Ab-initio calculation (b) Nearest-neighber

tight-binding and (c) Third-nearest-neighbour tight-binding. Taken from Reich

et al.[43]

The mean free paths in metallic carbon nanotubes can be of the order of 1

µm[19, 50, 51, 52] and as devices often have channel lengths of less than this,

their transport may be described as ballistic. In the ballistic regime there is no

resistance associated with conduction through the tube due to the lack of scat-

tering but the conductance remains finite as the maximum conductance is given

12



2.2 Quantum Dots

Figure 2.9: Allowed k values for a metallic and semiconducting nanotube relative

to the Fermi circle of graphene about a K point at an energy EF . Adapted from

McEuen et al.[49]

by n e
2

h
, where n is the number of one-dimensional (1D) channels available for

transport through the device and e2

h
is the quantum of conductance. Near the

Fermi energy carbon nanotubes have 2 spin-degenerate 1D channels so we expect

a maximum conductance of 4e2

h
or 2 G0, where G0 is defined as the conduction

through one spin degenerate 1D channel. This maximum conductance is only

achieved when the tube is perfectly contacted i.e. there is 100% transmission and

no reflection at the tube boundaries. For non-perfect contacts this is reduced

and the conduction through each channel is dependent on the transmission into

and out of the tube Ti giving G = 2e2

h
ΣiTi, where the summation is over all the

available channels.

2.2 Quantum Dots

Quantum dots (QDs) are zero dimensional objects in that their physical size is

less than their Fermi wavelength giving them a discrete energy spectrum of elec-

tron states analogous to that of an atom[53, 54]. Electron transport through

a dot may be performed by contacting the quantum dot with a source (S) and

drain (D) electrode which couple to the dot by tunnelling into the discrete states,

with the coupling characterised by the capacitance of the contact CS(D) and the

coupling strength ΓS(D). A third electrode that is only capacitively coupled to

the dot via Cg may also be used to tune the energy of the states of the dot as

shown in Figure 2.10. Carbon nanotubes may form QDs in this way when the

tunnel barriers form between themselves and metal electrodes deposited on them.

In this case the transmission probability between metal and tube is < 1 and the

13



2.2 Quantum Dots

conductance through the tube is less than the theoretical maximum of 2 G0.

The weak coupling between the QD and the electrodes means the number of elec-

Figure 2.10: Coupling of a Quantum dot (QD) to macroscopic measurement

apparatus. Source and Drain lines are characterised by a capacitance (CS(D)) and

coupling strength (ΓS(D)) allowing tunnelling onto and off from the QD. A third

Gate contact is only capacitively coupled to the dot and can be used to induce a

charge on the dot.

trons on the QD is an integer N. For transport to occur through a QD an electron

must tunnel from the source electrode into the dot raising the number of electrons

on the dot by one, then tunnel from the dot to the drain electrode, however to

add an additional electron to the island the coulomb repulsion between the added

electron and the charge on the island must be overcome. This is known as the

charging energy of the QD, UC = e2/CΣ, where CΣ=CS+CD+Cg[55]. The gate

electrode may tune the electrostatic energy of the QD by inducing an effective

charge q=CgVg on the dot. When sweeping Vg the build up of induced charge will

be compensated for by tunnelling of discrete charges onto the dot. The period of

oscillation of the discrete charge addition to the dot leads to Coulomb oscillations

in the conductance of the device, as when a gate voltage value is reached that

corresponds to an electron being added to the dot, the number of electrons is

allowed to alternate between N and N+1 and current is able to flow through the

dot, whereas the conduction through the dot is blocked for all other values, as

14



2.2 Quantum Dots

shown in Figures 2.13(b):2.13(c). As a defect free carbon nanotube has a four-

fold degeneracy of its energy levels due to the two-fold spin degeneracy of the two

orbital states, we expect a four-fold degeneracy of the oscillation of conductance

with gate voltage, as the addition of an electron into an energy level with an

available state is equal to UC, while the addition of an electron to the next energy

level of the QD will be UC + ∆E where ∆E is the energy spacing of the QD.

An example of this four-fold symmetry of coulomb blockade oscillation is shown

in Figure 2.11. Although often in devices the orbital degeneracy is lifted due to

mixing of the K states of the tube, either by defects in the tube or interaction

with the contacts leaving a spin degenerate 2 fold state[56].

The line shape of the coulomb resonances is broadened by applied source-drain
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) 

Figure 2.11: Current flow through a device at VSD=15 mV taken at 1.4 K showing

four-fold symmetry of coulomb blockade resonances.

bias due to the offset between the chemical potential of the electrodes. We assume

the electronic occupation of the electrodes is described by a Fermi function, which

becomes a step function at low temperatures where the electronic states are filled

up to a chemical potential µS(D). A bias applied to source and drain offsets the

chemical potentials allowing a larger range of gate voltage over which the QD

energy level is between the levels of the electrodes. However we also see coulomb

blockade resonance of finite width at zero bias. In the case ~Γ� kBT � ∆E the

peak broadening is dependent on temperature and the line shape is given by[57]:

G =
e2

4kBT

ΓSΓD

ΓS + ΓD

cosh−2

(
∆min

2kBT

)

15



2.2 Quantum Dots

where ∆min is proportional to the Fermi energy of the electrodes and zero at a

coulomb blockade resonance and the full-width half-maximum (FWHM) of the

coulomb resonance is ∼ 3.5 kBT . In the case kBT � ~Γ� ∆E the line shape of

the coulomb resonances is broadened by the coupling to the electrodes, known as

life time broadening. This is due to the energy-time uncertainty ∆E ·∆t ≥ ~/2
and the line shape of the resonance has the Breit-Wigner form[57]:

G =
4e2

~
ΓSΓD

ΓS + ΓD

· ΓS + ΓD

(ε/~)2 + ((ΓS + ΓD)/2)2

where ε is the difference in energy of the energy level in the QD and the electrodes.

From this dependence we can extract the FWHM of the coulomb resonance to

be ΓS + ΓD.

As can be seen from Figure 2.13 conduction through a carbon nanotube QD is

dependent on an energy level of the quantum dot being between the chemical

potentials of source and drain electrodes and we have considered the conduction

of the QD as a function of gate voltage as the induced charge on the dot moves

the energy levels through the bias window of source and drain. In addition to

this the charging energy of the dot can also be overcome using applied source

drain bias (VSD) as the offset in chemical potential between the electrodes is

µS − µD=−e · VSD. Steps in the current-voltage characteristics of the device are

referred to as the coulomb staircase and correspond to states becoming available

for transport in the VSD bias window. The applied bias needed to overcome the

coulomb blockade is obviously dependent on the position of the energy levels of the

quantum dot and the steps of the coulomb blockade staircase correspond to areas

of high differential conductance. To extract parameters from the QD differential

conductance, it is often plotted as a function of VSD and Vg, often referred to as

the QDs stability diagram. A schematic representation of this is shown in Figure

2.12, where the light grey shaded diamonds are areas where coulomb blockade

is stopping current flow in the device and the red lines represent areas of large

differential conductance corresponding to a energy level of the dot moving into

the VSD bias window. The four fold symmetry of the device can be seen in the
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2.2 Quantum Dots

increased size of every fourth diamond because of the increased level spacing of

the QD.

As VSD is applied directly to the QD, the charging energy can be extracted directly

as the height of the coulomb diamond multiplied by the electron charge, whereas

to equate the gate voltage to an energy we must find the gate coupling α, where

α = UC

Eadd
= CG

CΣ
. Alternatively α can be found from the gradients of the high

differential conductance lines α = β+|β−|
β++|β−| , where the β values can also be used

to be the capacitative coupling of the source and drain electrodes to the QD.

Figure 2.12: Coulomb blockade stability diagram for a carbon nanotube QD with

four-fold symmetry. Grey diamonds are blocked regions where the charge on

the dot is fixed and no current can flow and red lines represent regions of high

differential conductance (dG/dVg) beyond which current flows. Some intrinsic

parameters of the QD can be extracted from the measurements shown.
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2.2 Quantum Dots

(a) (b)

(c) (d)

Figure 2.13: Energy diagrams representing a carbon nanotube between two metal

electrodes. In (a) transport is blocked through the tube as there is no available

energy level between the source and drain potentials of the electrodes. The states

below the source-drain levels are filled apart from the top level which has a single

electron in it, the energy levels are separated by a spacing ∆E with a larger gap UC

being the charging energy taken to put an extra electron onto the quantum dot.

In (b-c) a gate voltage tunes the energy levels in the nanotube so an available

level is between the source-drain energy levels, allowing transport through the

tube. If the voltage applied to the source-drain electrodes is increased further as

in (d) excited states of the nanotube can be probed[19].
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2.2 Quantum Dots

As shown in Figure 2.13(d) for large VSD excited states are available for trans-

port through the QD, in this case as VSD < 2UC/e only single electron tunnelling

is allowed though the dot as the addition of one electron to the dot would move

the excited states out of the source-drain bias window, but the increased number

of states available means the conductance through the device is higher. This can

be seen in the differential conductance of the device as shown in Figure 2.14,

where excited states are offset from the ground state by ∆E.

SWCNTs and MWCNTs may be differentiated using transport measurements by

the ratio ∆E/UC as the intrinsic level spacing of un-doped CNTs is independent of

diameter and varies with L the length of the CNT QD. While the charging energy

is dependent on the capacitance between the CNT and the electrodes, meaning

MWCNTs which have larger diameters and electron overlaps than SWCNTs tend

to have a lower UC and higher ∆E/UC ratio[58].

Figure 2.14: Excited states of a QD shown as red lines of high differential con-

ductance beyond the edges of the coulomb blockade diamonds[55].
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2.2 Quantum Dots

The charging energy of a SWCNT QD can be estimated from the capacitive

coupling, which is dependent on the length of the CNT that forms the QD. For

couplings of 50 af/L→100 af/L calculated for SWCNTs of differing diameters[19,

59] the charging energy lies in the range 3-7 meV/L where L is the length of the

tube in µm. The intrinsic energy level spacing of an un-doped, metallic CNT is

given by[50, 58]:

∆E = hvF/2L

≈ 1.8 meV/L.
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2.3 Spintronics

Spintronic devices are such that the electron transport through them is depen-

dent on the spin polarisation of the current, where spin is an intrinsic property of

an electron analogous to an angular momentum. As such spintronic devices must

include a method of generating a spin-polarised current, where the simplest way

of doing this is passing the current through a ferromagnetic material as they have

a spin-split density of states (DOS) at the Fermi level, giving them a majority

and minority carrier[60].

The origin of the ferromagnetism of transition metals is described by the Stoner

model in which we consider the band structure of the metal to be separated into

a spin up and spin down band. In molecular field theory electron spins are influ-

enced by an average exchange field λM , which is produced by the electron spins.

The interaction responsible is exchange and Stoner expressed this as an enhance-

ment of the Pauli paramagnetism χP and this magnetisation of the electron gas

produces the exchange field. This is a cyclic argument, so to resolve whether fer-

romagnetism occurs we will consider the change in energy of the system between

no spin splitting of the spin sub-bands and a small spin-splitting caused by a

movement of electrons from the down spin band to the up spin band. A system

will always tend to minimise its energy so we will expect spontaneous ferromag-

netism if this movement of electrons causes an overall reduction in energy of the

system. The change in kinetic energy associated with a movement of electrons

from EF − δE in the spin down band to EF + δE in the spin up band is given

by[61]:

∆EKE =
1

2
g(EF )(δE)2

This movement changes the number density of up and down spins to:

n↑ =
1

2
n+

1

2
g(EF )δE

n↓ =
1

2
n− 1

2
g(EF )δE

where n is the number density of electrons in the paramagnetic case. As each elec-

tron has a magnetic moment equal to the Bohr magneton µB, the magnetisation
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2.3 Spintronics

is given by:

M = µB(n↑ − n↓)

The potential or molecular field energy is then:

∆EPE = −
∫ M

0

µ0(λM ′)dM ′

= −1

2
µ0M · λM

= −1

2
µ0λM

2

= −1

2
µ0µ

2
Bλ(n↑ − n↓)2

Substituting U = µ0µ
2
Bλ, where U is a measure of the exchange we obtain:

∆EPE = −1

2
U · (g(EF )δE)2

So the total change in energy of the system due to the spin-flipped electrons is:

∆E = ∆EKE + ∆EPE

=
1

2
g(EF )(δE)2 − 1

2
U · (g(EF )δE)2

=
1

2
g(EF )(δE)2(1− Ug(EF ))

A spontaneous spin splitting is expected for ∆E < 0 in which case:

Ug(EF ) ≥ 1

This is known as the Stoner criterion for ferromagnetism and tells us that for

spontaneous ferromagnetism to occur exchange must be strong and the density

of states must be large at the Fermi energy. This condition is fulfilled for the

three transition metals cobalt, iron and nickel, mainly due to their large density

of states at the Fermi energy. The three elements exhibit a spin splitting of ∆,

equal to the exchange splitting in the absence of a magnetic field.

The spin splitting in ferromagnets leads to separate electron transport behaviour

for the two spin sub-bands as first proposed by Mott[62]. This leads to the for-

mation of two independent current channels in parallel, the resistivity of which
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(a) (b)

Figure 2.15: Schematic representation of spontaneous ferromagnetism. (a) Down

spin electrons between EF and EF − δE move into the up spin sub-band (b)

Assuming the total energy of the system is lowered by the movement of electrons

the two spin sub-bands are offset by the exchange splitting ∆ and have differing

densities of states at the Fermi level.

are:

ρ↑(↓) =
m↑(↓)

n↑(↓)e2τ↑(↓)

The total resistivity of the two channels in the absence of spin mixing[63] is:

ρtotal =
ρ↑ · ρ↓
ρ↑ + ρ↓

The spin asymmetry of the resistivity of the two conduction channels is charac-

terised by the coefficient α = ρ↓/ρ↑.

The change in resistance of a ferromagnetic material with field (magnetoresis-

tance) is dependent on the angle between the magnetisation and the current

direction θIM and is known as the anisotropic magnetoresistance[64] (AMR) for

this reason. The origin of the AMR lies in the s-d scattering of electrons due to

spin-orbit coupling in the material due to the applied field, without this spin-orbit

interaction scattering of the majority s electrons into d states cannot occur as

there is no mixing of s and d states. Due to conservation of momentum of the

scattered electrons, the scattering cross section is different for a current parallel

to the ferromagnetic magnetisation than for a current perpendicular to the mag-

netisation due to the orbital anisotropy of the d states. The resistance of the
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ferromagnet is at a maximum when the current is parallel to the magnetisation

direction and at a minimum when the current is perpendicular to the magnetisa-

tion with an angular dependence of:

R(θIM) = Rmin + ∆RAMR · cos2(θIM)

We have identified ferromagnets as a source of spin-polarised currents, but to be

Figure 2.16: Resistance as a function of applied field for current parallel to the

field (R‖) and current perpendicular to the field (R⊥). Taken from Getzlaff[64].

useful these currents must be transported between ferromagnets via other mate-

rials. When a current of density j flows between a ferromagnet (F) and a normal

metal (NM) its distribution of spin up and spin down electrons must change as

the bulk spin polarisations for the two materials differs, this leads to a discon-

tinuity in the spin-dependent chemical potential (∆µ↑(↓)) at the interface of the

materials as shown in Figure 2.17(b). The chemical potential discontinuity leads

to a spin accumulation when a spin polarised current flows and is defined as[65]:

j↑ (↓) = −
σ↑(↓)
e
5 µ↑(↓)
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where current polarisation is given by:

Pj =
j↑ − j↓
j↑ + j↓

With the spin asymmetry of the conduction characterised by j↑ = βj and j↓ =

(1 − β)j. Assuming that the rate of scattering events of the two channels is far

larger than the spin-flip scattering rate (τ−1
sf ) allows the chemical potentials of the

conduction channels (µ↑(↓)) to differ, with a gradient determined by the current

of the channel:
δµ↑(↓)
δx

= −(e/σ↑(↓))j↑(↓)

where x is the distance from the barrier. Recalling α, the spin asymmetry of the

conductance defined previously, we see this as an intrinsic property of the mate-

rial, which changes abruptly at the FM/NM interface, whereas β is continuous.

Far from the interface in the two materials the 2 spin bands are in equilibrium

and β = α, while at the boundary δβ/δx 6= 0 and the spin bands are at separate

chemical potentials. This potential difference between the bands is the motive

force of the current conversion and obeys the diffusion equation in the steady

state:

(µ↑ − µ↓)/τsf = D
δ2(µ↑ − µ↓)

δx2

where D = 1
3
vF l is the diffusion constant and l the mean-free path. The potential

difference (µ↑−µ↓) can then be seen to decay exponentially from the interface on

the scale of the spin diffusion length Λ = (Dτsf )
1
2 . Defining the average chemical

potential of the two bands in each material as µ0 = αµ↑+(1−α)µ↓, the resistance

of the interface can be simply found from the difference in µ0 at the interface and

the current[65]:

RI =
µ↑ − µ↓
ej

RI =
(2αF − 1)2(σ−1

N ΛN)(σ−1
F ΛF )

(σ−1
F ΛF ) + 4αF (1− αF )(σ−1

N ΛN)

So we see that spin accumulation can cause spin-split states in a NM at distances

from the interface with a FM far larger than the mean-free path and that an in-

terface resistance is caused by the chemical potential drop across the interface
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(a) (b)

Figure 2.17: (a) Change in spin dependent chemical potentials for a ferromagnet-

normal metal interface due to current flow between the materials. Taken from

van Son et al. 1987 (b) Spin polarisation of electrons across a ferromagnet-normal

metal interface driven by current flow. (a) Taken from van Son et al.[65]. (b)

Taken from Schuhl et al.[66]

even when good Ohmic contact is made between the materials.

Introducing a finite contact resistance into the interface modifies the spin-transport

and the current polarisation can be written as[67]:

P =
rCPC + rFPF
rF + rC + rN

where:

rF =
LSFσF
4σ↑σ↓

and rN =
LSN
σN

With rC the contact resistance of the interface and PC the associated polarisa-

tion. This is not the same as the interface resistance that occurs in a transparent

Ohmic contact where rC = 0 and for an Ohmic contact reduces to the interface

resistance as defined previously. This relationship between polarisation and con-

tact resistance illustrates the conductivity mismatch problem, as if rF � rN then

P ∼ rF/rN � 1. This equation also shows how the introduction of a tunnel bar-

rier between the ferromagnet and normal metal can overcome this spin injection

problem.

Giant magnetoresistance (GMR) was discovered by Baibich et al.[68] and simul-

taneously by Binash et al.[69] in iron-chromium multilayers. The results from
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Baibich et al. are shown in Figure 2.18 where a large change in resistance is

observed between the zero field case and the saturated state HS, as the Fe lay-

ers that are anti-parallel (AP) at H = 0 due to the anti-ferromagnetic ordering

induced by the Cr are pulled into a parallel (P) state. This large change in resis-

tance between P and AP states can be explained by Mott’s two band conduction

model if we consider the scattering and hence resistance of the two channels in the

two configurations. Simplifying the multilayers to a 3 layer ferromagnet/normal

metal/ferromagnet (FM/NM/FM) system as shown in Figure 2.19 with an elec-

tron mean free path for each spin channel which is greater than the layer thickness

so the scattering is averaged over the structure. It is assumed that the scattering

caused by interface potentials and other sources is spin-dependent and weighted

by the density of available states. In the P case, the majority spin electrons are

weakly scattered when passing through each layer, making the channel resistance

2r much smaller than for the minority carrier which is scattered at each interface

and in the bulk of each magnetic layer and has a channel resistance of 2R, making

the resistance of the parallel state RP = 2rR/(r+R) ∼ 2r. In the AP state each

of the spin channels alternates, being minority and majority through the stack,

making the averaged resistance through the stack RAP = (R + r)/2. The GMR

is defined as:

GMR = (RAP −RP)/RP

Large GMR values are associated with combinations such as Fe/Cr and Co/Cu,

where the band matching of the materials is important and the majority spin-

bands are nearly full.
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Figure 2.18: GMR in Fe/Cr superlatices at 4.2 K, resistance is normalised to

R(H = 0) and shows the antiparallel alignment of layers at zero field, which then

rotate to parallel at HS, the saturation magnetisation of the stack. Taken from

Baibich et al.[68]

GMR spin valves employ normal metal layers between the ferromagnetic lay-

ers. When replacing this normal layer with a tunnel barrier a similar spin valve

effect is observed, with high conductance when the magnetic layers are parallel

and low conductance when they are anti-parallel. Tunnelling was first observed

by Giaver [70] when measuring the BCS gap in superconductors and later by

Julliere[71] in ferromagnets. In this case the origin of the magnetoresistance is

not scattering as in GMR but is dependent on the density of states (DOS) of the

spin sub-bands of the ferromagnets. As shown in Figure 2.20 assuming the tun-

nelling between the two ferromagnetic layers preserves the spin of the electrons, in

a parallel configuration the majority spin have a large number of available states

to tunnel into and the minority carriers have a small number of available states.

In the AP configuration the majority carriers have a small number of available
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Figure 2.19: Scattering description of GMR in spin valves. Straight electron paths

through the stack shown in blue represent low scattering, whereas deviations in

the electron path represent increased scattering in the bulk or at interfaces. The

two parallel spin channels and their interface resistance are shown below, with

large resistors representing increased scattering.

states to tunnel into and the minority carriers have a large number. Defining

aM(m) = g(EF )M(m)/g(EF )total as the proportion of majority (M) and minority

(m) states at the Fermi energy we obtain[72]:

GP ∝ aMSaMD + amSamD

GAP ∝ aMSamD + amSaMD

This leads us to Julliere’s formula:

MR =
GP −GAP

GAP

=
2P1P2

1 + P1P2

where P1 and P2 are the respective spin polarisations of the two magnetic layers.

Figure 2.21 shows an example of the TMR between two magnetic layers of CoFe

and Co through an Alumina tunnel barrier[73]. The hysteretic magnetoresistance

seen is due to the differing coercive fields of the magnetic layers, HS1 and HS2

between which an anti-parallel alignment of the magnetisations is obtained, as

shown by the arrows on the Figure.
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Figure 2.20: Spin dependent tunnelling between two ferromagnetic layers aligned

parallel and anti-parallel (alignment indicated by the spin of the majority sub-

band). Taken from Zutic et al.[67]

Figure 2.21: Resistance of a CoFe/Al2O3/Co structure at room temperature,

including AMR measurements on the CoFe and Co films showing the difference

in coercive field of the two layers. Taken from Moodera et al.[73]
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2.4 Carbon Nanotubes and Magnetism

Due to the structural symmetry of carbon nanotubes the two non-equivalent axes

for applied fields are parallel to the axis of the tube: along the translational vec-

tor and perpendicular to the tube axis. When considering the interaction of the

four-fold degenerate ground state of the quantised energy levels, when a field is

applied parallel to the tube we have to take into account the orbital motion of

electrons[74, 75]. States with a positive k⊥ rotate around the circumference in

the opposite direction to those with negative k⊥ with a velocity vorb = 1
~

dE
dk⊥

defining the motion as clockwise (CW) or anti-clockwise (ACW). Considering

the states closest to the Fermi level of the tube we find the K point states to

have an opposite orbital velocity to those around the K’ points with the K band

states having an ACW rotation in the conduction band and a CW rotation in the

valence band. As each CW(ACW) orbit for K point states has an equal energy

ACW(CW) partner in the K’ point states the two sub-bands are degenerate.

The magnetic moment produced by the rotating charge in these orbits µorb =

DevF/4[76] is directed along the tube axis, where D is the diameter of the rota-

tion. When the orbital magnetic moment interacts with a parallel applied field

the energy of the states is shifted by:

∆Eorb = −µorb ·B = ±
DevFB‖

4

This energy splitting lifts the orbital degeneracy of the four-fold ground state as

shown in Figure 2.22, where a large splitting of the two orbital states with B‖ is

seen together with a smaller splitting of the orbital sub-bands due to the Zeeman

shift of the electron spins.

For a magnetic field applied perpendicular to the tube axis (B⊥)[77, 78] there

is no coupling to the orbital moment and we expect to see a Zeeman splitting of

the two-fold spin degenerate levels of EZ = gµBB⊥, with g = 2 expected for the

electrons in a nanotube with no orbital angular momentum[78, 79, 80, 81], but

with lower values of 1 ≥ g ≤ 2 also having been observed[82]. In this case the

two spin-split levels will be orbitally degenerate as shown in Figure 2.23(a).

Introducing disorder into the model of the carbon nanotube quantised energy
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Figure 2.22: Current direction and orbital magnetic moment (purple arrows) of

electrons arising from their rotation around the tube, green arrows representing

the electrons intrinsic spin and the expected splitting of the carbon nanotubes

four fold degenerate ground state due to orbital moment and spin in a parallel

magnetic field. Taken from Kuemmeth et al.[74]

states produces mixing of the K and K’ energy levels. The disorder induced cou-

pling lifts the orbital degeneracy of the energy levels of the tube and produces a

splitting of the orbital energy levels equal to ∆KK′ at zero field. The modification

of the four orbital and spin states by a magnetic field applied perpendicular or

parallel to the tube is shown in 2.23(b), where the spin degenerate energy levels

are Zeeman split for B⊥, whereas they are both orbitally and Zeeman spit for B‖.

The four-fold degeneracy of the ground state can also be lifted by spin-orbit cou-

pling of the electrons, in which the electron spin couples with the orbital moment

of the sub-band to form two Kramer doublets (K ↓, K ′ ↑) and (K ↑, K ′ ↓). The

splitting is equal to the spin-orbit coupling ∆SO and the dictates which pair has

a lower energy. In Figure 2.23(c) we see B‖ splits the Kramer pair depending on

their orbital sub-band, whereas B⊥ shows no splitting of the pairs as it does not

couple K and K’. This means measurements of g in the perpendicular orientation

may vary from zero when ∆SO � ∆KK′ to 2 in the opposite case[56].

Including both a dominant disorder and spin-orbit interaction (∆KK′ > ∆SO) into

the model of the energy levels produces the magnetic field dependence shown in

Figure 2.23(d), where at zero field we observe two spin degenerate states split by√
∆2
KK′ + ∆2

SO, which become spin-split in a perpendicular field, but unlike the

case which only includes disorder, do not cross at high B⊥, due to the suppression
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(a) (b)

(c) (d)

Figure 2.23: Effects of spin orbit interaction and disorder in the spin and orbital

energy levels of a carbon nanotube in a parallel and perpendicular applied field.

Considering the case of no spin-orbit or disorder (a), disorder (b), spin orbit (c)

and both spin-orbit and a dominant disorder (∆KK′ > ∆SO) (d) Taken from

Jesperson et al.[56]
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of the splitting by the spin-orbit coupling. While in a parallel field the spin-orbit

interaction is responsible for the asymmetric splitting of the Kramer doublets

(α, β) and (γ, σ)[56].

The relationship between the disorder and spin orbit coupling of the four-fold

ground state of carbon nanotubes is relevant when considering the periodicity

and shell filling of carbon nanotube QDs[83]. The expected filling for a carbon

nanotube with no disorder or spin-orbit coupling is similar to that of an atom in

that the occupation order of the energy level should follow Hund’s rules. Hund’s

first rule states that electrons should be arranged to maximise S, the total spin of

the system as this minimises the coulomb energy due to the Pauli exclusion prin-

ciple preventing electrons with parallel spins occupying the same orbital shell.

Therefore we expect the first two electrons to be added to the QD to be the

same spin and half fill each of the orbitals, the next two electrons with then have

opposite spin to the first two and fill the remaining two available states. When

applying a perpendicular magnetic field the four states are Zeeman shifted up or

down depending on their spin, with the lower two states having spin aligned with

the field and the next two aligned opposite it. Figure 2.24(a) shows results from

Makarovski et al.[84] where this shell filling sequence is observed in the upper set

of four states (I), with the separation of the states, or addition energy, shown in

2.24(b).

The lower four states (II) in Figure 2.24(a) show the effect of disorder on the

shell filling. In this case the energy gap ∆KK′ lifts the orbital degeneracy and

the states fill with alternating spin values in the lower energy orbital, then the

higher energy orbital at B⊥ < 4 T. At high field the Zeeman shift overcomes the

orbital splitting, reverting the shell filling order to that seen in group (I), with

the Zeeman shift at the switching point allowing the orbital splitting to be found

∆KK′ = 0.5 meV. Shell filling with alternate spin that is overcome by an applied

perpendicular field has also been reported in the work of Moriyama et al.[80]. In

both these examples the disorder has been shown to be dependent on the number

of electrons in the QD, which leads to the breaking of the four-fold symmetry of

the coulomb resonances. If the disorder was constant for all electron shells we

would expect to see the addition energy to vary over the four electrons added

to each orbital, but still observe a four-fold symmetry in the addition energy,
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(a) (b)

Figure 2.24: (a) Zero bias conductance of a carbon nanotube QD as a function of

Vg and B‖ showing the Zeeman shift of the energy levels, lighter colours indicate

higher conductance. (b) The addition energy of four states similar to group (I)

in (a). Taken from Makarovski et al.[84]
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whereas for changing disorder, this can be broken.

At finite bias (e·VSD > ∆E) the excited states of the QD can be probed. This

allows the observation of the Zeeman splitting of the QD energy levels if they lie

between the chemical potentials of source and drain. Including disorder in the

energy levels for an alternate spin filling of the electron orbitals means that the

levels at the edges of the coulomb diamonds, that correspond to an even number

of electrons in the dot (S=0) are split, as shown in Figure 2.25 as the electron

added to the dot may be spin up or spin down. The levels at the edges of the

diamonds that correspond to an odd number of electrons are not split, as the

spin of the previous electron added to the dot fixes the spin of the next available

energy level. The un-split energy levels are still Zeeman shifted in this case[85].

In the case of no disorder, the energy level splitting will be observed when elec-

trons are tunnelling into an unoccupied orbit for the first two electrons added to

the dot, on the other hand there will only be a Zeeman shift in the energy of the

next two electrons added to the dot.

Figure 2.25: Coulomb blockade stability diagram for a carbon nanotube at 100

mK with a perpendicular field of 6 T. The edges of the odd n diamonds are not

Zeeman split as is expected for a CNT with alternate spin filling, as shown by

the energy level diagrams above. Taken from Cobden et al.[85]
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Having discussed the effects of applied magnetic field on the energy lev-

els in the dot itself, now we must consider the effect of applied field on the

magnetic pads. For non-magnetic pads in an applied field, the up and down

spin sub-bands are shifted by the Zeeman energy but due to their lack of spin-

polarisation, the shift does not cause an overall energy shift in the pad. For

ferromagnetic pads with spin polarisation we expect the chemical potential to

shift by ∆µ = −1
2
PgµBB[86, 87, 88]. During device measurement the chemi-

cal potentials of the electrodes are set at values by the measurement apparatus

so ∆µ is compensated for by a movement of electrons between the NM mea-

surement leads and the FM electrode, leaving the FM electrode at the same

chemical potential as before the Zeeman shift but with a different electrostatic

potential. This changed electrostatic potential produces a gate-like effect on the

dot, through the capacitive coupling of the dot to the electrodes, shifting the en-

ergy by e∆ΦQD = ∆µS(D)CS(D)/CΣ and is known as the magneto-coulomb (MC)

effect[89]. Figure 2.26(a) shows the change in charge of a quantum dot coupled to

two ferromagnetic electrodes. The induced charge is linear with field apart from

the two discontinuities as the electrodes reverse their magnetisation, the charge

on the QD is constant when the pads are aligned anti-parallel due to the assumed

symmetric coupling of the electrodes and the dot and use of the same material

for both electrodes. For small changes in induced charge on the island relative

to the addition energy (e∆ΦQD � Eadd) the change in conductance of the device

varies with dG
dVg

and the calculated change in conductance for a device due to the

MC effect is shown in Figure 2.26(b) assuming dG
dVg
6= 0 i.e. the gate voltage is set

to a value that corresponds to the slope of a coulomb resonance. In addition to

the MC effect the demagnetising field of the electrodes may also play a role in the

MR of the device as the carbon nanotube is buried beneath the FM electrode.

The magnetic domains around the nanotube may rotate slowly with applied field

before the electrode reverses magnetisation, changing the local work function of

the FM and hence the charge on the dot before the electrode switches, this effect

is included for positive field in Figure 2.26(b) as the dashed line.

While there is some debate about whether some results on carbon nanotube

QD spin valves may be attributed to a MC effect, results published by Datta

et al.[90] report the observation of this effect in double-walled carbon nanotubes
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(a) (b)

Figure 2.26: (a) Induced charge on a QD due to the magneto-coulomb effect, δq is

linear with field apart from the discontinuities when each of the two ferromagnetic

pads reverse their magnetisation. (b) Change in conductance of a device on the

slope of a coulomb resonance due to δq, dashed line is the enhancement of the

change in conductance due to a demagnetising field acting on the domain at the

FM-CNT junction. Taken from van der Molen et al.[86]

that contain iron nanoparticles contacted with non-magnetic electrodes, in which

the changing electrostatic potential of the particles with magnetic field produces

a gating effect on the tube. The changing position of the coulomb resonances

of the device, as the field is swept from negative to positive values, is shown in

Figure 2.27, together with two gate sweeps at different magnetic fields showing

the change in effective gate voltage ∆Vg. MR sweeps performed on the device

at three gate voltages corresponding to positive, negative and zero dG
dVg

show the

expected sign and magnitude of the MR.
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Figure 2.27: Colourscale plot of differential resistance of a double-walled CNT

which contains Fe nanoparticles and is contacted to NM electrodes over a range

of Vg as the magnetic field is swept from -2 T to 2 T, showing the sharp change

in peak position at the coercive field of the Fe nanoparticle. Two gate voltage

sweeps are also shown before and after the nanoparticle switches to illustrate the

change in peak position. Taken from Datta et al.[90]

(a) (b) (c)

(d)

Figure 2.28: MR data taken at three gate voltages (triangle, circle and square)

around a conductance minima of the device from Figure 2.27. Taken from Datta

et al.[90]
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When considering spin transport through a carbon nanotube Cottet et al.[91,

92] model the system as a quantum wire (QW) separated from two FM pads

by tunnel barriers (TB). There is a spin (σ) dependent transmission probability

(T cσl ) for electron tunnelling in a parallel or anti-parallel alignment of the ferro-

magnetic electrodes (c=P(AP)) of the quantum wire (l=L,R specifying the left

and right contact) as shown in Figure 2.29. On reflection from the QW-FM in-

terface a spin dependent phase shift (ψcσl ) can occur due to the spins interaction

with the FM known as the spin-dependence of interfacial phase shifts (SDIPS).

This phase difference causes a spin-splitting of the energy levels in the quantum

wire:

gµBh
SDIPS
c = Ec

↓ − Ec
↑ = ΣL,R

ψc↑l − ψ
c↓
l

πNM
F

where NM
F is the density of orbital states at the Fermi level in the wire. Figure

Figure 2.29: Schematic of electron transport through a tunnel barrier between

a CNT and a FM electrode for parallel and anti-parallel FM configurations

c=P(AP), electron spin σ =↑ (↓) and left or right contact l=L(R). adapted from

Cottet et al.[91]

2.30 shows the dependence of the MR on the gate voltage applied to a QD for

different values of gµBh
SDIPS
P , with gµBh

SDIPS
AP = 0 due to the cancellation of the

phase shift of the electrons when the electrodes are in the AP state. The magni-

tude of the MR at gµBh
SDIPS
P = 0 is approximately equal to the value predicted

by Julliere’s formula of 2P1P2

1+P1P2
. For the two resonances considered we observe

the peaks moving in opposite directions due to the opposite spin of the electrons

filling the levels. It is also important to note that the effect of SDIPS on the
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MR of a device can be large whilst still not easily resolvable in the conductance

traces.

The MR for a nanotube with no disorder breaking the orbital degeneracy is

Figure 2.30: (a)(c)(e) conductance in the P(AP) configuration sown as red(black

dashed) lines for a one orbital QD hAP
SDIPS = 0 due to the cancellation of phase

shifts and varying hP
SDIPS. (b)(d)(f) MR calculated from MR = (GP−GAP)/(GP+

GAP). Taken from Cottet et al.[91]

shown in Figure 2.31. The two lower values of gµBh
SDIPS
P in this case are similar

to those presented in Figure 2.30 where up spin resonances move to a larger gate

voltage and down spins move the opposite way. But for gµBh
SDIPS
P = 0.3 UC the

splitting of the spin levels is larger than the line-width of the coulomb resonance,

meaning Coulomb blockade does not entirely suppress the up spins contribution

to the third peak. This produces a MR of the same sign for the first three coulomb

resonances, which then flips for the final level.

SDIPS may enhance the MR through a carbon nanotube spin valve to beyond

that expected using Julliere’s model for TMR and produce a MR that oscillates

with gate voltage, however it is not the only mechanism that may produce os-

cillating MR, which is also predicted to occur for carbon nanotube QDs in the
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Figure 2.31: (a)(c)(e) conductance in the P(AP) configuration sown as red(black

dashed) lines for a two orbital QD hAP
SDIPS = 0 due to the cancellation of phase

shifts and varying hP
SDIPS. (b)(d)(f) MR calculated from MR = (GP−GAP)/(GP+

GAP). Taken from Cottet et al.[91]

limit of highly asymmetric tunnel barriers at either electrode by Cottet et al.[92].

Modelling the conductance of a nanotube around Eres, the energy position of a

coulomb resonance, in the limit of low transmission probability Tl � 1 the trans-

mission in the P(AP) state can be found using a Breit-Wigner like formula:

T σP(AP) =
T σLT

σ
R

(πNW
F [E − Eres])2 + (T σL + T σR)2/4

When the dot is off resonance ([E−Eres]
2 � (T σL +T σR)2/4πNW

F ) the transmission

probability of electrons through the device is proportional to T σLT
σ
R , giving:

MR =
2P1P2

1 + P1P2

As would be predicted by Julliere’s formula, whereas on resonance (E+Eres) the
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transmission probability is approximately equal to 4T σL /T
σ
R which leads to:

MR = − 2P1P2

1 + P1P2

Figure 2.32 shows this change in MR at the coulomb resonance with no SDIPS

and also the effect of including SDIPS into this model. In this case SDIPS is

observed to enhance the magnitude of the MR and introduce an asymmetry to

the MR about the coulomb resonance.

Figure 2.32: Conductance (top panels) and MR (bottom panels) defined as MR =

(GP−GAP)/(GP +GAP) for hP
SDIPS = 0 (black dashed lines) and finite hP

SDIPS (red

lines) for a one orbital QD with highly asymmetric coupling. Taken from Cottet

et al.[91]

2.5 Published Work on Spin-Transport in car-

bon Nanotube Quantum Dots

Various ferromagnetic materials have been used to contact carbon nanotubes to

investigate spin transport including cobalt, iron, nickel, nickel-palladium alloys,

permalloy (NiFe), ferromagnetic semiconductors and half-metals.

Of the results published on Co electrodes, Tsukagoshi et al.[30, 93] present results

on a small bundle of SWCNTs showing an ∼ +8% MR at low temperature (1.6

K), which changed sign at 20 K and reduced with temperature up to 175 K.
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The bundle showed some variation of conductance with gate voltage but MR was

performed at only one Vg and no anisotropy of the pads was employed to create

differing coercive fields and an anti-parallel aligned state. Kim et al.[94] also

present MR in Co contacted SWCNTs and show a +2% MR at 200 mK, which

although interpreted as due to spin transport through the device seem to more

closely resemble a magneto-coulomb effect, possibly including a demagnetising

field enhancement. This interpretation also seems more likely due to Co pads

having the same dimensions, meaning there is no difference in coercive field.

However there is also very little variation of conductance of the device with gate

voltage, which would be necessary to observe a MC effect. Tombros et al.[95]

present results on a four terminal Co-contacted SWCNT, shape anisotropy is used

to create differing coercive fields of the contacts and a 2 terminal MR between the

central two contacts of 6% is obtained, although after thermally cycling the device

a negative MR is observed in the forward magnetic sweep and a positive MR in

the back sweep as shown in Figure 2.33. No gate electrode is included in the

device to investigate the Vg dependence of the MR, but non-local measurements

were performed where the voltage was measured between two adjacent electrodes

whilst a current was passed between the other two. These results show a change

in the non-local resistance consistent with a spin-accumulation and diffusion in

the carbon nanotube.
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Figure 2.33: Two terminal measurements on a Co contacted CNT taken either

side of thermally cycling the device, a source drain current of 10 nA was used at

4.2 K. Taken from Tombros et al.[95]

Measurements carried out using Fe electrodes by Jensen et al.[96] show os-

cillations in conductance with Vg and both positive and negative MR of up to

100%, depending on the applied gate voltage. The electrodes used were not pat-

terned to create different coercive fields and the magnetoresistance obtained is

attributed to spin transport due to an anti-parallel aligned domain structure that

the CNT contacts. However the results shown in Figure 2.34 at Vg = 0 V bear a

striking similarity to those in Figure 2.28(c) which show the MC effect of an Fe

nanoparticle encapsulated in a double-walled nanotube.
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Figure 2.34: MR obtained at different gate voltages for an Fe contacted CNT

with VSD = 10 mV at 4.2 K. Taken from Jensen et al.[96]

Nagabhirava et al.[97] present MR measurements over a large range of gate

voltages (-3 V≤ Vg ≤11 V) which vary between -15% and 10% as shown in Figure

2.35. The electrodes used had no shape anisotropy so any spin-dependent MR

is assumed to originate from anti-parallel domain structure in the pads. Unfor-

tunately in this work no clear coulomb blockade resonances can be seen in the

gate voltage dependence of the conductance, meaning no deeper insight can be

obtained as to the charge and spin state of the CNT and how that relates to the

observed MR.

Nickel-palladium (NiPd) has been used to investigate spin and charge trans-

port in carbon nanotubes by Sahoo et al.[98] and Feuillet-Palma et al.[32] The

choice of NiPd as a material was based on palladium showing very good reli-

able contact to SWCNTs[28, 29] and having the highest Stoner parameter of

the non-ferromagnetic elements, meaning alloying it with a ferromagnet easily

drives the palladium into a ferromagnetic state. Hence, it was hoped that a NiPd

alloy might combine the reliable contacting of CNTs of Pd with a finite spin

polarisation for conducting spin-transport experiments. As Man et al.[99] report

conductance values of close to 2 G0 with a NiPd alloy, the good contact appears

to be true and the electrodes are ferromagnetic, so NiPd does indeed seem to

be a good choice of material for spin-transport in CNTs. However these alloys

46



2.5 Published Work on Spin-Transport in carbon Nanotube Quantum
Dots

Figure 2.35: MR of a Ni contacted CNT as a function of gate voltage for the

forward (a) and back (b) sweep directions and the two terminal conductance of

the device (C). Measurements were taken at 4.2 K with a 100 µV AC excitation.

Taken from Nagabhirava[97]

also have an easy axis that is in-plane but perpendicular to their long axis when

patterned into strips to make contact to tubes, meaning the domains tend to or-

der antiferromagnetically with moments aligned to the short axis at zero field as

shown by the magnetic force microscopy image in Figure 2.36, which shows the

y-axis components of the magnetic moments of the domains of two NiPd strips

as colourscale values. This short axis magnetisation not only makes it difficult to

design pads with specific magnetisations at the point the CNT contacts during

magnetic reversal but also greatly increases the stray field of the electrodes at

the nanotube, with that stray field being parallel to the tube axis and forces the

applied field used to switch the pads to also be parallel to the tube axis. As

discussed previously a parallel magnetic field couples to the orbital motion of the

tube to modify the orbital energy levels, with an orbital energy splitting larger

than the Zeeman splitting of spin states due to a perpendicular applied field, so

in many cases this is not the preferred orientation for the magnetic electrodes.

SWCNT QDs contacted by Sahoo et al.[31] show clear stable coulomb resonances

from which the coupling and intrinsic energy scales of the dot can be extracted.
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Figure 2.36: Magnetic force microscopy (MFM) image of two NiPd electrodes of

differing widths. The colourscale represents magnetisation perpendicular to the

long axis of the electrodes, alternating bright/dark, dark/bright sections are have

there magnetic moments in opposite directions. Taken from Feuillet-Palma et

al.[32]

The dependence of the MR on the gate electrode also correlates well with the

position of the coulomb resonances. Applying the scattering model developed

in Cottet et al.[91, 92] and using the parameters extracted from the coulomb

blockade stability diagram, including asymmetric barriers, and a finite SDIPS as

a free fitting parameter to the MR oscillations, results in a good fit to the exper-

imental data as shown in Figure 2.37. Note from the consistent symmetry of the

MR for the two coulomb resonances shown, that the model includes a four-fold

degenerate ground state and the spin of the electrons added to the dot at each

of the resonances is of the same sign. Evidence for the MR being produced by

spin-transport through the CNT rather than a magneto-coulomb effect includes

the asymmetry of the MR about each coulomb peak caused by SDIPS, the lack

of low field hysteretic MR when one of the ferromagnetic electrodes is replaced

with a NM and the large MR signal, with the MC MR calculated to be ∼ 0.4%

using the dot parameters. The magnitude of the SDIPS used to fit the data

(hP
SDIPS = 0.05 UC) corresponds to a field of about 2 T, which is too large to

attribute to stray field effects and corresponds well to the value calculated using

non-interacting theory of ∼ 1.3 T.
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Figure 2.37: MR as a function of gate voltage and corresponding conductance

for a NiPd contact SWCNT QD at 1.85 K, experimental results shown as black

points and theoretical predictions from the SDIPS model of Cottet et al.[91] using

parameters extracted for the QD, shown in red. The MR of both peaks has the

same symmetry to the spin state of each resonance is the same and the device

must be in a four-fold degenerate state. Also shown is the stability diagram for

the QD, which features clear, regularly spaced resonances. Taken from Sahoo et

al.[31]

During the course of this work results have also been published on permalloy

(Py) contacted CNT QDs, with that of Aurich et al.[100] showing a +3% MR with

a well defined anti-parallel alignment of the electrodes as demonstrated by the

AMR of the pads as shown in Figure 2.38. The transport through the dot shows

well defined if irregularly spaced coulomb resonances with a high conductance

(∼ 0.6 G0) showing good symmetric coupling to the CNT. The MR through the

device is stated to be strongly dependent on Vg although these results are not

presented and given the irregularities of the coulomb resonances would be difficult

to interpret in terms of the spin state of the QD.
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Figure 2.38: MR shown in red and black, of a Py contacted CNT QD at a fixed

gate voltage corresponding to the maximum of a coulomb resonance at 230 mK.

The traces above and below the MR through the device are the AMR of the Py

electrodes, showing sharp switching with coercive fields that match the switching

fields of the device MR, showing the device has a well defined anti-parallel state.

Taken from Aurich et al.[100]

Recently Morgan et al.[101] have also published work on transport in Py con-

tacted QDs where values of MR from 0%-4.5% were obtained depending on gate

voltage. Irregular and noisy oscillations with gate voltage are interpreted as the

device operating with multi-electron tunnelling but the maximum conductance

at low VSD of 0.0065 G0 seems to show that the CNT is poorly contacted. The

coercive fields of the magnetic electrodes are not known and there does not ap-

pear to be a stable anti-parallel state.

In summary there is evidence that a few ferromagnetically contacted CNTs have

shown spin transport. Most show evidence that their MR is due to other effects

such as MC that dominate, meaning there is still much to do in the field of spin

transport in CNTs.
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Chapter 3

Methods

3.1 Carbon Nanotube Growth

Carbon nanotubes are grown by chemical vapour deposition (CVD) by our col-

laborators at Basel University. Before growth 1 cm × 1 cm pieces of highly boron

doped silicon that have a 400 nm thermally growth oxide on their surface and

a resistivity of 10 µΩcm are cleaned. The oxide electrically insulates the devices

patterned on the surface of the chips from the p-doped silicon underneath, allow-

ing the silicon to be used as a backgate.

After cleaning, the chips have a iron-ruthenium (FeRu) nanoparticle solution spin

coated onto them. They are then heated in a CVD system to 950◦C in an argon

atmosphere, at which point the argon is replaced with a methane / hydrogen mix

for growth, after which the samples are cooled in an argon / hydrogen mix. In

this process the methane provides the carbon feedstock for growth, the hydrogen

reacts with any excess carbon, keeping the growth clean and the argon provides

an inert atmosphere. This growth process produces mainly individual single wall

CNTs with typical lengths of 2-10 µm[102].

3.2 Lithographic Techniques

Lithography is used to define a coordinate system to locate CNTs and then define

metallic electrodes to make contact to those CNTs. In this work electron beam
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lithography (EBL) has been used for the creation of each layer of the devices due

to its advantages in feature size and overlay alignment in comparison to optical

techniques. EBL uses an electron beam to break bonds in molecules of resist that

have been spin-coated onto substrates, these exposed areas are then more easily

removed when placed in a development solution due to their shorter chain lengths,

allowing the resist to be patterned into designs. Depositing materials onto these

patterned substrates produces layers both on top of the unexposed resist and on

the substrate in the exposed areas, removing the remaining resist by dissolving

the resist in solution (lift-off) then leaves the substrates with material only on

the areas exposed by the electron beam, as shown in figure 3.1.
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Figure 3.1: Patterning metal electrodes onto a substrate using EBL. (a) A resist

is spin-coated onto a substrate comprising of two layers, the lower layer of which is

composed of a polymer chain of lower molecular weight than the top layer. (b) The

resist is exposed using an electron beam scanned across the substrate in a defined

pattern that breaks down the resist. (c) The resist is developed, removing areas

that have been exposed to the electron beam. (d) Metal is deposited onto the

resist and exposed substrate. (e) Remaining resist is dissolved, leaving deposited

metal on the substrate only in areas that had previously been exposed by the

electron beam.

In this work a double layer resist is used made up of a 3% by volume 495K
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molecular weight polymethyl methacrylate (PMMA) solution in anisole under-

layer, which is spin-coated onto chips with a spin programme of 2k rpm for 20

seconds, followed by 3k rpm for 40 seconds, then baked for 40 minutes at 170◦C.

A 2% by volume 950K molecular weight PMMA solution in Anisole top layer is

then spin coated at 3k rpm for 20 seconds followed by 5k rpm for 40 seconds,

then a final bake of 40 minutes at 170◦C. After exposure to an electron beam at

30 kV samples are developed in a 1:3 solution of methyl isobutyl ketone (MIBK)

to Isopropanol (IPA).

The lower molecular weight PMMA under-layer is more easily removed by the

developer solution after exposure to the electron beam, producing an undercut to

the resist profile. This allows the un-exposed resist and material deposited onto

it to be removed more easily in lift off as it ensures a discontinuity to the material

film between resist and substrate. This is particularly important when deposit-

ing material using sputtering, rather than thermal or electron evaporation, as the

material is deposited in a diffusive process with a mean-free path on the order

of a few cm, meaning the angle of incidence between the deposited particles and

the substrate is not 90◦, causing material to be deposited on the side walls of the

resist film if the walls do not have a sufficient undercut.

3.3 Scanning Electron Microscopy

A LEO 1350 field emission gun scanning electron microscope (SEM) is used to

locate CNTs relative to a set of alignment marks patterned on the substrate by

EBL. In the scanning electron microscope electrons are pulled from an electron

source, generally a sharpened tungsten tip, by a large accelerating voltage, of the

order of keV. This electron beam is then shaped and confined by a set of mag-

netic coil lenses and an aperture as it travels down the SEM column. To produce

an image the beam is rastered across the sample by an electrostatic gate whilst

a detector collects secondary electrons produced in the sample by the primary

electrons of the beam interacting with the sample.

The diameter of carbon nanotubes imaged in the SEM is comparable to the
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resolution of the instrument, yet they appear to be visible with an apparent di-

ameter much larger than that expected. This is due to dynamic voltage contrast

between the carbon nanotube and the insulating substrate[103], as the electron

beam scans across a nanotube on an insulating substrate, the nanotube appears

to glow brightly with respect to the substrate. This is due to surface charging

caused by the electron beam meaning the insulating substrate acquires a negative

charge, whereas the nanotube, with its relatively high capacitance and conduc-

tivity dissipates the charge incident upon it, meaning it gains a positive charge

with respect to the substrate. This positive potential increases the number of

secondary electrons released by the substrate around the tube as it pulls them

out of the substrate. This effect, and also its converse, where a tube becomes

negatively charged due to being in contact with a metal electrode, making the

tube appear darker than the surrounding substrate can be seen in Figure 3.2.

A low accelerating voltage (0.8-1.1 keV) is used when searching for tubes on

the substrate, this makes the penetration depth of the electron beam smaller,

meaning the image acquired is more surface sensitive, maximising the ability to

resolve CNTs. This allows faster scans to be performed at lower magnifications,

minimising the exposure of the CNTs to the electron beam. The exposure of the

CNTs to the electron beam is also reduced by taking care to image the CNTs

as little as possible, as the electron beam may damage the CNTs and produces

amorphous carbon buildup which forms over the tubes making electrical contact

to the tube poor.

After images of tubes in relation to alignment marks on the substrate have been

obtained, they are then modified to correct any errors in the x and y scaling of

the image and also any slew in the image. These errors are caused by small errors

in the calibration of the x and y axis deflection coils and inhomogeneous charging

in the substrate. This is done by measuring and then correcting the pitch and

angle of the alignment marks contained in the image and ensures the tube can

be contacted reliably.
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(a) (b)

Figure 3.2: Appearance of CNTs in a SEM relative to their charge state. The

electron beam is rastered across the sample to obtain the image from left to right,

from the top of the image to the bottom. In (a) the CNT is seen in contact with

a metal electrode. In the area above the visible electrode the tube is conducting

electrons away from the position of the electron beam, becoming positively charge

with respect to the substrate and glowing brightly. While in areas of the tube

at the same level as the electrode the electron beam has crossed the electrode

before scanning the tube, negatively charging the electrode and subsequently the

CNT that is in electrical contact to it, making the tube negatively charged with

respect to the substrate and appear dark. (b) Shows that when the scan area is

enlarged to include the entire electrode, areas of the CNT that glowed in (a) now

appear dark due to the negative charge of the CNT.
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3.4 Sputter Deposition

Sputtering is a technique used to deposit thin films of material onto samples by

bombarding target materials with ions. The ions have enough momentum that

atoms of the target material are released from the surface and diffuse across the

chamber onto the sample placed opposite. In this work 2 separate sputter sys-

tems were used to deposit metal layers, with both systems using DC magnetron

sputtering and employing argon (Ar) as a working gas to bombard the target. In

DC magnetron sputtering the Ar is ionised by a large voltage applied between

the target and its outer shield. The positively charged Ar ions are then acceler-

ated towards the target that is held at a large negative bias. Additionally the

magnetic field of the magnetron guns confines the Ar plasma, allowing a lower

working pressure of argon compared to a sputter gun with no magnetic confine-

ment. This process is shown in Figure 3.3.

The sputter system used for deposition of metallic pads onto CNTs is shown

Figure 3.3: Schematic representation of DC magnetron sputtering.

schematically in Figure 3.4. By first pumping out the main chamber using a

roughing pump to ∼0.5 mTorr then opening the main chamber to a cryopump,

a vacuum of 10−8 Torr is achieved after 12 hours pumping time, as measured by

a mass spectrometer installed in the main chamber. This vacuum is then fur-

ther improved by flowing liquid nitrogen (N2) through a Meisner trap positioned
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around the sample for 2 hours prior to growth, the trap consists of a length of

copper tubing through which the liquid N2 flows, which has the effect of freezing

water vapour left in the chamber. Using this technique a base pressure of 10−9

Torr with a partial pressure of water in the system of 10−10 Torr is possible. This

low base pressure is advantageous as metals deposited are sensitive to impurities

present in the chamber during growth. Samples are loaded into the system by

mounting them onto the faces of a hexagonal chuck, which is then placed into a

load-lock and pumped using a combination of a turbo and a roughing pump be-

fore the samples are transferred to the main chamber, allowing multiple batches

of samples to be grown without breaking the vacuum of the main chamber.

Inside the sputter system 2 magnetrons designed for use with non-magnetic

Figure 3.4: Internal layout of Mjölnir, the primary sputter system used in this

work.

materials and 2 magnetrons for use with magnetic materials face the hexagonal

sample chuck as shown in Figure 3.4. The guns face the sample chuck at an angle

of 16◦ to the vertical and are separated from one another using a shield to prevent

cross-contamination of the target materials. The sample chuck is also separated

from the guns by a shielding plate which has an aperture over the chuck, only

allowing material to be deposited onto the face of the chuck directly under the

shield.

The other sputterer used was a commercially available Leskers PVD 75 sputter

system, which was employed to deposit titanium / gold (Ti/Au) layers patterned

into alignment marks or sets of bond pads connected to the inner pads that con-

tact the CNT. It was used for these layers due to its advantages of having a short
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3.5 Magneto-Optic Kerr Effect

time to pump down to a reasonable vacuum (1 hour to 2×10−7 Torr and having

an argon ion plasma cleaning gun. This Ar ion gun allowed the inner contacts to

be gently milled before deposition of the outer bond pads, ensuring no residue is

trapped between the two metallic layers to make good contact between the layers.

Due to the small contact area between the inner pads and the outer bond pads

(∼0.1 µm2), any resist residue stuck to the metallic inner pads can produce a tun-

nel barrier that may not be noticeable during room-temperature measurements,

but produce an open-circuit at low-temperatures.

3.5 Magneto-Optic Kerr Effect

The Magneto-Optic Kerr Effect (MOKE) is employed to measure the relative

magnetisation of ferromagnetic pads at room temperature during magnetic re-

versal. It does this by measuring the rotation and ellipticity of the plane of

polarisation of a beam of linearly polarised light when it is reflected off a sample

by using two polarisers on the incident and reflected light beams[104, 105]. In

the case of longitudinal MOKE the incident polariser sets the incident light to

an angle of 90◦ to the plane of incidence this is referred to as s-polarised light.

The second polariser, often referred to as the analyser in a MOKE setup is set

at just under or over 90◦ to the first polariser, meaning the photo-diode detector

beyond the analyser measures the amplitude of the light at 90◦ to the incident

beam. The amplitude of this detected light is proportional to the magnetisation

of the sample.

The rotation of polarisation of the light upon reflection from a ferromagnetic

surface can be explained if we consider the s polarised light incident onto the

sample as a superposition of left and right circularly polarised beams, these two

beams will drive electrons in the sample into motion in the direction of their ro-

tations. If no magnetic field is present in the sample the radii of the two electron

orbitals will be equal and the light will be reflected from the sample with the same

polarisation as the incident light, for magnetic materials the B field will produce

a Lorentz force on these orbiting electrons making the radii for left and right

circularly polarised light different, thus the two polarisations of light propagate

through the sample at different velocities. On reflection from the sample the two
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Figure 3.5: Experimental setup for longitudinal MOKE.

polarisations recombine, forming elliptically polarised light with a Kerr rotation

proportional to the magnetisation of the sample.

When measuring the magnetisation reversal of pads designed to be used as elec-

trodes in CNT transport experiments the pads must be patterned as repeated

arrays in a 1 mm2 area, as the laser spot incident on the sample is approximately

2 mm in diameter and single pads would not contain enough material to observe

the Kerr rotation.

3.6 Low Temperature Techniques

To measure properties of devices such as coulomb blockade the devices must be

cooled to a point where the thermal energy of the sample is less than the energy

scales of the effects being investigated, for example the energy level spacing of the

carbon nanotube, which is on the order of 1 meV corresponds to a temperature

of 12 K.

An Oxford Instruments helium-flow cryostat, is used to achieve these tempera-

tures by releasing liquid helium into an evacuated sample space via a needle valve

connected to a helium bath that surrounds the sample space. When the liquid

helium at 4.2 K enters the evacuated sample space it boils, lowering the temper-

ature of the sample space. By evacuating the sample space the vapour pressure
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3.6 Low Temperature Techniques

of the helium can be lowered reducing the temperature it boils at, and so the

temperature the sample space can be cooled to. This allows a device loaded into

the sample space to be cooled to 1.4 K, or alternatively held at any tempera-

ture between 1.4 K and 300 K by changing the amount of liquid flowing into the

sample space, heating the base of the chamber with a resistive element and by

varying the speed at which the chamber is being evacuated. Samples are loaded

into the cryostat by placing them into a brass sample head, with electrical contact

made to the device using sprung pins. The sample head is mounted onto the end

of the sample stick, around which the electrical measurement lines are wound,

ensuring the lines are thermally anchored to the stick to prevent heat transfer to

the sample from the room temperature lines connected to the top of the stick.

Baffles mounted onto the stick reduce heat transfer from the top plate through

the gas in the chamber. A superconducting solenoid mounted in the helium bath

around the sample position allows a magnetic field of up to 9 T to be applied to

the sample for magneto-transport measurements.

For lower temperatures a Cambridge Magnetic Refrigeration (CMR) adiabatic de-

magnetisation refrigerator[106] allows samples to be cooled to a base temperature

of 50 mK, this apparatus takes considerably longer than a helium-flow cryostat to

load a sample ready to measure, and for this reason tends to be used for samples

that take longer to measure. CNT samples tend to be measured in this cryostat

due to the longer time available for measurement without having to unload and

reload samples, this is advantageous as thermally cycling samples may change lo-

cal charge buildup in the substrate and contact to the CNT, changing the device,

meaning results between cryostat runs may not be comparable.

To reach 50 mK the CMR fridge uses three stages of cooling, the first stage

of which is to load the experimental insert, shown in Figure 3.6, into a liquid

helium bath. This is done with a small amount of helium in the experimental

insert vacuum can to transfer heat from the apparatus inside the can to the he-

lium bath. The vacuum can is then pumped out to high vacuum allowing the

next stage of cooling to start, which is to use a 1 K pot, consisting of a chamber

connected to the helium bath via a needle valve, in thermal contact with the 1

K plate and evacuated by a pumping line. Lowering the vapour pressure of the

helium in the 1K pot cools the chamber from 4.2 K to <2 K and in turn the 1
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3.6 Low Temperature Techniques

Figure 3.6: Schematic representation of the CMR fridge experimental insert.

When in operation the whole system is submerged in a liquid helium bath.

K plate. The third stage of cooling is adiabatic demagnetisation, used to cool

the low temperature stage (LTS). The LTS is thermally connected to the 1 K

plate by a heat switch that consists of a set of gold-plated copper fingers that

can be brought in and out of contact with a cup mounted onto the LTS. When

the heat switch is open the thermal contact between the LTS and the rest of

the experimental insert is very low as it is suspended from a set of thin kevlar

cords. When the paramagnetic salt pill attached to the bottom of the LTS is

magnetised and the heat switch is closed, the magnetic moments of the param-

agnetic salt are aligned, decreasing the entropy of the LTS and in turn heating

it. When the LTS has subsequently cooled down to the temperature of the 1 K

plate the heat switch is opened and the temperature of the LTS can be further

reduced by reducing the field applied to the paramagnetic salt. The moments of

the paramagnetic salt then randomise, increasing their entropy and cooling the

LTS to a base temperature of 50 mK. The base temperature is reached when

the field on the paramagnetic salt is zero and the moments are fully randomised.

Alternatively the system can be held at a given temperature between the tem-
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perature of the 1 K plate and 50 mK by reducing the field on the salt pill until

the LTS reaches the temperature set, then slowing the rate at which the field is

being reduced to a rate that holds the temperature stable. As the temperature

drop of the LTS is roughly proportional to the amount the field has been reduced

from its maximum value, higher temperatures can be held for longer periods of

time than lower temperatures, as a higher field is still applied to the salt pill once

the holding temperature has been reached. A superconducting solenoid mounted

in the helium bath around the sample position allows a magnetic field of up to

6T to be applied to the sample for magneto-transport measurements, this field is

independent of the field applied to the salt pill.

3.7 Low Temperature Measurements

To measure the conductivity of CNT devices at low temperatures using DC volt-

ages a National Instruments Digital Acquisition (DAQ) card is used, as this appa-

ratus is able to supply ±10 V with a resolution of 16 bits, or 0.3 mV, the output

voltage it supplies is often stepped down by a voltage divider by 2× → 1000×
before it is connected to the device to allow more sensitive measurements to be

performed. A Stanford Research Systems SR570 current to voltage pre-amplifier

is then used to convert the current flow through the device into a voltage that

is read back by one of the sense channels of the DAQ card. The SR570 has a

sensitivity of 10−3 − 10−12 A/V and can be powered by internal batteries during

measurements, ensuring the only earth of the measurement apparatus is supplied

by the DAQ card. For AC measurements a Stanford Research Systems SR830

Lock-in Amplifier (LIA) is used to supply an AC voltage, which is then stepped

down by a transformer or voltage divider. The AC current flow through the de-

vice is then converted to a voltage by the SR570, which is then measured by the

LIA, with R and θ measured as voltage outputs of the LIA by two sense lines of

the DAQ.

To measure differential conductance at a constant DC bias the AC voltage sup-

plied by the LIA must be combined with the DC output of the DAQ. This must

be done without introducing earth loops between the apparatus and is performed

by either combing the two signals using an AD524 Op-Amp with voltage followers
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3.7 Low Temperature Measurements

on each input or by adding the AC voltage to the DC by using a transformer.

Figure 3.7: Circuit for voltage biased DC measurements.

Figure 3.8: Circuit for voltage biased AC measurements, with additional DC

bias offset. Alternative setups include running the DC supply through one side

of a transformer whilst the other side is AC biased, removing the need for the

comparator.
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3.8 OOMMF

3.8 OOMMF

The Object Orientated MicroMagnetic Framework (OOMMF)[107] is a program

written to model the magnetisation of materials by solving the Landau-Lifshitz-

Gilbert (LLG) equation[108, 109]:

δm

δt
= −γm×Heff + αGm×

δm

δt

This describes the damped precession of a magnetic moment about an effective

field (Heff ), where γ = µ0ge/2me is the gyromagnetic ratio and αG is the Gilbert

damping parameter. It does this by separating the structure of the magnetic

material being simulated into a array of elements of a chosen size that should be

of the order of the exchange length in the material for accurate calculation. Each

element then has is own magnetisation and effective field due to the elements

surrounding it made up of the exchange, Zeeman, magnetostatic and crystalline

anisotropy fields. OOMMF then solves the LLG equation for each element and

changes the magnetisation of the elements in response to the precession for a small

change in time, this process then continues to iterate until the torque (m×Heff )

decreases below set tolerance.
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Chapter 4

Permalloy Nucleation Pad

Electrodes

4.1 Introduction

In this chapter we present results obtained from permalloy (Py) contacted nan-

otubes by first discussing the pad design and magnetic properties, then present-

ing results on the formation of a quantum dot at low temperatures. Finally we

present magneto-transport measurements performed on devices, relating these

results to the pad magnetics. The magnetoresistance of the devices are shown to

vary with applied source-drain bias and the interpretation of results at high and

low source-drain bias are discussed.

4.2 Pad Design

To investigate spin-dependent transport in carbon nanotube devices it is neces-

sary to align the ferromagnetic contact pads contacted to CNT in parallel and

anti-parallel configurations using an applied field. In spin-valve devices different

materials can be used for each of the magnetic elements to create hard and soft

pads with differing coercive fields that are dependent on their constituent mate-

rials. When using the same material for each pad in a lateral geometry shape

anisotropy is used to create a hard and soft pad, in which a shape is chosen for
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4.2 Pad Design

each pad that increases or decreases the coercive field to minimise the demag-

netisation energy. The shape of the magnetic pads used in this chapter can be

seen in Figure 4.1, with the oval soft pad on the left and the pointed hard pad on

the right. These pad designs were chosen as they had already been characterised

and used in domain wall nucleation work carried out at the University of Leeds,

where there differing coercivities had been established[110].

Figure 4.1: Design of Py nucleation pads with shape anisotropy to create differing

coercive fields for the left, soft pad and the right, hard pad.
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4.2 Pad Design

MOKE measurements performed on arrays of the magnetic pads at room

temperature, shown in Figure 4.2, have a two stage reversal as the soft pad and

hard pad switch their magnetisation. The switching of the soft pad occurs over

a larger range of field than the hard pad, showing it remains misaligned with the

axis of the applied field for longer. The magnetisation is also seen to not quite

reach a constant value before the hard pad reverses, meaning that the soft pad has

not fully completed its rotation before rotation of the hard pads magnetisation

begins to occur. However the change in magnetisation with field is small at this

point, showing most of the magnetisation of the pad is aligned with the field and

when these pads are used to contact CNTs at low temperature their coercive

fields should be increased, increasing the field range over which an anti-parallel

alignment is possible.
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Figure 4.2: MOKE measurements of the magnetisation parallel to the long axis

of the pads (My) carried out on large arrays pads at room temperature. A two

step switching process is observed and attributed to the switching of the soft

and hard pad designs. Note that there is no point in between the two magnetic

reversals where the magnetisation is held constant - there is no stable anti-parallel

alignment of the entire pad at room temperature. The blue line shows the field

sweeping in a positive direction and the red line the field sweeping in the negative

direction.
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4.2 Pad Design

To measure the switching of the pads patterned onto CNTs at low temper-

ature the resistance of the pads along their easy axis can be measured during

magnetic reversal. A change in resistance, known as the anisotropic magnetore-

sistance (AMR), due to the change in angle between the pad magnetisation and

the direction of current is observed, with a minimum when the magnetisation is

at 90◦ to the current and an angular dependence of cos2θ where θ is the angle

between the magnetisation and the current in bulk polycrystalline samples. This

dependence is derived from the high symmetry of the resistivity tensor in bulk

materials and may differ from magnetic nanostuctures due to diffusive scattering

at the surface[64]. Figure 4.3 shows the AMR in both a hard and soft pad at

1.66 K, with the resistance values scaled to show the hard pad above the soft pad

in the figure. The resistance of the hard pads is seen to start to decrease before

the soft pad, however the minima in resistance are at roughly the same value,

not showing a good separation in the switching fields of the pads as required for

anti-parallel alignment of the pads. However these results were obtained from

magnetic pads on the same chip, but not connected to the CNT device, so it is

possible the pads contacted to the CNT performed better, or that the domain

structure of the pads allowed an anti-parallel alignment as they switched, given

that the CNT is small, and will possibly only contact a single magnetic domain.
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Figure 4.3: AMR measurements performed on the pads at 1.66 K. The hard pad

magnetic loop is placed above that of the soft pad. The conductance minima,

corresponding to the points at which the magnetisation of the pad that is per-

pendicular to the current direction are seen to be very similar, showing there is

not good separation of the coercive fields of the pads at low temperature.
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4.3 Non-Magnetic Transport

Figure 4.4 shows a diagram of Device 1, a 400 nm long CNT spanning between

two magnetic pads described previously. Two non-magnetic leads make contact

to each magnetic pad, however contact 1 was found to be broken upon testing

the device, leaving only one contact onto the soft magnetic pad.

Transport measurements were taken using the electrical measurement setup de-

Figure 4.4: Contacts made to the magnetic pads using NM leads. The carbon

nanotube spans the gap in between the two Py pads. Unfortunately contact 1

was found to be broken, leaving only 3 connections to the device.

scribed previously with the device in the adiabatic demagnetisation refrigerator

(ADR) using the 2nd stage of cooling to hold the temperature at approximately

1.8 K. At this temperature the IV characteristics of the device at a gate bias of 0

V show steps corresponding to the energy spacing of the nanotube together with

a blocked central region due to the coulomb repulsion of charge on the dot as

shown in Figure 4.5.

The device also shows coulomb resonance as the Vg is swept at constant source-

drain bias as seen in Figure 4.6, corresponding to energy levels being swept be-

tween the source and drain energy levels. The coulomb resonance has a spacing

of 14.5±0.3 mV corresponding to a back-gate capacitance of the dot of 11.1±0.2

aF. There is no four point periodicity in the Vg peak spacing as one would expect

for a pristine nanotube.

By varying both source-drain bias and gate voltage whilst measuring the cur-

rent flow through the device the differential conductance can be plotted. This is
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Figure 4.5: Current-voltage (IV) characteristics of the device at low temperature

(1.66 K). Steps in the conductance of the device with applied VSD are observed

showing charge quantisation in the transport of the device.
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Figure 4.6: Dependance of the conductance on Vg at a fixed source-drain bias of

VSD = 2 mV at 1.66 K. Regularly spaced coulomb resonances are observed with

a 14.5± 0.3 mV periodicity.

shown in Figure 4.7 and also in Figure 4.8, with a decreased colour-scale range

to make the low source-drain bias more visible. Both these figures show a low

conductance region at low source-drain bias that does not follow the standard

theory for transport in a CNT quantum dot.

To explain this low conductance region we must look at the transport between

the non-magnetic leads and the magnetic pads. IV measurements through the

hard pad using contacts 3 and 4 showed a non-linear tunnelling relationship upon

loading the device. Before transport measurements were performed on the CNT

this pad was current annealed, removing the barrier. This pad then had a linear

IV and a resistance of ∼ 470 Ω. The soft pad only having one working contact
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4.3 Non-Magnetic Transport

Figure 4.7: Coulomb blockade stability diagram of the device at 1.66 K, the edges

of the coulomb blockade diamonds are observed, but no excited states of the QD

are visible. Note the large central region where transport is blocked which is

attributed to a tunnel barrier in series with the device. Colourbar in 10−3 G0

Figure 4.8: Coulomb blockade stability diagram of the device at 1.66 K, plotted

with a smaller conductance range to show transport in the central region. We

observe that the coulomb peaks are offset in Vg as well as separated by the blocked

central region. Colourbar in 10−3 G0

meant it could not be current annealed, leaving a tunnel barrier in series with

the CNT quantum dot on the drain side of the device in the configuration it was

measured in. This tunnel barrier decouples the Fermi level of the soft pad from
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4.3 Non-Magnetic Transport

the drain, which is held at ground by the DAC card. This can be seen in the

low source-drain bias region of Figure 4.8 where the coulomb blockade resonances

move to higher gate voltages at larger negative source-drain bias. When applying

a negative source-drain bias the Fermi level of the source electrode is raised and

the Fermi level of the soft pad is between the level of the the source and ground,

causing electrons to tunnel through the barrier, as shown in Figure 4.9. Applying

a larger negative potential raises the source level and in turn the soft pad level to

a lesser extent, this raising of the soft pad level means the quantum dot energy

must be raised to achieve the maximum conductance through the dot, which can

be achieved by applying a larger positive potential to the gate.

To extract the charging energy UC of the dot and the gate coupling factor α the

Figure 4.9: Schematic representation of the device showing a tunnel barrier be-

tween the soft pad and the non-magnetic lead that connects it to the measurement

apparatus. This tunnel barrier produces an offset in chemical potential between

the soft pad and drain when the device is source drain biased.

central region of low conductance is removed from the plot and the positive and

negative source drain bias offset by ∆Vg,TB the change in gate potential needed

to compensate for the raised soft pad energy level to keep the CNT energy level

equidistant between the source and soft pad levels. This is valid as we may as-

sume the blocked regions of the coulomb blockade diamonds are not affected by

the voltage bias on the tunnel barrier once the blocked central region has been

removed as the voltage bias over the tunnel barrier, and so the Fermi level of the

soft pad, should be roughly constant.

Figure 4.10 shows a section of the differential conductance plot after removing
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4.3 Non-Magnetic Transport

Figure 4.10: Differential conductance through the device as a function of Vg and

VSD. The blocked central region of the device identified in Figure 4.7 has been

removed and the remaining results offset by 13.35 mV in Vg. Blue lines show the

edges of the coulomb blockade diamonds allowing parameters of the QD to be

extracted.

the blocked central region. The measurements of the coulomb blockade diamonds

correspond to a charging energy of 6.3± 0.1 meV and Eadd/eα = 14.5± 0.3 mV,

giving a gate coupling factor α = 0.43± 0.01. The section removed was 5.65 mV

in VSD and the two remaining sections were offset by 13.35 mV the ratio of which

is 0.42. This value is within the range of α, confirming that within the blocked

central region almost all the applied voltage is dropped across the tunnel barrier,

raising the Fermi level of the soft pad by e·VSD. The gradients of the lines indi-

cating the edges of the coulomb blockade diamonds shown in Figure 4.10 are used

to extract the capacitative coupling of the dot to the source and drain electrodes,

giving CS = 8.9± 0.2 aF CD = 5.8± 0.2 aF. By combining with the capacitative

coupling of the gate found previously we find the total capacitance of the dot

to be CΣ = 25.8 ± 0.8 aF. The charging energy of the QD indicates that it is

probably a single-walled carbon nanotube[58].
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4.4 Magnetic Transport

An external field can be applied along the easy axis of the device in the ADR

whilst measuring the transport properties of the device using DC techniques as

previously described. This allows the properties of the device to be found upon

magnetic reversal of the magnetic pads. The conductance of the device was

measured at a constant gate voltage set at a coulomb blockade resonance, for

a range of source-drain biases, these measurements were repeated between 20

and 30 times and then averaged to increase the signal to noise ratio and remove

random conductance fluctuations from the measurements which can occur in CNT

devices over long time periods.

Magnetoresistance measurements were seen to have two regimes at high and low

bias, with high bias measurements performed at VSD = 20 → 40 mV, when the

device I-V characteristics were approximately linear and those below VSD = 20

mV in the non-linear coulomb blockade regime.

Figure 4.11 shows the high bias regime, in which the IV through the device

is approximately linear. In this bias range many excited states are available for

conduction through the CNT and it is effectively acting as a resistor, with no

gate voltage dependence of conduction through the device for small changes in

gate voltage. Although no gate voltage sweep at this bias was performed to

confirm this. However if MR structure of lower source-drain bias is attributed

to changes in the charge on the QD due to the electrostatic energy of the pads

causing a magneto-coulomb shift in energy of the QD and that structure is not

seen at higher VSD it implies that changes in the charge state of the QD do not

change the conduction through it at this level of bias. The change in current

between the high and low conductance states during magnetic reversal increases

approximately linearly with bias voltage between 20 mV and 30 mV as would be

expected for giant magnetoresistance (GMR), although the change in current for

40 mV is lower than would be expected. Fitting the high and low conductance

states of the MR between 20 mV and 30 mV with a linear plot gives a low

resistance of 1.4 ± 0.2 MΩ, a high resistance of 1.6 ± 0.3 MΩ and a GMR of

9±2%. Obviously the error in the two resistance values is very large and the error

ranges of the two values overlap, this is due to the lack of VSD values considered
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Figure 4.11: Current flow through the device at 1.66 K in the high bias regime,

at fixed source-drain biases of (a) VSD = 40 mV, (b) VSD = 30 mV, (c) VSD = 25

mV and (d) VSD = 20 mV as the applied magnetic field is swept forward from

negative to positive values (red lines) and back from positive to negative values

(blue lines)
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and because of the way the measurement was taken. As the MR was measured

for each source-drain value over the period of hours the consistency between the

points is a lot lower than would be expected for a single IV measurement and

different amplification values were used for different VSD points depending on

the conductance of the device, with the amplifier offset varying depending on its

amplification level. This means that although the conductance of the device is

consistent for the MR measured at each source-drain bias, there may be offsets

in the IV dependence when comparing the current flow though the device at

different VSD. These difficulties only allow us to conclude that it is possible that

the increasing ∆I of the MR at larger VSD could be due to GMR. Comparing the

MR of the device with the AMR of the pads in Figure 4.12 it is obvious that an

anti-parallel alignment of the overall magnetisations of the pads is not achieved,

however the CNT may be in contact with a small area of each pad, meaning the

signal seen is the misalignment of a single domain in each of the magnetic pads.

The shape of the MR through the device is consistent with this as it shows a broad

double dip in conduction compared to the sharper dips seen in the AMR of the

device, as the conductivity of a GMR device is proportional to sin2(θ/2), where

θ is angle between the two magnetic domains the CNT contacts. To obtain the

shape of the MR observed one domain may rotate early in the magnetic reversal

and then remain misaligned to the CNTs other contacted domain until the pads

have almost finished their reversal, apart from the small peak in the centre of the

broad dip, corresponding to a reduction in θ.

Figure 4.13 shows the lower bias regime. These results were taken after the high

bias results using the same measurement setup and gate voltage. In this bias

range the IV of the device is non-linear and steps in the IV due to energy levels

of the quantum dot becoming available for transport are observed (Figure 4.5).

Compared to the high bias range additional structure is seen in the MR, together

with an offset in conduction between the positive and negative saturations that

increases relative to the level of the current with decreasing VSD. We also observe

a larger magnetic field range over which the MR is observed. The larger range

over which the MR is observed is consistent the changing energy of the magnetic

pads affecting the charge state of the QD, as if we assume the MR seen at higher

bias is due to the angle θ between the magnetisations and that θ does not vary
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Figure 4.12: Comparing the soft pad (lower trace), hard pad (middle trace) and

device MR (upper trace). Resistance for the three data sets is normalised and

offset. MR seen through the device would have to be caused by a domain in the

pads rotating very early in the magnetic reversal of the pads.

with VSD the magnetic field dependence of the MR due to spin-scattering at the

interfaces should also not change with VSD. However the demagnetising energy

of a domain contacted to a CNT may change before a significant rotation of its

magnetisation has occurred, producing an induced charge on the dot, changing

its conductance.

The change in the charge induced on the quantum dot due to the Zeeman shift

of the energy of the pads (∆q) can be calculated using the capacitive coupling of

source and drain electrodes[86]:

∆q = (CS+CD)
2e

gPµBB

With the change in ∆qRev upon magnetic reversal of the electrodes being the value

of most interest to this experiment, to find an estimate of the maximum possible

change in conductance due to the MC effect in this system we will assume that the

coercive fields of the pads are approximately the same (HC = 0.02 T from AMR)

and that the magnetisation of the pads My/MS along the long axis of the pads

changes from +1 to -1 upon reversal. These assumptions lead to ∆qRev = 0.085

meV or 0.0135 e. To then find the corresponding change in conduction of the

device the change in conductance with gate voltage (dG/dVg) must be known.

Unfortunately Vg conductance data for this device only exists for source drain
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Figure 4.13: Current flow through the device at 1.66 K in the low bias regime, at

fixed source-drain biases of (a) VSD = 17.5 mV, (b) VSD = 16 mV, (c) VSD = 15

mV and (d) VSD = 14 mV as the applied magnetic field is swept forward (red

lines) and back (blue lines)

biases of up to VSD = 10 mV and the MR measurements are between 14 mV and

17.5 mV so the values must be extrapolated from the lower biases. Upon plotting

(dI/dq)/I we find the relationship linear and choose a value equal to the upper

bound of the data of dI/dq ∼ 2 nA/e at a current of 0.4 nA which equates to

dI/dq = 18.5 nA/e at VSD = 17.5 mV, making the maximum change in current

due to MC effect ∼ 0.25 nA for this source-drain bias. As this, the maximum

possible change due to the MC effect, is still less than the observed ∆I and does

not explain the offset in saturation current, there must be an additional effect

contributing to the MR. As with the increased range the MR is observed over,

these features could be explained by a domain local to the nanotube that due to

the demagnetising field in the electrode increasing the induced charge on the QD

over what is expected from the MC effect and possibly persisting up to 0.1 T,

producing a saturation offset depending on its direction of magnetisation relative

to the rest of the electrode.
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Between the last set of MR data presented and the following MR results the

device transport properties changed, showing coulomb peaks in different positions

and increased low VSD conductance. This change is attributed to an annealing of

the tunnel barrier between the ferromagnetic pad and drain discussed previously.

Although high currents were not passed between the ferromagnetic electrode and

normal metal lead as with the hard pad the substantial amount of time the

device had been measured for lessened the barrier. When measured the device

parameters were the same, UC = 6.3 meV and Eadd = 14.8 mV but the central

region in which conduction was blocked was reduced to 2.82 mV from the previous

value of 5.65 mV.

MR measurements at low source drain bias (VSD=2-4 mV) are shown in Figure

4.14, we observe the saturation offset seen in previous measurements and also

the features of the structure of the MR are similar to those previously observed

and attributed to domain movement in the Py pads. As the tunnel barrier in

series with the device is known to not allow current to flow until the voltage drop

across it is 1.41 mV the voltage drop across the CNT at VSD = 2 mV, shown in

Figure 4.14(c), is equal to VQD=600 µV, at which level we may assume the IV

dependence of the device is approximately linear, this allows the calculation of

the MR as MR = (GP−GAP)/GAP. The MR is then ∼ 93% when taken between

the positive saturation and minimum conductance dips and ∼ 245% when taken

between negative saturation and the minimum conductance dips.

The maximum value of dI/dq from the coulomb peaks of the device at VSD = 2

mV is found to be 0.148 nA/e, which allows the maximum change in current due

to the MC effect to be found to be ∆I = 0.02 nA, which is close to half the

current change between the positive saturation and minima and far smaller than

the change between the negative saturation and minima. Although as we have

actual conductance with field data at this bias level the induced charge on the dot

needed to produce the changes in conduction observed can be better estimated to

be 0.12 e for the negative saturation to the minima, an order of magnitude larger

than the calculated maximum possible change in charge due to the switching of

the pads.
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Figure 4.14: Current flow through the device at 1.66 K in the low bias regime,

after partial annealing of the tunnel barrier between the soft pad and drain.

Measurements taken at fixed source-drain biases of (a) VSD = 4 mV, (b) VSD = 3

mV and (c) VSD = 2 mV as the applied magnetic field is swept forward (red lines)

and back (blue lines)

81
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Results from the device presented in this chapter have shown that stable con-

tact can be made to carbon nanotubes with sputtered permalloy, forming quan-

tum dots with regularly spaced coulomb resonances, although the conductance

of the device was quite low (0.054 G0 at 600 µV). The magnetic properties of

the Py pads however were lacking, with no well-defined anti-parallel state and

possibly domain dynamics causing large changes in conductance in the carbon

nanotube contacted. In the following chapter this is solved by using a pad design

that is single domain in the tube contact area and has a reasonable separation of

coercive fields between the hard and the soft pad.

When magnetoresistance has been ascribed to changes in electrostatic potential

of the Py pads, the magnitude of the energy change needed to produce a MR

of the size observed is an order of magnitude larger than that predicted as the

maximum possible energy change due to Zeeman shift in the pads , showing that

other factors are affecting the transport through the tube. One possibility for the

large change in conduction could be a changing tunnel barrier height between the

magnetic electrodes and the CNT, however, no sign of the modification of the

barrier heights is seen in the gate voltage dependence of the conduction and there

is no intrinsic difference between a change in electrostatic energy of a barrier due

to charge build up in the magnetic pads or the substrate so if this was the case

we would expect to observe it. So if we cannot assign a change in barrier height

to a changing electric field maybe it is due to the changing magnetic field. As

we are in the coulomb blockade regime individual energy levels may be assigned

spin states from calculation of the shell-filling, though there is no preferred ori-

entation of the spin outside of its interaction with an applied field i.e. we expect

orbitals to be filled in majority / minority order rather than in some pre-defined

sequence. However domain misalignment that differs between the two saturations

may change the stray field on the dot in the two states, producing a magnetisa-

tion dependence of the QD energy levels.

In summary the MR observed in the high bias regime is ascribed to GMR in that

it is due to spin dependent scattering at the CNT / electrode interfaces. The

magnitude of this high bias MR is 9 ± 2%, which is of a similar order to most

published results, with only Jensen et al.[96] observing significantly higher values

at 100%. At lower bias when coulomb blockade controls transport through the
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dot we observe MR over a larger field range with offsets in saturation conduc-

tance which we believe is due to changes in the charge state of the dot, as these

changes in charge are larger than the calculated possible change due to the MC

effect there must be another process involved, potentially caused by the domain

state of the magnetic pads.
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Chapter 5

Permalloy Nanowire Electrodes

5.1 Introduction

Following the results presented in the previous chapter magnetic pads were de-

signed with a simpler magnetic reversal, allowing measurements to be taken at

better defined magnetic states, with anti-parallel alignment of the pads over a

known field range. This chapter will present magnetic measurements and sim-

ulation of the pad design followed by results obtained from Devices 2 and 3,

consisting of carbon nanotubes spanning between the two magnetic pads which

act as quantum dots at low temperature.

5.2 Pad Design

Following results from Py nucleation pad contacted CNTs presented in the pre-

vious chapter it was concluded that pads were needed that had differing coercive

fields and areas that remained in single domain states during magnetic reversal

to contact the carbon nanotube. Rectangular pads with high aspect ratios, as

used in various works, were tested, with 200 nm × 5 µm and 500 nm × 2 µm

chosen as 200 nm represented the smallest feature size that could be patterned

with enough consistency by EBL using equipment available. However these pads

magnetic properties were still not optimal, with the hard pad coercive field being

0.01 T and the soft pad rotating between 0 T and 0.005 T from MOKE measure-
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5.2 Pad Design

ments. When used to contact carbon nanotubes these pads had a low success

rate compared to larger nucleation pads and devices that showed QD behaviour

at low temperatures did not show consistent magnetic properties.

The next pad design was then based on work by Kirk[111, 112] which shows

that the coercive field of a permalloy electrode can be significantly increased by

sharpening the ends of the pads to exclude closure domains from the tips of the

electrodes. They show a stable single domain state in 200 nm wide Py elements

that have two sharpened ends, however this width is equal to that of the thinnest

electrode of the rectangular pads used previously, so this was increased to 300 nm

to try to improve contacting to CNTs. This was considered a reasonable width to

choose as Preusche et al.[113] show lengths of Py that remain in a single domain

state at zero field at widths of 500 nm. To produce two electrodes of differing

coercive fields a nucleation pad was included on one end of one of the electrodes,

significantly lowering its coercive field. Figure 5.1 presents MOKE measurements

of the magnetisation parallel to the long axis of the pads (My) taken at room

temperature of large arrays of the hard (blue line) and soft (red line) pads. The

rotation of the nucleation pad of the soft electrode followed by the movement of

the domain down the electrode is visible in the soft pad data as a two step switch.

The important property of these electrodes is that the hard pad magnetisation is

still saturated when the soft pad has completed its reversal, meaning there should

be a well defined anti-parallel alignment over a reasonable field range.
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Figure 5.1: Magnetisation along the long axis (My/MS) of arrays of the hard

(blue line) and soft (red line) pads as measured by MOKE

85



5.2 Pad Design

The pad magnetisation and domain state are also simulated using OOMMF. Fig-

ure 5.2 shows the magnetisation along the long axis of the pads during reversal

at a temperature of 0 K, which shows similarities to the magnetisation as mea-

sured by MOKE at room temperature, including the nucleation of a domain in

the rounded tip of the soft pad, followed by the movement of the domain down

the electrode, as can be seen by the two gradients of the soft pad switch. We also

observe a large anti-parallel state between 0.15 T and 0.04 T, during which the

pads should remain in single domain states, as shown by the constant magneti-

sation.
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Figure 5.2: Pad magnetisation My/MS calculated as calculated by OOMMF at

0 K

Figures 5.3:5.6 show My/MS the magnetisation parallel to the long axis of the

pads during reversal. As can be seen in Figure 5.3 there is no domain structure

at 0 T and during reversal a vortex domain nucleates in the rounded tip of the

soft pad at 0.01 T, followed by a reversal of the pad as the domain moves down

the length of the pad by 0.015 T. The two magnetisation of the pads are then

stable until the reversal of the hard pad at 0.04 T, at which point both pads are

in a single domain state, aligned parallel with the applied field.
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Figure 5.3: Domain Structure as calculated by OOMMF at B=0 T. Colourscale

in My/MS

Figure 5.4: Domain Structure as calculated by OOMMF at By=0.01 T at which

point a domain forms in the nucleation pad of the soft electrode. Colourscale in

My/MS

Figure 5.5: Domain Structure as calculated by OOMMF at By=0.015 T at which

point the soft pad reverses magnetisation. Colourscale in My/MS
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5.2 Pad Design

Figure 5.6: Domain Structure as calculated by OOMMF at By=0.04 T at which

point the hard pad has reversed its magnetisation. Colourscale in My/MS
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5.3 Device 2

5.3 Device 2

Measurements were performed on Device 2 at low temperature in an Oxford

helium-flow cryostat described previously. Each of the magnetic pads were con-

tacted by a non-magnetic lead to allow transport measurements through the

device, this single contact does not allow transport measurements through the

magnetic pads to be performed, however previous results not included in this

work had shown that the inclusion of an argon ion plasma cleaning step between

the deposition of the magnetic pads and the deposition of the non-magnetic leads

ensures Ohmic contact between the metallic layers with no formation of tunnel

barriers seen in the previous results, making current annealing and checking of

the resistance through the magnetic pads unnecessary. A single carbon nanotube

spans the gap between the electrodes allowing current flow between the pads as

shown in Figure 5.7, although the CNT in the image is broken as the image was

taken after measurement of the device.

Figure 5.7: SEM of the device after measurement. The carbon nanotube is seen

to be broken, which occurred after the measurement of the device.

Figure 5.8 shows an IV through Device 2 at 1.7 K, with a gate voltage of 32 mV,

corresponding to a coulomb resonance as seen in Figure 5.9. The steps in the IV

curve and the peaks in coulomb peaks in the gate sweep at constant source-drain
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5.3 Device 2

bias show the device is acting as a quantum dot. No large blocked central region

is observed in the IV taken at a coulomb peak, showing there is no tunnel barrier

in series with the device.
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Figure 5.8: IV characteristics of Device 2 taken at Vg=32 mV, corresponding to

a coulomb peak, at 1.7 K
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Figure 5.9: Gate voltage dependence of conductance at VSD=4 mV and 1.7 K

Figure 5.10 shows the magnetoresistance of the device at Vg=32 mV with a source-

drain bias of VSD=4 mV, corresponding to the conductance peak seen in Figure

5.9. The figure is constructed by averaging 39 consecutive sweeps with no results

excluded. Changes in conduction of the device can be seen at the switching fields

of the hard and soft pad (∼30 mT and ∼10 mT respectively), however there

is also a change in conduction between positive and negative saturation and the

anti-parallel state of the device seems be either a higher or lower conductance than

the saturation depending on the direction of the sweep. Both of these features
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are unexpected, there should be no difference in conduction between positive and

negative saturation of the magnetic pads and while both positive and negative

magnetoresistance have been observed in carbon nanotubes[95] they should not

be observed on the same magnetic loop at a constant gate voltage and source

drain bias.
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Figure 5.10: Average magnetoresistance of multiple loops taken at VSD=4 mV

and Vg=32 mV, corresponding to a coulomb resonance. T=1.7 K

Examining the individual loops obtained during the measurement shows that the

offset between positive and negative saturation can change with loops showing

conduction at positive saturation that is either higher or lower than the value

at negative saturation. By grouping the loops into 3 sets by whether their con-

duction is higher at positive saturation, lower at positive saturation or roughly

equal for the two saturations we construct Figure 5.11, which shows the averages

of these 3 sets of loops and Figure 5.12, which shows the distribution of the 3

states. A change in conduction in the anti-parallel state is observed for all but

the back sweep of the low positive saturation loop and the distribution of the

states appears to be random. As positive and negative MR is observed in carbon

nanotube QDs at different gate voltages[98] there is the possibility of the posi-

tions of the coulomb peaks moving during the measurement, causing the change

in sign of the magnetoresistance and also possibly the change in conduction at

positive and negative saturation.

To report the magnitudes of the change in conductance from the data we will de-

fine the MR on the forward sweep (-B → +B) as MR = (IP,−B− IAP,+B)/IAP,+B
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Figure 5.11: Average magnetoresistance of the three groups of MR loops, defined

by their relative offsets in conduction saturation. Taken at VSD=4 mV and Vg=32

mV, corresponding to a coulomb resonance. T=1.7 K
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Figure 5.12: Distribution of the saturation conduction offset for each MR loop

and the MR on the back sweep (+B → −B) as MR = (IP,+B − IAP,−B)/IAP,−B.

This MR does not relate to Julliere’s formula because of the non-linearity of

the conductance at finite bias, but will allow comparison between results. The

average non-selected loop MR of the forward and back sweeps between the P

and AP state is MR = 6 ± 2%. Defining the MR between the saturations as

MRsat = (IP,+B − IP,−B)/IP,−B, gives us a value of MRsat ∼ 18%. The split

loops MR are larger due to not having the signal averaged out between loops

with MR of opposite sign and we find the maximum magnitude of the MR for

both the anti-parallel states and the saturation offset is ∼ 40%.

Reversing the source-drain bias on the device to test the effect of current direction

on the magnetoresistance a peak is selected from the gate voltage sweep shown in

Figure 5.13 at 32 mVg, at which value the peak at positive bias is also found. The
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magnetoresistance with these parameters is shown in Figure 5.14 as the average

of 49 loops with no selection. As with the previous results these repeated loops

are then sorted into 3 sets the averages of which are shown in Figure 5.15 and the

distribution in Figure 5.16. The same change in saturation conduction as seen

at positive source-drain bias is observed, with the anti-parallel alignment of the

magnetic pads observed as a change in conduction also. The 3 sets of loops show

a distribution that is mostly high conduction at positive saturation, but includes

loops sorted into the other two sets.
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Figure 5.13: Gate voltage dependence of conductance at VSD=-4 mV and 1.37 K

−0.1 −0.08 −0.06 −0.04 −0.02 0 0.02 0.04 0.06 0.08 0.1
0.005

0.01

0.015

0.02

0.025

0.03

Field (T)

C
u

rr
e

n
t 

(n
A

)

Figure 5.14: Average magnetoresistance of multiple loops taken at VSD=-4 mV

and Vg=32 mV, corresponding to a coulomb resonance. T=1.37 K
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Figure 5.15: Average magnetoresistance of the three groups of MR loops, defined

by their relative offsets in conduction saturation. Taken at VSD=-4 mV and Vg=32

mV, corresponding to a coulomb resonance. T=1.37 K
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Figure 5.16: Distribution of the saturation conduction offset for each MR loop

Analysing the MR of the unselected averaged loops and the split sets we find

both are dominated by the high positive saturation loops which have MRsat ∼
300% and changes in the anti-parallel state of approximately 100%. The other

split sets have far smaller MR values and a higher level of random current fluc-

tuations, although this could be due to the small number of loops that make up

these two sets of data. If the 3 sets of MR data with differing signs of MR are

produced by fluctuations of the charge on the dot due to changes in the local

charge state of the device, then this bias towards high conduction at positive

saturation could be explained by a more stable charge state, or possibly a gate

voltage that is offset from the coulomb resonance point, meaning that with small

charge fluctuations, it is more likely that the QD charge state stays on one side

of the coulomb resonance.

94



5.3 Device 2

A positive or negative source-drain bias of 4mV allows conduction through ex-

cited states of the carbon nanotube quantum dot, as can be seen in Figure 5.8

where there are multiple steps in the IV between 0 and 4 mV when the gate

voltage is set to a coulomb peak. To remove excited states from the conduction

through the carbon nanotube and test a single energy level, AC measurements

were performed using the techniques described previously. Figure 5.17 shows the

coulomb resonances of Device 2 using a 0.3 mVp-p AC excitation, a peak con-

duction of ∼ 8 × 10−4 G0 (G0 = 2e2/h ≈ 7.748.10−5Ω−1) suggests a weak and

asymmetric coupling to the permalloy pads.
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Figure 5.17: Gate voltage dependence of conductance at VSD=0.3 mVAC and 1.64

K

Figures 5.18:5.23 show the average loops and and split sets of the magnetore-

sistance measurements performed at 0.3 mVp-p AC excitation at three different

coulomb peaks. This data shows that the saturation offset varying does not de-

pend on current direction, also comparing the flat loops of Figures 5.19 and 5.23

we see that the conduction change in the anti-parallel state may also change sign

for the reversal direction.
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Figure 5.18: Average magnetoresistance of multiple loops taken at VSD=0.3 mVAC

and Vg=49 mV, corresponding to a coulomb resonance. T=1.64 K
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Figure 5.19: Average magnetoresistance of the three groups of MR loops, defined

by their relative offsets in conduction saturation. The three curves have been

offset for clarity, with 10−4 G0 added to the loop which has high conduction at

positive saturation and 10−4 G0 subtracted from the loop at low conduction at

positive saturation. Taken at VSD=0.3 mVAC and Vg=49 mV, corresponding to a

coulomb resonance. T=1.64 K
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Figure 5.20: Average magnetoresistance of multiple loops taken at VSD=0.3 mVAC

and Vg=104 mV, corresponding to a coulomb resonance. T=1.64 K
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Figure 5.21: Average magnetoresistance of the three groups of MR loops, defined

by their relative offsets in conduction saturation. Taken at VSD=0.3 mVAC and

Vg=104 mV, corresponding to a coulomb resonance. T=1. 64K
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Figure 5.22: Average magnetoresistance of multiple loops taken at VSD=0.3 mVAC

and Vg=-189 mV, corresponding to a coulomb resonance. T= 1.62K
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Figure 5.23: Average magnetoresistance of the three groups of MR loops, defined

by their relative offsets in conduction saturation. Taken at VSD=0.3 mVAC and

Vg=-189 mV, corresponding to a coulomb resonance. T=1.62 K
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The maximum changes in conductance of ∼ 60% for the split sets of data and

∼ 10% for the unsorted average values are comparable to the changes seen at

VSD=4 mV shown in Figures 5.10 and 5.11, showing that the current ratios at

finite bias may be a reasonable approximation of the change in conductance of

the device. Comparing both these sets of data to those acquired at VSD=-4 mV

seem to show that if we attribute these changes to a shift in the coulomb peak

i.e. a change in induced charge on the dot due to some MC effect or SDIPS, we

can conclude that dG/dVg for the negative biased results was considerably higher

than for the positive and AC biased cases. Leading to the conclusion that as the

data was acquired at conductance peaks, there was a change in charge state on

the dot between measurement of the conductance peaks and MR measurements,

leading to a higher dG/dVg

Interestingly the magnetic loops that do not show an offset in saturation conduc-

tion show MR of opposite sign between the back and the forward sweep in the

anti-parallel state. Work published by Tombros et al.[95] shows a change in sign

of the MR between the two anti-parallel states for a Co contacted CNT, where

results are also presented showing spin accumulation from 4-terminal non-local

measurements, seeming to confirm that the change in resistance is due to a spin

transport effect. Magnetic loops that show no saturation offset in this work may

also be attributed to spin transport, as from the other two sets of loops we ob-

serve that the change in conduction between saturations is larger than the change

between the parallel and anti-parallel state. This means that if the changes in

conduction are due to induced charge on the QD, the observed change in the

anti-parallel state may be due to spin-dependent transport rather than coulomb

peak movement.

Making no assumptions about the transport through the device, we can con-

clude that the magnetisation orientation of the Py pads changes the conductance

through the device, because changes in conduction always occur at the coercive

fields of the device. The saturation offset observed for most measurements shows

that some property of the transport is sensitive to the magnetic orientation of

the pads, despite the fact that there is no difference in energy of the magnetic

pads between a positive and negative applied field of the same magnitude. With

the possible exception of a domain trapped near the nanotube in one orientation
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Figure 5.24: Two terminal resistance of a carbon nanotube showing both positive

and negative MR in the same magnetic loop at 4.2 K. Taken from Tombros et

al.[95]

but not the other. From OOMMF simulations and their similarity to observed

switching behaviour this does not seem likely. It seems as though there is some

internal quantisation axis in the CNT

To gain further insight into the mechanism of these conductance changes the

position and magnitude of the coulomb resonance during magnetic reversal, and

hence the gate voltage dependence of the MR must be found, results presented

on Device 3 in the next section were taken with this aim in mind.
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5.4 Device 3

Device 3 follows the same design as Device 2, where a single carbon nanotube

spans between two permalloy pads. The differential conductance dI/dV at 300

mK as a function of backgate voltage Vg and source drain bias VSD is plotted

in Figure 5.25, showing the coulomb blockade diamonds of the quantum dot.

The full width half maximum (FWHM) of the coulomb resonance around zero

bias is 0.44±0.03 meV, which is larger than the thermal energy kBT=0.026 meV,

suggesting the resonance is broadened by the coupling to the leads (Γ broadening)

and the low conductance around zero bias of ∼ 0.1× 10−3 G0 shows the coupling

to be asymmetric.

Figure 5.25: dI/dV of the device taken at 300mK showing coulomb diamonds,

colourscale in 10−3 G0

By measuring the coulomb blockade diamonds the charging energy, UC, was found

to be 6.0 ± 0.2 meV and the energy spacing of the CNT, ∆E, was found to

be 1.44 ± 0.06 meV, with the coupling of the CNT to the gate α = Cgate

C
=

0.113 ± 0.004. The ratio of ∆E/UC=0.24 indicates that this is a single-walled

carbon nanotube.[58]. As kBT � ~Γ < ∆E the line shape of the coulomb
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resonances at zero bias should have the Breight-Wigner form[57]:

GBW =
2e2

h

ΓHΓS

ΓH + ΓS

Γ

( ε~)2 + (Γ
2
)2

where ΓH and ΓS are the coupling to the hard and soft pad respectively, ΓH+ΓS =

Γ the overall coupling to the leads and ε is the separation between the energy

level of the quantum dot and the Fermi levels of the pads. Taking the maximum

value of the conductance at ε = 0 and the FWHM of the peak to be Γ results in

~ΓH/S=0.43±0.06 meV / 0.009±0.001 meV.

Results shown previously have indicated that shifts in the energy levels of the

quantum dot may occur on magnetic reversal of the ferromagnetic pads, to test

this the line shape of the 3 coulomb resonances at a range of gate bias between -1

V and -1.2 V were measured during magnetic reversal of the pads at VSD=4 mV

bias. At this bias we expect a broadening of the coulomb blockade peak and so

choose to fit an inverse cosh2 function to each of the resonances as an estimate of

the line shape of the curve as would be in the case ∆E < kBT < UC. An example

of the coulomb peaks with fits is shown in Figure 5.26 with experimental data

shown in blue and fitted curves in red.

The peak position for the resonances extracted from the fit can then be plotted

versus applied magnetic field during reversal. Figure 5.27 shows the peak position

during magnetic reversal of the peak at Vg ∼-1.04 V which we will label peak 1,

with the peaks at larger negative gate voltages peak 2 and peak 3. This data

is the average of 30 loops, all of which show a similar offset in saturation with

the positive saturation being at a more negative gate voltage. This is true of

all the 3 peaks with the offsets in gate voltages, calculated as the difference in

average peak position at B >0.05 T and B < −0.05 T, resulting in peak 1 offset

= 7.4±0.3 mV, peak 2 offset = 6.1±0.2 mV and peak 3 offset = 4.4±0.3 mV.

The change in the peak position occurs at the switching field of the hard pad

(∼0.03 T) which makes the position of the peak depend on the magnetisation

direction of the hard pad, invariant with applied field, apart from some small

change observed at a positive applied field. This is unexpected as energy level

movement has previously been proposed and observed in quantum dots contacted

to ferromagnetic electrodes[86, 87, 88] where Zeeman shift or anisotropic energy

101



5.4 Device 3

Figure 5.26: Example of 3 coulomb resonances at VSD=4 mV, shown in blue, with

inverse cosh2 fits shown in red

changes have altered the electrostatic potential of the magnetic electrodes, moving

the levels of the dot through a gating effect. In this work the movement occurs

between two states in which there is no change in the chemical or electrostatic

potential of the magnetic electrodes i.e. at saturation not 90◦.
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Figure 5.27: Movement of peak 1 from fits of the coulomb blockade resonance,

all 3 peaks have show similar dependence with field.

Figure 5.28 shows the maximum value of peak 1 from the fitting during magnetic

reversal, all the peaks maxima are very similar to this.
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Figure 5.28: Maximum value of peak 1 from fitting to the coulomb blockade

resonance. All three peaks show similar dependence with field.

To compare the conduction at parallel and anti-parallel alignment of the magnetic

electrodes the magnetic loops can be split into 4 states:

• Parallel 1: parallel alignment of the pads at positive saturation

• Anti-Parallel 1: anti-parallel alignment of the pads sweeping from positive

to negative field

• Parallel 2: parallel alignment of the pads at negative saturation

• Anti-Parallel 2: anti-parallel alignment of the pads sweeping from negative

to positive field

The four defined magnetic states are illustrated on the magnetisation reversal

loop of the electrodes in Figure 5.29. In this way the MR can be calculated be-

tween Parallel 1 and Anti-Parallel 1, together with Parallel 2 and Anti-Parallel

2, ignoring the change in peak position that occurs when the hard pad switches

magnetisation. The change in conduction between the two saturation states can

also be compared using Parallel 1 and Parallel 2.

Figure 5.30 shows the MR calculated as (IP−IAP)/IAP for the back sweep of the

magnetic loop 0.1 T→ -0.1 T, and Figure 5.31 the corresponding forward sweep.

The sign of the MR is stable on the back sweep but can reverse on separate loops

for the forward sweep, these two states are separated and plotted in Figure 5.31.

To compare the saturation MR we use MRsat = (I+B − I-B)/I-B, as shown in

Figure 5.32.
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Figure 5.29: The four magnetic states of the device used to calculate the magne-

toresistance of the device.

Figures 5.33:5.35 show comparisons of the line shapes of the coulomb peaks in

the 4 magnetic states.
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Figure 5.30: 3 peak back sweep MR, shown in green and conduction in the Parallel

1 state, shown in blue.

The movement of the coulomb resonances seen at saturation in these measure-

ments seems to confirm that changes in saturation conductance of earlier devices

are due to changing charge on the QD, although the source of these changes in

charge is not obvious. The maximum change in charge due to the MC effect for

both pads at 0.04 T is equal to 0.02 e, which is small compared to the average

shift in the coulomb resonances between saturations of 0.11 e, which together

with the fact that the charge induced on the QD should be symmetric about

B=0 T makes it unlikely to be the cause of the observed shift.

Spin dependent interfacial phase shifts (SDIPS) can change the position of coulomb
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Figure 5.31: 3 peak forward sweep MR. The MR was found to have unstable and

reverse sign, so similar loops were extracted from the data and averaged to make

MR 1 (green line) and MR 2 (black line). The red line is the conduction in the

Parallel 2 state.
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Figure 5.32: 3 peak saturation MR, shown in green and conduction in the Parallel

1 state, shown in blue.
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Figure 5.33: Coulomb resonances in the Parallel 1 (blue line) and Parallel 2 (red

line) states.
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Figure 5.34: Coulomb resonances in the Parallel 1 (blue line) Anti-Parallel 1 (red

line) states.
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Figure 5.35: Coulomb resonances in the Parallel 2 (blue line) Anti-Parallel 2 (red

line) states.

peaks between parallel and anti-parallel alignment and could be used to explain

the change in energy levels at saturation if the spin of the electron for each res-

onance is fixed and does not change upon reversing the field direction and pad

magnetisation for some reason. This is due to the phase shift of a electron on

reflection from a magnetic interface depending on the magnetisation of the FM

and the spin of the electron. From high field measurements of the position of

the coulomb resonances shown in Figure 5.36 we see no high field dependence for

peak1, shown in Figure 5.36(a), and an alternating shift in position between peak

2 (Figure 5.36(b)) and peak 3 (Figure 5.36(c)). The alternating shift shows that

the high field movement is dependent on the Zeeman shift of the electron spin,

rather than an induced charge on the QD due to the MC effect, which would shift

each energy level in the same direction and also identifies the electron added at
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peak 2 is aligned with the applied field, while peak 3 is aligned opposing the ap-

plied field. So there is no fixed electron spin for each resonance and SDIPS cannot

explain the offset between the two saturations. The gradient of a linear fit of the

high field data beyond the hard pad switch of peak 2 and peak 3 corresponds to

a g-factor of g = 0.92±0.08, from g = αµBdV PEAK
g /dB. While not the expected

value of 2 for electrons in a CNT[78, 79, 81] has been observed for CNTs in other

work[82] and may be an indication of a spin-orbit coupling in the CNT[56]. This

small change in position with applied field also makes the observed change in the

energy levels of the QD between saturations unlikely to be caused by a stray field

effect, as the movement between the saturation energy levels would correspond to

a field of approximately 12 T. The stray field in the area of the nanotube parallel

and perpendicular to the long axis of the pads is calculated as < 2.2 mT from

OOMMF simulation.

When comparing the measurements of the positions of coulomb resonances in the

low field (Figure 5.27) and high field (Figure 5.36) the offset was seen to change

from higher at negative saturation to lower at negative saturation, this change

occurred only once over the time the device was measured and was not seen to

return to the previous state upon repeated measurement of the low field coulomb

peak movement.

One other feature seen in these measurements is the shoulder that appears on

peak 3 when the magnetisation of the hard pad is in one orientation, but is not

observed in the other orientation. As these measurements were taken at finite

bias this is probably due to the conduction through an excited state of the dot

rather than the Zeeman splitting of a spin-degenerate energy level due to the

separation of the energy levels being larger than could be accounted for through

the Zeeman energy and that the field at the dot should be of the same magnitude

in each case. This allowed conduction through an energy level in one orientation

but not the other could be an indication of the spin dependence of the excited

state.

Taking the difference in saturation conductance to be caused by some property

of the hard magnetic pad switching, the MR between the AP and P states can

then be compared to models of the spin-dependent transport through CNT QDs.

We observe a gate dependent MR that varies from positive to negative about the
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Figure 5.36: High field dependence of coulomb blockade maximum position for

peak 1 (a), peak 2 (b) and peak 3 (c).

coulomb resonance peak, with an asymmetry to the magnitude of the MR. This

fits well with theory of SDIPS as described by Cottet et al.[91] as the oscillat-

ing MR is caused by a spin dependent energy level shift between the P and AP

states. However the MR we observe has the same symmetry for all three reso-

nances, which does not fit with the observed orientation of electron spin from the

high field measurements, although this disparity could be negated if we consider

that the shell filling of the QD may be dependent on the magnetisation of the

electrodes and the applied field, as observed in some devices[78, 84], in which case

there may be a different shell filling order in the low field measurements to that

which is observed at high field.

Comparing magnetoresistance measurements on NiPd CNT QDs presented by

Sahoo et al.[98] we see some similarities, such as the gate dependence of the MR

oscillating over the period of the coulomb resonances and the magnitude of the

MR observed in the forward sweep in Figure 5.31, with the larger MR values as

seen in the back sweep due to a larger SDIPS enhancing the effect. Some differ-

ences between results presented in this work and those in the work of Sahoo et

al. include the lack of MR in the blocked regions between resonances, although
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Figure 5.37: Gate dependent MR and gate dependent conductance of a CNT QD

contacted with NiPd electrodes. In the top panel experimental results are shown

in black, with calculated conductance in red. In the bottom panel fits to the

experimental MR in black, with varying SDIPS in purple, blue and green. From

Cottet et al.[91], data from Sahoo et al.[98]

this is easily explained by the conductance in between the coulomb resonances in

this work being too low to measure on the amplification scale used to acquire the

data. The current levels measured between the coulomb resonances in this work

are due to amplifier offset, and when comparing the current values measured in

the blockaded regions there is no discernible difference between VSD = 0 mV and

VSD = 4 mV. We also observe a change in sign of the MR between magnetic loops

of the forward sweep, with the only way this could be described by SDIPS theory

would be if there was an change in the sign of the electron spin added to the QD

at each resonance.
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The line shape of the 4 coulomb resonances between -1.18 V and -1.45 V were

also measured during magnetic reversal of the pads at VSD=4 mV bias. Figure

5.38 shows an example of the peak position during reversal, with the other 3 peaks

looking very similar to this. This data set consists of 9 magnetic loops compared

to the previous set of 3 peaks which consisted of 30 repeats, for this reason the

data presented here is an average of 4 loops out of the 9, with 5 loops discarded

that included random switching events to make the data presented clearer. Again

−0.1 −0.08 −0.06 −0.04 −0.02 0 0.02 0.04 0.06 0.08 0.1
−1.235

−1.23

−1.225

Field (T)

V
g
 P

e
a
k
 P

o
s
it
io

n
 (

V
)

Figure 5.38: Coulomb resonance peak movement of the set of 4 peaks.

by splitting the loop up into 4 states the Vg peak movement between the states

and MR can be found. The ∆Vg between the states is shown in the table below,

the MR is calculated as previously and shown in Figures 5.39:5.41 and the com-

parison of the line shape of the coulomb peaks in each state in Figure 5.42:5.44.

Peak ∆Vg Saturation (mV) ∆Vg,P1/AP1 (mV) ∆Vg,P2/AP2 (mV)
1 6.5± 0.5 2.5± 0.3 3.0± 0.8
2 6.9± 0.8 1.9± 0.4 1.8± 0.5
3 6.4± 0.9 1.8± 0.4 1.8± 0.5
4 7.5± 0.9 1.8± 0.4 2.1± 0.6

Differences between the data acquired on these four points when compared to

that on the three points between gate voltage values of -1 V and -1.2 V include a

larger ∆Vg between the parallel and anti-parallel states that is resolvable in the

fitted coulomb peak data shown in Figure 5.38 and subsequent larger MR values

seen on the forward and back sweeps. Due to similar ∆Vg between saturations,

the MRsat is similar between the two sets of peaks The MR instability in the sign
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Figure 5.39: 4 peak back sweep MR, shown in green and conduction in the Parallel

1 state, shown in blue.
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Figure 5.40: 4 peak forward sweep MR, shown in green and conduction in the

Parallel 2 state, shown in red.
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Figure 5.41: 4 peak saturation MR, shown in green and conduction in the Parallel

1 state, shown in blue.

of the MR between separate MR loops is also not observed, with the sign of the

MR stable and of opposite values for the forward and back sweep. Measurements

of the high field dependence of the position of the energy levels also differ, with
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Figure 5.42: Coulomb resonances in the Parallel 1 (blue line) and Parallel 2 (red

line) states.
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Figure 5.43: Coulomb resonances in the Parallel 1 (blue line) and Anti-Parallel 1

(red line) states.
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Figure 5.44: Coulomb resonances in the Parallel 2 (blue line) and Anti-Parallel 2

(red line) states.

all the energy levels showing the same increasing (less negative) position of the

coulomb resonances. This could be due to MC effect, which lowers the energy
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of the magnetic pads at high field, causing electrons to flow into the pads from

the measurement lines, increasing the negative charge of the pads. This nega-

tive charge gates the device in the same way a negative potential applied to the

gate electrode would and removes charge from the dot, causing the coulomb res-

onances to appear at higher gate voltages, although the movement of the peaks

has the same gradient as that of the 3 peaks of ∼ 0.5 mV/T, corresponding to an

electron energy shift with g ∼ 1. The calculated MC effect caused by the Zeeman

shift of the pads is actually far larger than this at 30 mV/T.This means that the

observed energy level shift is unlikely to be caused by the MC effect, especially

when considering the three peaks shown previously showed alternating shifts in

energy at the same gradient.

Figure 5.45 shows the magnetoresistance of the device averaged over a range of
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Figure 5.45: Average MR over all 4 peaks, VSD=4 mV.

gate voltages equal to the 4 coulomb resonances to try to find the magnetoresis-

tance of the device excluding any peak motion. Interestingly we see no saturation

offset in the MR and a changing sign of the MR between the forward and back

loops similar to that seen in the zero offset data of Device 2, shown in Figure

5.11, although in this data the change in conduction on the back sweep is at ∼ 0

T rather than the expected coercive field of the soft pad. The magnitude of the

MR seen in the anti-parallel state is 5± 1%. If we assume that the effect that is

moving the coulomb peak positions is not also affecting the conductance of the

device then this change in conduction is due to the spin-dependent transport of

the device.

Measurements of the 4 peaks were also performed at VSD=1.5 mV, these results
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showed a similar change in peak position with field as at VSD=4 mV, as shown

in Figure 5.46 with a peak offset of ∼ 6 mV, showing the peak movement is not

dependent on source-drain bias. Similar MR is also observed as shown in Figure

5.47, with the forward sweep MR similar but of opposite sign and the saturation

MR similar to that observed at VSD=4 mV.

The MR from the 4 consecutive peaks at either bias do not fit with SDIPS theory
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Figure 5.46: Vg peak movement of the set of 4 peaks at VSD=1.5 mV.
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Figure 5.47: 4 peak back sweep MR at VSD=1.5 mV.

in that the MR about each of the four peaks has the same symmetry meaning

the spin of the electron added to the dot in each resonance would have to be the

same which is not possible for shell filling in a CNT due to the Pauli exclusion

principle, two consecutive peaks that move in the same direction are expected for

a four-fold degenerate ground state and there may at most be 3 consecutive peaks

that move in the same direction between the P and AP states if the magnitude

of hSDIPS is of the order of the peak spacing, causing spin mixing. Also the MR
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observed for the VSD = 1.5 mV case shown in Figure 5.47 does not show the same

asymmetry expected for SDIPS as the measurements at higher bias do and the

shape of the MR closely matches dG/dVg as would be expected for a MC effect.

However, as there is no MC effect observed at high field large enough to account

for the large changes in peak position the data cannot be said to fit this model

either.

So if neither model for coulomb blockade peak movements with applied field fit

the properties of this device, then we must consider other options. As the main

differences between this device and other published results are the fact that the

Py contacts are sputter deposited and that it has extremely asymmetric coupling

to its electrodes, it could be proposed that the coupling of the poor contact is

changing during magnetic reversal of the pads. However the magnetostriction

of permalloy is very low[36], making it unlikely that physical movement of the

electrode is occurring to change the coupling. A change in the asymmetry of the

coupling may change the relative slopes of the sides of the coulomb peak, shifting

the maximum value slightly as discussed by Jalil et al.[88] but it will not move the

absolute positions of the peaks as observed between the two saturations. For that

to occur the capacitative coupling between the electrodes and the CNT would

have to change and as this is defined by the position and size of the electrode

relative to the nanotube, this does not seem likely. However, a change in the

coupling to the CNT that moves the position electrons tunnel into the CNT and

hence the length of the quantum dot may produce the results observed. As the

addition energy is inversely proportional to the length of the CNT (L)[114], a

large change in Vg peak position may be due to a small change in Eadd, if the

energy level of peak in question is far from a K point, as the change will be multi-

plied by the number of peaks between it and the K point. For this to be the case

a difference in Eadd between the two saturations (∆ESAT
add ) that increases linearly

with peak number would be expected. Figure 5.48 shows ∆ESAT
add for the 7 peaks

investigated in this chapter and while the average change in Eadd/eα between the

two saturation states of ∼ 0.7 mV would be able to account of the coulomb peak

saturation offset with the peaks investigated lying a reasonable distance away

from a K point there does not appear to be a linear correlation to the points,

which would be expected to be observed, meaning that either this explanation is
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not the case, or that the change in ∆ESAT
add is small and the data acquired is too

poor to observe it.

Liu et al.[115] observe a similar offset in conductance between saturation states
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Figure 5.48: Changes in Eadd between the two saturation states of the magnetic

electrodes for consecutive peaks measured. Eadd/eα is calculated as the separation

between the n+1 and n peaks, numbered from n=1 at the peak located at Vg ∼
−1.4 V. Statistical errors too small to be shown.

in Co contacted CNT QDs, as shown in Figure 5.49. The explanation given for

the saturation offset is a spin-orbit interaction splitting the energy of spin up

and spin down states of the QD, which remains constant at positive and negative

saturation. These two spin split levels are both within the source-drain bias win-

dow, but have different tunnelling probabilities due to their difference in energy.

This case is similar to that seen in Device 3, which also shows signs of spin-orbit

interaction in its reduced g-factor.

The problem with this explanation is that while a spin-splitting of the QD

energy levels is reasonable, the invariance of the spin-split energies with either

applied field or pad magnetisation is not, as it implies there is some preferential

spin orientation intrinsic to the CNT.
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Figure 5.49: Hysteretic saturation MR observed in a Co contacted CNT QD at

0.5 K, coercive fields of the electrodes are estimated to be ∼50 mT. Taken from

Liu et al.[115]

To conclude, in this chapter we have observed that changes in conduction

of carbon nanotubes in the coulomb blockade regime between saturation in the

parallel and anti-parallel states may be attributed to changes in the energies of

quantised states in the QDs. However the movement of these energy levels does

not fit with current theory of magneto-coulomb effects due to:

• the magnitude of the low field peak shifts being many times that predicted;

• no significant high field movement of the peaks;

• the effect not being symmetric about B=0 T.

SDIPS has also been considered as a possible cause for the changes in energy of

the coulomb resonances, but has also been discounted due to:

• the symmetry of the magnetoresistance observed over four consecutive coulomb

resonances;

• the proportionality of the observed MR with dG/dVg observed at low source-

drain bias.
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The magnetoresistance averaged over the gate voltage range of the four peaks

shows a small MR with a changing sign on the forward and back sweeps sim-

ilar to that shown in the magnetic loops of Device 2 that show no saturation

offset. We have identified part of the field dependence of the conductance to be

spin-dependant transport. Although changing sign of the MR between forward

and back sweeps is not expected in the spin dependent transport it has been

previously observed by Tombros et al.[95] in a device that also demonstrates spin

accumulation.

We are therefore left with the unusual conclusion that there is an internal quan-

tisation axis in the tube that means the G(B=↑↑) 6= G(B=↓↓).
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

Results of this work have shown that stable contact can be made between permal-

loy and carbon nanotubes, although the zero bias conduction of the devices was

two to three orders of magnitude lower than the theoretical quantum conductance

of a CNT. When comparing these conductance values to those of other published

results on Py contacts to nanotubes, they are of similar magnitudes to the results

of Morgan et al.[101] but significantly lower than those obtained by Aurich et

al.[100] of 0.6 G0. However neither of the published results show regularly spaced

coulomb blockade features as seen in devices shown in this work, indicating the

formation of stable CNT QDs. Despite the low conductance of each device the

FWHM of the coulomb resonances of Device 3 indicate good coupling of one of

the contacts of hΓ = 0.43 ± 0.06 meV indicating that good contact between Py

and CNTs has been achieved using the methods we employed. Published re-

sults on CNTs show maximum conductance values of 0.1 G0 with couplings of

~ΓL(R) = 0.3625, (0.0215) meV[92].

Devices 1 and 2 showed indications that the charge state of the QDs was changing

with the magnetic orientation of the electrodes and measurements performed on

Device 3 allowed the changing charge state to be observed. Whilst the magneto-

coulomb effect and spin-dependant interfacial phase shifts both predict movement

of the coulomb blockade resonances, neither theory fits the observed behaviour

of the devices. With the MC effect being discounted as the cause of the shifts
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due to the magnitude of the movements seen at low field being 10 times that

predicted by MC effects and through the lack of significant peak movement at

high field. A large SDIPS could account for the magnitude of the peak move-

ments observed, however its dependence on the spin of the electron involved in

the transport means that the direction of the shift should not be constant over

four consecutive coulomb resonances because of the spin-dependant shell filling

of CNTs. This combined with the lack of asymmetry about the coulomb peaks of

the MR observed at low bias in Device 3 seems to rule this out as an explanation

of all the characteristics of the devices observed.

Another possible interpretation of the peak movements considered include do-

mains trapped in the FM pads near to the contact point of the nanotube, however

this is not predicted by simulation of the pad magnetisation using OOMMF nor

seen in the measured magnetisation of arrays of the pads using MOKE. As there

is no movement of the peaks in the high field data, these domains would also

have to persist up to 6 T and be affecting the transport in the tube due to their

magnetisation or stray field parallel to the tube axis, rather than any change in

their electrostatic potential due to the demagnetising field. For the misaligned

domain magnetisation to produce the changes in transport observed, the domains

must be orientated perpendicularly to the long axis of the pads, with a parallel

and anti-parallel alignment between the two domains at positive and negative

saturation. The observed shift in the peak positions could then be due to SDIPS

and changes in conductance between the coercive fields of the pads attributed to

a smaller rotation of the magnetisation of the domain in the soft pad. The stray

field parallel to the tube axis affecting the energy levels of the quantum dot can

be discounted due to the movement of multiple consecutive peaks in the same

direction, as whether we consider disorder and spin-orbit coupling or not, there

cannot be four consecutive energy levels in a CNT QD that show the same energy

shift with applied field unless they all have the same spin.

Finally we have considered whether the change in coupling between the FM pads

and the tube may be changing upon magnetic reversal, as we observe that the

coupling of the pads is highly asymmetric in Device 3, with the coupling of one

pad being particularly poor, causing the low conductance observed in the de-

vice. The problems with this interpretation are that the magnetostriction in Py
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is almost zero[36], making physical movements of the FM pad unlikely, combined

with the observation of peak movement upon reversal of both pads seen in the

group of 4 consecutive peaks measured meaning that the coupling of the pad

that is well contacted to the CNT is also changing upon magnetic reversal. Also,

while changing the coupling strength of the pads to the CNT may result in a

change in the peak maximum position due to a change in the asymmetry of the

peak, movements as large as those observed could only be due to changes in the

capacitative coupling of the pads to the tube.

The magnetoresistance of the devices presented in this work that is independent

of the changes in the induced charge on the dot has been measured by applying

a source-drain bias approximately 6 times larger than the charging energy of the

QD formed by Device 1, at which point the conductance of the device is assumed

to be approximately constant with gate voltage, due to being out of the coulomb

blockade regime. In this situation we still observe magnetoresistance which we

attribute to the spin scattering at the interfaces of the device producing a GMR

of 9± 2%.

Magnetoresistance is also observed in Device 2 in magnetic loops that do not show

large changes in saturation conduction, possibly indicating that the changes in

conduction due to the anti-parallel alignment of the pads and the magnetisa-

tion orientation of the hard pad can be considered separately, in which case the

changes in conduction could be due to spin dependant transport the magnitude

of which is ∼ 10%. By averaging the conduction of Device 3 over the gate voltage

range the four consecutive peaks are observed over we can shown the MR of the

device that is independent of the movement of the peaks. This MR shows similar

features to that observed in Device 2 in loops that show no saturation offset and

a magnitude of 5 ± 1%. These similar magnetoresistances that are seemingly

independent of the movement of the coulomb blockade peaks may be due to the

spin-dependant transport through the carbon nanotube.

The saturation offset in Devices 2 and 3 is due to a movement of the coulomb

blockade peaks of the device that cannot be attributed to the MC effect or SDIPS

and is very large (∼ 250%). Due to this we must conclude that it is due to some

internal quantisation axis of the CNT.
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6.2 Future Work

The dependence of the magnetoresistance on the charge state of QDs formed

from CNTs and changes in charge state due to FM pad magnetisation presented

in this work is not yet fully understood. To gain more understanding of the

processes involved experiments could be performed to confirm the domain struc-

ture of FM pads patterned onto CNTs using a technique such as magnetic force

microscopy or spin-polarised electron emission microscopy. With additional ex-

periments carried out using FM pads that have a narrower width to exclude any

domain structure if domains are observed. Alternatively to investigate whether

changes in conductance of devices are due to changes of the coupling of CNTs

to the electrodes more devices can be measured in order to realise a CNT QD

with good symmetric coupling to both electrodes, as we have shown that good

coupling can be achieved using the techniques employed in this work. Additional

barriers such as alumina could also be included between FM and CNT, to hold

the height of the barrier between CNT and FM to a fixed value.

Possible future experiments that can be performed using sputtering as a depo-

sition technique include measuring the angular dependence of the magnetoresis-

tance between two ferromagnetic electrodes while applying a field of constant

magnitude. This could be achieved by patterning one Py nanowire electrode

combined with a circular synthetic anti-ferromagnet[116] (SAF) stack made from

alternating permalloy and ruthenium layers, the magnetisation of which can be

set to any angle using only a small applied field. This could then be used to find

the spin precession in CNTs.

The low-temperatures needed for CNT spin transport means they are not suited

for large scale spintronics applications, however their long phase coherence lengths

make them a very suitable material for the study of solid-state quantum infor-

mation. Recently progress has been made on realising a solid state entanglement

measurement[117, 118], as proposed by Loss[119, 120], Oliver[121] and Bena[122],

where the cooper pairs from a superconducting electrode split into two lengths

of carbon nanotube, however it is currently unknown if the pairs remain entan-

gled, for which the solid state equivalent of a Bell state measurement needs to

be performed, for which the spin projection of split Cooper pairs needs to be
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measured with respect to two FM electrodes whose relative magnetic orienta-

tions need to be controllable[123]. This could be another possible development of

sputtered contact to CNTs as a Py SAF structure would allow this measurement

to be performed with minimal applied and stray fields to cause decoherence of

the electrons in the CNTs.

123



References

[1] S. Iijima, “Helical microtubules of graphitic carbon,” Nature, vol. 354,

pp. 56–58, 1991. 1

[2] D. Qian, E. C. Dickey, R. Andrews, and T. Rantell, “Load transfer and

deformation mechanisms in carbon nanotube-polystyrene composites,” Ap-

plied Physics Letters, vol. 76, no. 20, pp. 2868–2870, 2000. 1

[3] P. M. Ajayan, L. S. Schadler, C. Giannaris, and A. Rubio, “Single-walled

carbon nanotube - polymer composites: Strength and weakness,” Advanced

Materials, vol. 12, no. 10, pp. 750–753, 2000. 1

[4] L. M. Ericson, H. Fan, H. Peng, V. A. Davis, W. Zhou, J. Sulpizio, Y. Wang,

R. Booker, J. Vavro, C. Guthy, A. N. G. Parra-Vasquez, M. J. Kim,

S. Ramesh, R. K. Saini, C. Kittrell, G. Lavin, H. Schmidt, W. W. Adams,

W. E. Billups, M. Pasquali, W.-F. Hwang, R. H. Hauge, J. E. Fischer, and

R. E. Smalley, “Macroscopic, neat, single-walled carbon nanotube fibers,”

Science, vol. 305, no. 5689, pp. 1447–1450, 2004. 1

[5] A. B. Dalton, S. Collins, E. Munoz, J. M. Razal, V. H. Ebron, J. P. Ferraris,

J. N. Coleman, B. G. Kim, and R. H. Baughman, “Super-tough carbon-

nanotube fibres,” Nature, vol. 423, pp. 703–703, 06 2003. 1

[6] B. G. Demczyk, Y. M. Wang, J. Cumings, M. Hetman, W. Han, A. Zettl,

and R. O. Ritchie, “Direct mechanical measurement of the tensile strength

and elastic modulus of multiwalled carbon nanotubes,” Materials Science

and Engineering: A, vol. 334, pp. 173–178, 9 2002. 1

124



REFERENCES

[7] M. M. J. Treacy, T. W. Ebbesen, and J. M. Gibson, “Exceptionally

high Young’s modulus observed for individual carbon nanotubes,” Nature,

vol. 381, pp. 678–680, 06 1996. 1

[8] P. Kim, L. Shi, A. Majumdar, and P. L. McEuen, “Thermal transport mea-

surements of individual multiwalled nanotubes,” Phys. Rev. Lett., vol. 87,

p. 215502, Oct 2001. 1

[9] S. J. Tans, A. R. M. Verschueren, and C. Dekker, “Room-temperature

transistor based on a single carbon nanotube,” Nature, vol. 393, p. 49,

1998. 1

[10] R. Martel, T. Schmidt, H. R. Shea, T. Hertel, and P. Avouris, “Single-

and multi-wall carbon nanotube field-effect transistors,” Applied Physics

Letters, vol. 73, no. 17, 1998. 1

[11] S. Heinze, J. Tersoff, R. Martel, V. Derycke, J. Appenzeller, and P. Avouris,

“Carbon nanotubes as Schottky barrier transistors,” Phys. Rev. Lett.,

vol. 89, p. 106801, Aug 2002. 1, 2

[12] P. Avouris, Z. Chen, and V. Perebeinos, “Carbon-based electronics,” Nature

Nanotechnology, vol. 2, p. 605, 2007. 1

[13] A. Bachtold, P. Hadley, T. Nakanishi, and C. Dekker, “Logic circuits with

carbon nanotube transistors,” Science, vol. 294, no. 5545, pp. 1317–1320,

2001. 1

[14] C. White and T. Todorov, “Carbon nanotubes as long ballistic conductors,”

Nature, vol. 395, p. 240, 1998. 1

[15] J. Kong, E. Yenilmez, T. Tombler, W. Kim, H. Dai, R. Laughlin, L. Liu,

C. Jayanthi, and S. Wu, “Quantum interference and ballistic transmission

in nanotube electron waveguides,” Phys. Rev. Lett., vol. 87, no. 10, 2001. 1

[16] W. Liang, M. Bockrath, D. Bozovic, J. Hafner, M. Tinkham, and H. Park,

“Fabry-Perot interference in a nanotube electron waveguide,” Nature,

vol. 411, p. 665, 2001. 1

125



REFERENCES

[17] H. I. Jørgensen, K. Grove-Rasmussen, T. Novotný, K. Flensberg, and P. E.
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