
Adaptive Implementation of Turbo
Multi-User Detection

Architectures

by

Salah Awad Al-iesawi

A thesis submitted to the School of Electrical Electronic & Computer Engineering

in partial fulfilment of the requirements for the degree of

Doctor of Philosophy

Faculty of Science, Agriculture and Engineering

Newcastle University, April 2012



Abstract

MULTI-access techniques have been adopted widely for communications in

underwater acoustic channels, which present many challenges to the devel-

opment of reliable and practical systems. In such an environment, the unpredictable

and complex ocean conditions cause the acoustic waves to be affected by many factors

such as limited bandwidth, large propagation losses, time variations and long latency,

which limit the usefulness of such techniques. Additionally, multiple access interfer-

ence (MAI) signals and poor estimation of the unknown channel parameters in the

presence of limited training sequences are two of the major problems that degrade

the performance of such technologies.

In this thesis, two different single-element multi-access schemes, interleave divi-

sion multiple access (IDMA) and code division multiple access (CDMA), employing

decision feedback equalization (DFE) and soft Rake-based architectures, are proposed

for multi-user underwater communication applications. By using either multiplexing

pilots or continuous pilots, these adaptive turbo architectures with carrier phase track-

ing are jointly optimized based on the minimum mean square error (MMSE) criterion

and adapted iteratively by exchanging soft information in terms of Log-Likelihood

Ratio (LLR) estimates with the single-user’s channel decoders. The soft-Rake re-

ceivers utilize developed channel estimation and the detection is implemented using

parallel interference cancellation (PIC) to remove MAI effects between users.

These architectures are investigated and applied to simulated data and data ob-

tained from realistic underwater communication trials using off-line processing of

signals acquired during sea-trials in the North Sea. The results of different scenarios

demonstrate the penalty in performance as the fading induces irreducible error rates

that increase with channel delay spread and emphasize the benefits of using coherent

direct adaptive receivers in such reverberant channels. The convergence behaviour of

the detectors is evaluated using EXIT chart analyses and issues such as the adapta-

tion parameters and their effects on the performance are also investigated. However,

in some cases the receivers with partial knowledge of the interleavers’ patterns or

codes can still achieve performance comparable to those with full knowledge. Fur-

thermore, the thesis describes implementation issues of these algorithms using digital

signal processors (DSPs), such as computational complexity and provides valuable

guidelines for the design of real time underwater communication systems.
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Introduction



1.1 Introduction

1.1 Motivations

IN the last two decades, with the ongoing integration of electronic circuits and

growing computational power, digital systems have brought great advances in the

research and development of underwater acoustic technology. Such systems are of in-

creasing interest in a wide variety of applications, such as navigation and surveillance

in military, speech transmission and control of sensing equipment in deep sea fishing

and environmental monitoring. For all these applications the principal function is to

achieve reliable communication between various remote instruments both in point-to-

point links and in network scenarios. Unfortunately, the long intersymbol interference

(ISI) and the dynamic nature of the underwater acoustic channels (UACs) makes it

fundamentally much more difficult than most of the radio channels.

However, in the network environment, the performance is in addition affected by

the multiple-access interference (MAI) from other acoustic modems. Consequently,

the performance of such network depends on the receiver’s ability to work in the

presence of severe interference. Research in this field has developed various system

architectures for the mitigation ISI/MAI signals, and such architectures have been

considered as a natural extension in the development of physical-layer systems.

1.2 Limitations and Challenges

The UAC is one of the most difficult media for data transmission, and developing

reliable communications systems for this environment has proved to be very challeng-

ing. In such channels, the significant multipath phenomenon results in time spread or

severe ISI, and this can extend to over 100s of transmitted symbols causing frequency

selective fading and signal distortion. On the other hand, the slow propagation speed

of sound introduces large Doppler spread or shifts, which causes interference among

different frequency components of the signal. This problem is severe especially if

significant motion, directional or random, is involved between the transmitter and

the receiver. In contrast to mobile cellular communications, where a Doppler shift

will cause only a rotation of the phase constellation, a Doppler shift in UACs will

additionally cause compression or expansion of the received signal depending on the

direction of the relative movement. Additionally, ambient and man made noise in

combination with considerable propagation loss reduces the input signal-to-noise ra-
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tio (SNR). Therefore, these channel characteristics restrict the range and bandwidth

efficiency of underwater networks (UWNs) and consequently, the bit rate of under-

water communication is severely limited [1, 2].

However, the propagation medium has strong effects on the performance and de-

ployment of UWNs, where the severity of these characteristics depends on depth, type

of water and weather conditions which seriously affect any underwater transmissions.

To compensate for the resulting signal distortion, adaptive systems capable of fast

tracking must be employed [3]. The situation is further worsened if multiple users

are present simultaneously in both time and frequency. Therefore, designing a UWN

that maximizes throughput and reliability while minimizing the power consumption

becomes a very difficult task [4]. We next discuss various multiple-access architectures

that have been used in underwater environments.

1.3 Multiple Access Architectures

The most commonly used techniques that allocate the channel resources to multiple

users are frequency division multiple access (FDMA), time division multiple access

(TDMA) and code division multiple access (CDMA). Unlike the FDMA and TDMA

systems in Fig. 1.1, that divide the spectrum into different frequency bands or time

slots, CDMA approach overlaps every signal on the same carrier frequency by means of

a unique code which is independent of the data signal. Therefore, users in CDMA are

recognized by different spreading codes; in contrast, they are separated by orthogonal

time slots in TDMA, or by orthogonal frequency bands in FDMA.

The low available bandwidth of the UAC restricts the usefulness of FDMA tech-

nologies. In order to establish high rate communication between several users, the

users must share the same frequency band. Further, the extended and variable prop-

agation delay in UACs precludes the effective use of TDMA in which each time slot

would be dedicated to a single user. These constraints lead to a network scenario in

which communications from multiple users occur simultaneously [2]. An attractive

approach is to use spread spectrum systems (SSSs), which utilize spreading codes or

different interleaver patterns to differentiate between users and additionally improve

immunity against multipath effects. Direct-sequence code division multiple access

(DS-CDMA) or CDMA is the most popular technology of SSS. However, introduc-

ing SSSs in UWNs allows asynchronous communications at low input SNRs at the
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Figure 1.1: Multiple access Architectures : (a) FDMA, (b) TDMA, (c) CDMA.

expense of tracking performance and reduced data throughput in an already band-

width limited channel. CDMA networks consist of a number of nodes and are formed

by establishing two way acoustic links between various instruments. With decen-

tralized networks, the receiver detects only the desired user’s signal using knowledge

of its spreading code. In contrast, communication in a centralized network scenario

between the distributed nodes takes place through a central station. Therefore, the

receiver is capable of detecting the data sequences from all active users in the network

using knowledge of all users’ codes. Hence, any node can be assigned the role of a base

station, which can be used to establish a link between the central stations through a

separate acoustic channel. However, many interesting spread spectrum applications

may consider transmission in the same bandwidth, e.g. communication with several

buoys, divers and unmanned underwater vehicles [5].

In this thesis, the objective of proposed multiuser techniques is to overcome the

challenges and performance limitations induced by the highly UACs and addition-

ally improve the bandwidth efficiency as much as possible. Towards this goal, two

promising turbo receivers, a multiuser architecture with Rake reception and decision

feedback equalization (DFE) based multiuser architecture are investigated. For each

architecture, adaptive chip-rate equalization and synchronization are then performed.

In such a way, it is possible to update the receiver parameters at the chip rate, which

may be necessary for rapidly time-varying channels.
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1.4 Literature Review

Based on the philosophy of code-spread CDMA [6] and chip interleaved CDMA [7],

the interleave division multiple access (IDMA) and its generalization called multi-

layer IDMA were developed by [8] and hence inherited many advantages of CDMA.

Unlike CDMA, which uses user-specific spreading codes, IDMA employs user specific

chip-interleavers, and exploits full bandwidth expansion for coding. These features

facilitate chip-based detection strategies and maintain good performance with far

lower complexity than the CDMA scheme proposed in [9]. In addition, multi-layer

IDMA offers a high degree of adaptivity and can be considered as a joint modulation,

channel coding and multiple access scheme [10]. The associated chip-by-chip IDMA

algorithm is essentially a low-cost iterative cancellation technique to remove jointly

both MAI and ISI. It has been shown in [8] that the algorithm can achieve near

single user performance for systems with equal power control. The computational

complexity of the algorithm is very low and independent of K. Therefore, these

meritorious properties provided the motivation to investigate the performance of such

turbo chip detectors for real channel conditions.

1.4.1 Channel Estimation Based T-MUD Architectures

T-MUDs are widely used in CDMA and IDMA systems as an attractive solution to

overcome the channel impairments and MAI between users. Previous work on T-

MUDs, e.g. [8] and [9], are based on the assumption that the receiver has perfect

channel estimation (CE). Unfortunately, for doubly selective channels, as in UACs,

proper CE becomes very difficult at low SNRs and imperfect CE can significantly de-

grade performance. In the context of single-user systems, the iterative soft feedback

CE concept with turbo equalization of [11] was used by [12] to generate extended

training symbols. The results have demonstrated performance improvement and re-

liable communication compared to a reference non-iterative DFE receiver. Moreover,

iterative CE can provide a significant performance gain compared to the case when

pilot symbols are used in a one-shot approach to estimate the channel. The use of

data-multiplexed pilots was first proposed in [13] for equalizer adaptation in downlink

CDMA systems and later extended in [14] to incorporate chip-fractional sampling.

In [15] and [16], CE methods, MMSE and recursive least squares (RLS) algorithms,
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are proposed for frequency selective fading channels. In [17] and [18], the linear equal-

izer combined with separate CE has been proposed and its development in [19] has

investigated the impact of sparse CE on the equalization of phase coherent commu-

nication signals. Long code CDMA with orthogonal signalling has been the subject

of study in [20], where the maximum likelihood (ML) CE was employed over time

varying channels. By utilising pilot and traffic channels, a CE method for CDMA has

been investigated in [21]. However, the limited capability of most these algorithms

with time-multiplexing pilots may preclude their use in highly Doppler channels.

The use of continuous pilot aided CE was first proposed in [22], where the place-

ment of pilot sequences were reported to significantly affect the system performance.

The sequence incurs energy loss without expanding bandwidth and can be superim-

posed with the transmitted signal in order to measure the real and imaginary parts

of the unknown channel. The sequence and energy level is known at the receiver,

therefore it is possible to track the time varying channels and compensate for channel

effects. For IDMA systems, different CE schemes are studied in [23] and [24], where

data and training are superimposed to allow the CE and detection to be done at

the same time instant. While semi-blind maximal ratio combining (MRC) CE algo-

rithm using continuous pilot is presented in [25]. These algorithms outperform the

time-multiplexing algorithms but with high complexity due to inversion of a matrix

growing linearly with the number of chips per user.

1.4.2 Direct Adaptation Based T-MUD Architectures

As the channel dispersion increases, the errors in the estimated coefficients have a

significant impact on the performance of Rake based receivers, where performance is

limited by both MAI and ISI [26] and exhibits an error floor as reported in [27,28] due

to degraded CE. Therefore, direct adaptation techniques that do not need explicit

CE are more suited for such channels. The effects of ISI can be further reduced using

direct adaptation of the DFE coefficients [29]. The DFE has been also successfully

applied to direct SSS in [30], and the authors in [1] demonstrated the ability of DFE to

achieve real-time operation and to exploit diversity offered by the multipath channel.
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In addition, the receivers with symbol rate adaptation as required in SSS may

not perform satisfactory in dynamic UACs, where the channel parameters’ variations

over symbol duration are not negligible. Therefore, it is desirable for the receiver

algorithm to be able to adapt its coefficients more frequently than a symbol interval,

thus offering the possibility to track unknown channel variations associated with large

Doppler spreads [31]. In [3] and [32], the authors explored the use of a DFE to cancel

ISI in CDMA systems, and as the symbols are relatively long, a symbol DFE is not

able to track rapidly varying channels. For such channels, a chip hypothesis feedback

decisions can help track the channel at the chip rate rather than the symbol rate.

In [3], at the cost of increased complexity, chip level equalization in conjunction

with a multichannel combiner has proven to be one of the most attractive receivers

for CDMA. Two types of decision-feedback receiver are proposed based on symbol

decision feedback and chip hypothesis feedback principles, and their operation in a

realistic underwater acoustic system has achieved excellent results, demonstrating the

possibility of supporting multiple users in a highly distorted underwater channel.

1.4.3 Analysis of T-MUDs

The task of deriving analytical expressions for turbo architectures is more compli-

cated when the CE is involved in the turbo process. Therefore, the performance

of turbo multiuser architectures is usually studied via time consuming closed-loop

simulations. These simulations require a large number of frames to give meaningful

results. However, it is desirable to use other approaches to better understand the

operation of such architectures, especially the convergence behaviour of the turbo

process. In low SNR regions, the behaviour of turbo receivers is difficult to analyse

with the conventional BER chart, and the EXIT charts analysis in [33] is very useful

in such regions. For the case of a known time invariant channel, the analysis is used

to analyze the performance of turbo equalization in [34,35]. The benefit of using such

charts to analyse iterative receivers designed for CDMA systems are presented in [36].
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1.4.4 Recent Developments in UWC Systems

A review of the developments in underwater communication (UWC) and the recent

advances in cancellation approaches for underwater systems were investigated in [37]

and [38], respectively. Linear turbo equalizers and their practical applications in

UWCs are investigated in [39,40]. These receivers provided a good trade-off between

complexity and performance for long UACs, which usually demand high computa-

tional cost. Previous work in multiuser UWC has also asserted the feasibility of

coherent detection in the presence of other users. Implementation of multiuser detec-

tion strategies for coherent UWCs has been applied in [41]. In [38], the multichannel

combiner is used to estimate and remove the interference signal. Based on the princi-

ples of joint channel equalization and MAI cancellation, both decentralized equalizers

and their centralized equivalents are studied in [42]. In these receivers, the crossover

feedback is used to cancel out the MAI effects between users by utilizing the informa-

tion of the users’ training sequence. In the case of CDMA networks, the bandwidth

expansion not only provide immunity against multipath components, but may also

take advantage of the multipath diversity by utilizing Rake filters at the receiver.

In [43], CDMA systems over time-dispersive channels have been investigated, and

their implementation with a Rake receiver and space diversity techniques are studied

in [38]. In the presence of large time-delay spread and other channel impairments,

by assuming perfect channel information, different multiple-access schemes in [44]

have been tested for UWCs using simulated results. These schemes have yet to be

fully studied especially for real UACs. However, the focus in most these papers was

on the adaptive schemes with low complexity applicable for digital signal processors’

(DSPs) implementations over long ISI channels, and multiuser modems that can op-

erate in a network environment to meet the emerging demand for different underwater

applications.

1.5 Research Contributions and Publications

This thesis examines two distinct low complexity T-MUDs for IDMA and CDMA

over multipath channels. The network of interest is the cellular type of shallow

water networks with single-sensor reception, addressing the transmission link between

two central stations. In addition, one may also think of a multicode transmission
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in CDMA [45], or a multilayer IDMA [23], where a single user is allocated several

spreading codes or interleaver sequences in order to achieve higher data rates. The

contributions have appeared in journals [46,47] and conference papers [48–55]. These

contributions can be also summarised as follows:

• The main originality of the thesis holds in the consideration of IDMA detection

methods and continuous pilots that have been rarely studied and tested in

underwater environments.

• Adaptive CE with hard/soft estimation for T-MUDs is proposed using two

different training pilots, time-multiplexing and continuous pilots. Based on

the MMSE criterion, the adaptive algorithms are jointly optimized with carrier

phase tracking and adapted iteratively to track the channel coefficients.

• With full/partial knowledge, turbo DFE-IC detector using different training

methods is proposed based on the principles of direct adaptive equalization tech-

niques. Compared to traditional Rake IDMA, the proposed scheme decouples

the equalization and chip detection processes, which leads to lower complexity

suited to downlink receivers.

• Since IDMA is a variation of CDMA but with long random chip interleavers,

IDMA detection methods are introduced to the CDMA systems to improve

system performance. Making comparisons with other work, T-MUDs of two

CDMA forms using IDMA detection methods on realistic channels, are the

main contributions of the proposed CDMA receivers.

• The convergence behaviour of T-MUDs is also evaluated using extrinsic infor-

mation transfer (EXIT) charts. Key issues such as computational complexity

are also discussed as well as the details about the hardware structures such as

DSP typically used in such systems.
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1.6 Thesis Outline

This thesis is divided into six Chapters, where Chapters 1 and 2 contain material

of introductory and theoretical background, while Chapters 3-5 contain our major

research contributions. In Chapter 2, the principles of propagation in multipath

channels and the physical characteristics of the UACs are introduced to clarify the

limitations and difficulties of such environment. Moreover, a brief overview of the

T-MUDs is presented along with the key features of IDMA/CDMA systems. Chap-

ter 3 is devoted to the proposed CE with Rake reception based T-MUDs. Adaptive

estimation issues and carrier phase tracking of both theoretical and practical interest

are also discussed. In Chapter 4, a novel DFE-IC architecture based T-MUDs is pre-

sented based on MMSE criterion. Then, the Chapter provides the principles of EXIT

charts, where imperfect CE is given to the receivers. To assess the performance of the

proposed techniques, extensive results of multiplexing and continuous pilots based

estimation are provided using both simulation and experimental results in Chapter 5.

The signal design and experimental setup are also outlined in Chapter 5, along with

the impacts of different systems parameters. Then, we examine the computational

cost requirements of the proposed algorithms on the ADSP-21364 processor. The

hardware architecture of the processor is also given. Finally, the conclusions along

with the contributions from the thesis are presented in Chapter 6, followed by a set

of possible future research directions.
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2.1 Fundamental Concepts

2.1 Introduction

THIS chapter briefly reviews the UACs characteristics and the difficulties it im-

poses on communication signals. The chapter begins with an introduction to

the propagation model and channel physics. Then, the impact of channel charac-

teristics on the transmitted data is discussed and the differences from the terrestrial

transmission are highlighted.

In addition, the chapter provides the multiuser architectures for CDMA and IDMA

systems. The CDMA transmission model is presented along with the fundamental

benefits of the system. Emphasis is placed on the description of optimum and subopti-

mum turbo CDMA architectures, and some of them will be referenced for comparison

in terms of complexity in later chapters. An IDMA system with BPSK modulation

is also described in this chapter. The mathematical representation of the correla-

tion function of user-specific interleavers is also discussed along with the chip-by-chip

(CBC) IDMA receiver architecture. Some insights and differences of the IDMA from

other techniques will be presented and finally conclusions are drawn.

2.2 Channel Characteristics and Limitation

The acoustic signal experiences reflections from the surface and bottom as well as

refraction within the water column. As illustrated in Fig. 2.1, the acoustic wave

propagates along many paths from a source to a receiver. By nature, the sea surface

is a time varying and randomly rough interface. Rays scattered from the surface

experience a great deal of fluctuation such as variations in amplitude and propagation

time as well as arrival angle. Consequently, surface rays are the dominant factor

to the dynamics of the rapidly varying channel. The direct and bottom scattered

arrivals usually have little surface fluctuations and are more stable. Channel physics

such as scattering by bubbles and attenuation may all contribute to changes of the

channel [56].
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Figure 2.1: Multipath propagation structure of UACs

2.2.1 Band-limited Channel

The available bandwidth of the UAC is severely limited by the transmission loss (i.e.,

large scale fading). The dominant factors affecting transmission loss are spreading

loss, absorption loss, and scattering loss at the sea surface and sea floor. The spreading

phenomenon is caused when the signal intensity weakens and the sound expands over

a larger volume. Combining the spreading loss and the absorption effects, the total

signal attenuation can be expressed as [57]

10 logΛ(rr, f) = κ.10 log rr + rr.10 logΛa(f), (2.1)

where the first term is the spreading term that defines the geometry of the propagation

(i.e., κ= 1 is cylindrical, κ = 2 is spherical, and κ = 1.5 is practical spreading) and

the second term represents the absorption factor that models the conversion of sound

energy into heat, and can be approximated as [57, 58]

10 logΛa(f) =







0.11(
f 2

1 + f 2
) + 44(

f 2

4100 + f
) + 2.75.10−4(f 2 + 0.003), f >= 0.4

0.002 + 0.11(
f

1 + f
) + 0.011f, f < 0.4

(2.2)

where the Λa(f) is the attenuation factor in dB/km, f is the signal frequency and rr

is the distance in km.
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While the spreading term increases with distance and is independent of the sound

frequency, the absorption of sound by the water is highly dependent on frequency.

This dependence severely limits the available bandwidth, which is in practice also

limited by the transducer bandwidth. Therefore, the bandwidth increases at shorter

distances and it is limited at longer distances, e.g. at 100 km the available bandwidth

is only about 1 kHz. Thus, this limitation implies the need for bandwidth-efficient

modulation techniques [59].

2.2.2 Non-Gaussian Noise Channel

In UACs, the noise consists of site specific noise and ambient noise. Unlike the

ambient noise that exists in the background of the sea, site specific noise is present

only in certain places in warm waters. There are many sources of ambient noise in the

ocean and the noise nature depends strongly on its source. The common sea surface

noise sources include passing ships, breaking waves, rain and turbulence. With these

different sources, the total ambient noise level can vary widely. The ambient noise

level NL(f) is a function of f and the following formula gives the power spectral

density in dB re 1 µPa per Hz of the four major components [57]

NL(f) =







17− 30 log(f), Turbulence noise

50 + 7.5uc
1/2 + 20 log(f)− 40 log(f + 0.4), Surface noise

−15 + 20 log(f), Thermal noise

40 + 20(sh − 0.5) + 26 log(f)− 60 log(f + 0.03), Shipping noise

(2.3)

where 0 < sh < 1 is the shipping density and the wind speed uc in m/s. Although,

the ambient noise is often approximated as Gaussian and is not white, the site specific

noise often contains significant non-Gaussian components [59].

Since the ambient noise decreases significantly over the frequency range, it can be

used as a limit for determining the lowest frequency of the transmission bandwidth.

At different frequencies, each component impacts the noise spectrum differently. Ad-

ditional noise sources will probably contribute to the noise level in shallow water

channels. This level experiences a large dynamic range, which varies significantly be-

tween the different seasons, the time of day, depth, location and weather. Therefore,

this noisy channel has characteristics difficult to represent statistically.
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2.2.3 Multipath Fading Channel

In RF channels, a number of models such as Rayleigh fading for the probability

distribution and Jakes model for the power spectral density of the fading process

are well accepted and even standardized. In UACs, there has been no consensus

among researchers on a statistical characterization model applicable to such mediums.

Experimental results suggest that some channels may as well be characterized as

deterministic, while others seem to exhibit Rice or Rayleigh fading [59].

In general, the multipath fading channel is modelled using a tapped delay line

(TDL) channel model as shown in Fig. 2.2. Then, the received baseband signal can

be written as

r(t) =

P−1∑

p=0

hp(t)y(t− τp) + w(t), (2.4)

where P is the number of paths, w(t) is the additive noise and y(t − τp) denotes

the transmitted signal delayed by τp. The channel impulse response (CIR) h(t) is

implemented as a time-varying linear filter with complex-baseband response given

by [60]

h(t) =

P−1∑

p=0

hp(t− τp)e
jφp(t), (2.5)

where hp(t) and φp(t) are the magnitude and phase of the p-th arriving path, re-

spectively. However, due to the large scale fading increasing with both range and

frequency, the channel is characterized by a limited channel bandwidth. Small scale

fading in the channel is a result of the time spreading of the transmitted signal and

time variability of the channel h(t). Time variability is the inherent change in the dy-

namic nature of the propagation channel or changes that occur because of the relative

motion between the source and receiver. Inherent variations occur on very long time

scales and do not impact the instantaneous signal levels (e.g., monthly changes in

temperature). In contrast, the changes that occur on short time scales (e.g., changes

induced by surface waves) affect the signal and cause the displacement of the reflec-

tion point, resulting in both scattering of the signal and Doppler spreading due to

the changing path length. Therefore, the channel exhibits both time and frequency

dispersive fading which are caused by the Doppler and delay spreads.
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Figure 2.2: Tapped delay-line multipath model

2.2.3.1 Time spreading

Time spreading arises when the transmitted signal with multiple time-shifted and

time-scaled versions arrive at the receiver. In UACs, these versions result from reflec-

tions, refraction and scatterers of the transmitted signal within the ocean. The phase

and random amplitude of these arrivals, which are directly related to the acoustic

velocity structure and the channel geometry, cause variations in the received signal.

However, the ISI effect in such channels is the most dominant distortion source and

the transmission is referred to as wideband. In shallow water channels, where the

transmission range is larger than the water depth, the excessive delay spread is usu-

ally in the order of tens or even hundreds of milliseconds, which results in frequency

selective signal distortion and severe ISI. Thus, the coherent receiver in such long ISI

channels is much more complex than those in RF channels.

2.2.3.2 Frequency spreading

The dynamic nature of the channel and the relative transmitter/receiver movement

results in propagation paths that are different from moment to moment, therefore,

the CIR changes over time. If the channel was constant and there was no significant

motion in the transmitter and receiver, the channel would appear time invariant.

However, time variations in the channel will result in Doppler spreading and the band
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of frequencies over which the Doppler spectrum is essentially non-zero is referred to

as the Doppler spread Bd of the channel.

In UACs, the dominant factors resulting in Doppler spread are sea surface rough-

ness and transmitter/receiver motion. If there is no motion, then the Bd due to wind

effects at the sea surface can be written as [61]

Bd = 4/uc[1 +
4πfc cos(θ1)

c
]uh, (2.6)

where fc is the carrier frequency, θ1 is the incident angle in degrees and the wave height

uh of the surface waves is given by uh = 0.005u1.5
c . However, Bd can vary greatly, but in

relatively low sea states and without a moving source/receiver, Bd of less than 10 Hz is

not untypical. Furthermore, the non-negligible transmitter/receiver motion causes an

increase (or decrease) in the propagation path between the transmitter and receiver.

Consequently, it induces a corresponding time expansion (or compression) of the

received signal. This occurs through the Doppler shift effect, which causes frequency

shifting as well as additional frequency spreading. This effect is proportional to the

v/c ratio of the transmitter/receiver velocity to the sound speed. Because c=1500 m/s

is very low compared to the speed of electromagnetic waves, motion induced Doppler

distortion of an acoustic signal can be extreme. Assuming a centre frequency of 15

kHz, the Doppler shift associated with a velocity of 1 m/s is approximately 10 Hz.

Such a phase distortion of a channel can cause severe tracking problems with many

adaptive algorithms [59]. For more discussion about this type of Doppler spread

see [62].

2.2.3.3 Doubly spread channels

The CIR that exhibits both time and Doppler spread, such as the shallow UAC, can

be characterized as doubly spread channels. Both delay and Doppler spread are forms

of dispersion, and there is a close connection between channels exhibiting delay spread

and channels exhibiting Doppler spread. However, the channel can be characterized

in terms of the product Bdτrms, which is known as the spread factor of the channel.

If Bdτrms < 1, then the channel is said to be under-spread in which the channel can

be estimated reliably and used to aid the receiver in demodulating the signal. In

contrast, the CE is extremely difficult and high data error rates occur if Bdτrms > 1,

which is considered as an overspread channel. However, in the UAC, a normalized
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Table 2.1: Differences between underwater and terrestrial networks

Parameters Terrestrial Underwater
Signal type electromagnetic acoustic

Speed 3× 108 m/s 1500 m/s
Propagation delay low high
Required power low more important
Attenuation low high

Doppler spread of less than 10−3 is needed for coherent detection and the receiver has

to be designed with signal processing techniques that take this fact into account [63].

2.2.4 Terrestrial Channels versus UACs

In most RF channels, for which CDMA receivers have been developed, the delay

spread of the channel is in the order of a few chip intervals only, such that the in-

duced ISI can be neglected. While a UAC is often tens of chip intervals, which

at moderate processing gains causes non negligible ISI. The channel fluctuates sig-

nificantly in the time it takes to propagate and such a situation makes it difficult

to implement the modulation or detection algorithms that require knowledge of the

channel. In addition, the available bandwidth of UAC is severely limited and depends

on transmission range and frequency, whereas the sound propagation is five orders

less than in air. Motion of just one metre has a significant effect on multiple access

techniques that need accurate timing of the received signal.

However, the ratio of Doppler to fc is in the order of 10−3-10−4 in UACs, while the

ratio in RF channels is in the order of 10−7-10−9. Further, the narrowband assump-

tions used in RF channels rarely apply to UACs. Some of these differences, both in

terms of propagation aspects and in terms of the required energy costs, are outlined

in Table 2.1 [63, 64]. It should be pointed out that the UACs combine the worst

aspects of RF channels, and coherent underwater systems are much more complex

than those in RF systems. Therefore, most existing terrestrial techniques that are

well established cannot work easily in water, and specific underwater extensions will

be required.

18



2.3 Fundamental Concepts

2.3 Code Division Multiple Access (CDMA)

In recent years, CDMA has become one of the most common multiple access tech-

niques. The transmitted signal in such architectures is spread over a frequency band

much wider than the minimum bandwidth required to transmit the input data. The

introduced redundancy plays a significant role in the CDMA design and allows for

the utilisation of many interesting features such as flexibility in the support of mul-

tiple users, allocation of different data rates, robustness against fading or against

jamming and enhanced security. However, CDMA performance is restricted by MAI

from other interfering users and ISI caused by multipath fading. Numerous MUDs

and equalization techniques have been previously considered to mitigate these types

of interference. In the following subsections, the transmission model and the receiver

structures of CDMA are presented.

2.3.1 Transmission Model

The structure of a CDMA transmitter with K users and binary phase shift keying

(BPSK) as the modulation scheme is shown in Fig. 2.3. The information bits dk of

the kth user is spread by a unique sequence sk with length L. By assigning different

users different spreading codes, each user is mapped onto a unique code dimension

in the system, which allows the transmission of data simultaneously over the same

frequency band without significantly interfering with each other. Assuming that dk

and sk are real values {1,−1}, the resulting received signal r(t) after transmitting

over a synchronous multiple access channel is defined as

r(t) =
K∑

k=1

xk(t) + w(t), (2.7)

where

xk(t) =
∞∑

n=−∞

L∑

l=1

hkdk(n)sk(l)p(t− lTc − nTs), (2.8)

is the signal of user k with symbol duration Ts, Tc is the chip duration, and p(t)

represents the pulse shape function of the transmitted waveform, which is non zero in

the interval [(l − 1)Tc, lTc) within the duration of the n-th transmitted symbol. The

discrete-time representation of the above received signal can be expressed in vector
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Figure 2.3: Transmitter architecture of CDMA system.

form as [7]

r(n) =

K∑

k=1

hkdk(n)sk +w(n), n = −∞, ...+∞ (2.9)

where sk = [sk(1), sk(2), ..., sk(L)]
T represents the spreading vector of the k-th user,

r(n) = [r1(n), r2(n), ..., rL(n)]
T is the received signal vector at the n-th bit with

dimension L, and w(n) = [w1(n), w2(n), ..., wL(n)]
T is the Gaussian noise vector with

covariance matrix σ2IL (IL is an identity matrix with dimension L). By ignoring the

time index n for brevity, the received signal can also be written in matrix form as

r = SHd+w, (2.10)

where S = [s1, s2...sK ], d = [d1, d2...dK ]
T , and H = diag(h1, h2, ..., hK) represents a

diagonal matrix. However, the transmitted signal occupies a bandwidth that equals

the spread factor L multiplied by the bandwidth of the user data. This is illustrated

in Fig. 2.4. In practice, the duration of the symbol interval is selected to be an integer

number of the chip duration. That is

L =
Ts

Tc

. (2.11)

2.3.1.1 Spreading and Scrambling Operations

In CDMA, the spreading sequence is used to scramble the signal in addition to the

spreading. Thus, the spreading unit can be equivalently represented as a combination

of a repetition operation followed by a scrambling unit. The relationship between

spreading and scrambling is illustrated in Fig. 2.5. The spreading operation can
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Figure 2.4: The relationship between a data signal and a 15-chip short spreading
signal.

be achieved with an identical sequence for several users. The scrambling operation

makes the signals from different users separable from each other without changing the

signal bandwidth. The selection of good scrambling codes is important to the design

of an efficient system, because correlation characteristics and length of the sequence

establish a bound on the system capacity. Therefore, the number of users that can be

supported is limited by the number of codes that can be generated. In general, these

codes are supposed to be statistically independent, identically distributed random

processes. Moreover, the sequence should have many characteristics such as very low

correlation between time-shifted versions of the sequence and very low crosscorrelation

with any other interference signals.

For ease of generation, a scrambling code is a pseudorandom noise (PN) sequence

that can be generated with a fixed length of chips by mathematical rules. Statistically,

it satisfies the requirements of randomness properties and can be classified as either

short or long. In a short code, the sequence is the same for every data symbol period.

In a long code, the sequence period is larger than the symbol period; therefore different

portions of the sequence will be used to modulate the data symbols. In practice, the

short code signatures exhibit high cross correlation peak values and they are only

quasi-orthogonal. Thus the short sequences in CDMA systems are not statistically
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Figure 2.5: The relation between spreading and scrambling operations

independent. In contrast, the sequences with long periods behave more like Bernoulli

sequences and can support more users than short sequences. The long code CDMA

systems are sometimes called pseudorandom systems as compared to deterministic

short code CDMA systems.

2.3.2 Receiver Architectures for CDMA

2.3.2.1 The Optimum Receiver

In the optimum receiver, the observation vector y = [y1, y2...yK ]
T with yk = sTk r

represents the input to the decision algorithm that is used to approximate the desired

decisions. Based on the MAP criterion, the log-likelihood ratio (LLR), Lk is calculated

as [9, 65]

Lk = log

∑

B+ exp(−(y−RHd)T (2σ2R)−1(y−RHd)
∏

k′ 6=k Pr(dk′ )
∑

B− exp(−(y−RHd)T (2σ2R)−1(y−RHd)
∏

k′ 6=k Pr(dk′ )

= log

∑

B+(exp
(
2dTHy− dTHRHd)/(2σ2)

)∏

k′ 6=k Pr(dk′ )
∑

B−(exp
(
2dTHy− dTHRHd)/(2σ2)

)∏

k
′
6=k Pr(dk′ )

.

(2.12)

where B+ is all the combinations of [d1 = ±1, ..., dk−1 = ±1, dk(n) = +1, dk+1 = ±1,

..., dK = ±1], B− is similarly defined and R = STS is the correlation matrix be-

tween K users. The optimum algorithm can be implemented by using the maximum

likelihood (ML) detector [66], and when there is no a priori information, d̂ can be

calculated as

d̂ = arg{max{exp(−(r − SHd)T (2σ2IS)
−1(r− SHd))}}

= arg{max{2dTHST r− dTHRHd}}
= arg{max{2dTHy− dTHRHd}}.

(2.13)

Since all the combinations of d are included in the optimal detection, the related

complexity grows exponentially with the number of users. However, there exist sub-
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optimum receivers whose complexity growths only linearly with the number of users.

2.3.2.2 Suboptimum Receivers

The three typical suboptimum detectors, namely the single user detector, decorrelator

and MMSE detector, employ a linear transformation of matched-filter output vectors

[66]. Thus, these detectors can be written as

d̂ = Ty, (2.14)

where

T = I, (2.15)

for the single-user detector,

T = R−1, (2.16)

for the decorrelator detector and

T = (R+ σ2H−2)−1H−1, (2.17)

for the MMSE detector. Then decisions are made on the output of (2.14). The decor-

relator detector is optimal as the noise variance σ2 goes to zero and it is designed

to completely mitigate the MAI signal. Moreover, the decorrelator detector needs to

know all the users’ spreading sequences, and it has the advantage that knowledge of

the received signal and channel state information (CSI) are not required. The MMSE

detector estimates R−1 while considering the noise in the system. Therefore, the

MMSE detector suppresses both the MAI and the background noise and it outper-

forms the other two detectors. Since matrix inversion is required in the decorrelator

and linear MMSE detector, the corresponding complexity is in the order of K2. How-

ever, the MMSE detector needs to know all spreading sequences as well as the CSI and

to reduce these requirements, adaptive MMSE, blind MMSE and iterative detectors

can be used.
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Figure 2.6: Transmitter architecture of coded CDMA system

2.3.2.3 Iterative Multiuser Receiver

Channel coding has become common for practical systems but the optimal archi-

tecture with coding is more complex than that for uncoded systems. In this case,

T-MUDs are alternative solutions to improve the system performance at a relatively

low computational cost. The block diagram of the coded CDMA transmitter is shown

in Fig. 2.6. The information bits dk of the k-th user are encoded by an encoder (ENC),

then interleaved by an interleaver Ik to reduce the effects of error bursts at the input

of each decoder. The interleaved coded bits are modulated with their own signature

sequence sk before being transmitted on a multiple access channel.

Fig. 2.7 shows the general T-MUD for the coded CDMA system. The two major

functional modules, MUD and a bank of K single-user decoders (DECs), exchange

information in terms of LLRs with the cooperation of the interleaver/deinterleaver

blocks. The enhanced extrinsic information λk is fed back to the detector and ap-

propriately used in the next iteration. Moreover, T-MUDs may utilize the extrinsic

information feedback in different forms, where the optimal structure uses this informa-

tion as a priori probabilities for each coded bit. In contrast, the MMSE detector uses

them to estimate the mean and variance of each coded bit. However, by employing

the instantaneous linear MMSE filtering, Lk is estimated as [9]

Lk =
2hke

T
k (Vk + σ2R−1)−1(R−1y−HEk)

1− h2
ke

T
k (Vk + σ2R−1)−1ek

, (2.18)

where Ek = [E1, ..., Ek−1, 0, EK+1, ..., EK ]
T with Ek = tanh(λk/2) denoting the expec-

tation of dk, Vk = diag(h2
1V ar1, ..., h

2
k−1V ark−1, h

2
k, h

2
k+1V ark+1, ...., h

2
KV arK) with

V ark = 1− (Ek)
2 as the variance of dk, and ek is a K dimensional vector of all zeros
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Figure 2.7: Turbo CDMA receiver

except for the k-th element.

2.4 Interleave Division Multiple Access (IDMA)

Multiuser architectures require some unique characteristic so that each user can be

recognized from each other. For CDMA systems, the characteristic feature is to use

user-specific signatures and the interleaver is usually employed to suppress channel

impairments. However, as discussed in the previous sections, the high complexity

of multiuser CDMA architectures restricts their practical implementation. This sec-

tion describes the transmission and detection principles of IDMA systems, where the

chip-level interleavers are the only means for user separation. The scheme allows

low complexity detection techniques that are applicable to systems with large K in

multipath channels. For simplicity, only iterative detection strategies for real chan-

nel conditions are considered, but the principle can be easily extended to complex

signalling.

2.4.1 Transmitter Description and Signal Model

The transmitter structure with K simultaneous users of an IDMA system is depicted

in Fig. 2.8. The input data sequence dk of user k is encoded using an encoder,

generating a coded sequence ck. The elements in ck are then fed to a scrambling

s with code {+1,−1,+1,−1, ...} and length L. The chip sequence is permuted by

a chip-level interleaver Ik[.] before transmitting on a multiple access channel. These

interleavers disperse the coded sequences so that the adjacent chips are approximately
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uncorrelated. The transmitted signal due to the k-th user is defined as

xk(t) =

∞∑

n=−∞

L∑

l=1

Ik[ck(n)s(l)]p(t− lTc − nT ), (2.19)

and the received baseband signal from all users can be written as

r(t) =

K∑

k=1

xk(t)⊗ h(t) + w(t), (2.20)

where h(t) is defined as in (2.5), and ⊗ denotes convolution operation. After chip-

matched filtering and sampling at the chip rate, the signal at a time instant n can be

represented as [7]

r(n) =

K∑

k=1

P−1∑

p=0

hk,pxk(n− p) + w(n), (2.21)

where w(n) are samples of an AWGN process with zero-mean and variance σ2. How-

ever, a common spreading sequence s can be used for all users and different interleavers

patterns Ik are employed for user separation. This results in an IDMA scheme, which

inherits many advantages from CDMA such as robustness against fading, dynamic

channel sharing, mitigation of interference and asynchronous transmission.

2.4.2 The Role of Interleavers

Unlike turbo and turbo-like codes, where the task of a single interleaver is to decor-

relate different sequences of bits, in IDMA a set of interleavers are used not only to
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Figure 2.9: Users’ separation using different deinterleavers

decorrelate different bit sequences, but also to decorrelate different users. Fig. 2.9

illustrates how the receiver separates different users by their unique interleaver pat-

terns. The signal of user 1 after deinterleaver D1 shifts back to its original order

and can be decoded correctly, whereas the MAI from user 2 is of random order and

thus acts as independent and non-correlated interference [67]. Moreover, the cor-

relation between these interleavers determines how strongly interference from other

users affects the decoding process of a specific user. Thus, it is important to design

the interleavers in a way which reduces the crosscorrelation properties and maximize

the minimum distance of the crossing interleaving. The correlation upper bound of

interleavers and minimum spreading distance, which are usually used in the analysis

of different interleavers, are discussed in the next section.
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2.4.2.1 Correlation upper bound and spreading distance

An interleaver rearranges the ordering of a data sequence by means of a determin-

istic bijective mapping. Let bk = [bk(1), bk(2), ..., bk(N)], be a sequence of length N

elements. An interleaver maps bk onto a sequence xk = [xk(1), xk(2), ..., xk(N)] such

that xk is a permutation of the elements of bk. Orthogonality implies no collision

among interleavers and the two interleavers Ii and Ij are called orthogonal if

Cc(bi(Ii), bj(Ij)) = 0, (2.22)

where the crosscorrelation Cc is the scalar product between two vectors bi and bj .

Good correlation properties are obtained when the term Cc is close to 0 for i 6= j.

However, evaluating the correlation Cc between two interleavers is very computation-

ally expensive, since correlation is affected by the coded data length. Therefore, to

analyze the correlation properties, the peak basis correlation (PBC) function in [68]

can be used. Let the canonical basis ei = IJ and the generating set wj be defined as

wi(j) =











1 −1 · · · −1

1 1
...

...
. . . −1

1 · · · 1 1











, i, j ε(1, 2..J) (2.23)

The PBC between Ii and Ij is denoted by Cc
max(Ii, Ij) and defined as

Cc
max(Ii, Ij) = max

wj

J∑

i=1

〈Ii(c(ei)), Ij(c(wj))〉. (2.24)

For all vectors of generating set wj , there exists a maximum value I(Ii, Ij) repre-

senting the correlation between Ii and Ij. In addition, the minimum distance (dmin)

criterion for all the interleavers is defined as [69]

dmin = min(ds(k)), k ε(1, ..., K), (2.25)

and

ds(k) = min|Ik(i)− Ik(i− 1)|, i ε(2, ..., J), (2.26)
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where K is the total number of interleavers and ds(k) represents the minimum cross

interleaving distance of the k-th interleaver.

2.4.2.2 Choice of Interleavers

Since multiple interleavers are key components for such systems, it is vital to choose

good interleavers which are weakly correlated between different users. Despite this

importance, usually interleavers are independently and randomly chosen. In this case,

the interleaver indices requires a large a mount of memory to store when the number

of users is large. There is also a potential risk that some interleavers may be highly

correlated. However, there are a large number of papers on the interleaver design for

IDMA systems.

Power interleavers in [70] use a master interleaver to generate a set of interleavers.

This method lowers the memory requirements for storing interleaver patterns, and

reduces the amount of bits to specify which interleavers are adopted. However, the

generation of this family of interleavers is slow especially when the number of users

is large. Nested interleavers can be obtained with a simple recursion method. Com-

pared with random interleavers, these interleavers reduce the memory and bandwidth

requirements. Orthogonal and PN interleavers utilize different primitive polynomi-

als, so each user only needs to store its own primitive polynomial to generate its

interleaving sequence. Obviously, this method is better than the nested and ran-

dom interleavers [68]. However, when user number K becomes large, it is difficult to

find enough primitive polynomials for PN interleavers, and systems have to tolerate

generation time for nested interleavers.

2.4.3 Turbo CBC Receiver Architecture

The block diagram of the IDMA receiver is shown in Fig. 2.10. The receiver consists

of a CBC MUD, K deinterleaver/interleaver pairs, K despreader/spreader pairs and

a bank of K single-user decoders (DECs). The turbo process commences at the

MUD, followed by the decorrelating and decoding operations, then back for the next

iteration through the spreading and interleaving operations. For simplicity, single-

path channels with real coefficients and BPSK modulation are first discussed. By

removing the subscript p in hk,p, and denoting the channel coefficient of the k-th user
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Figure 2.10: Turbo IDMA receiver

by hk, (2.21) can be expressed as

r(n) =

K∑

k=1

hkxk(n) + w(n), (2.27)

where xk(n) is the n-th chip transmitted by user k. In the following subsections, the

functionality of the various IDMA components is discussed.

2.4.3.1 CBC Multiuser Detectors

The inputs to the MUD are the channel observation r and the a priori informa-

tion Ldec[xk(n)]. For a single-path channel, xk(n) is only related to r(n), thus the

corresponding a posteriori log-likelihood ratio (LLRs) based on the multiple access

constraint of xk(n) can be expressed as

log

(
Pr(xk(n) = +1|r)
Pr(xk(n) = −1|r)

)

= log

(
p(r(n)|xk(n) = +1)

p(r(n)|xk(n) = −1)

)

︸ ︷︷ ︸

Lm[xk(n)]

+ log

(
Pr(xk(n) = +1)

Pr(xk(n) = −1)

)

︸ ︷︷ ︸

Ldec[xk(n)]

, ∀k, n

(2.28)

When the received signal r(n) is subjected to noise with a Gaussian distribution, the

probability density function p(r(n)|x1(n), ..., xk(n)) of the channel transition function

be defined as

p(r(n)|x1(n), ..., xk(n)) =
1√
2πσ2

exp

(

−(r(n)−
∑K

k=1 hkxk(n))
2

2σ2

)

, (2.29)
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where σ2 is the noise variance. According to Bayes’ rule, the MAP estimate of the

extrinsic LLRs Lm[xk(n)] is computed as

Lm[xk(n)] = log

∑

X+ p(r(n)|x1(n), ..., xk(n))
∏

k′ 6=k Pr(xk′ (n))
∑

X− p(r(n)|x1(n), ..., xk(n))
∏

k′ 6=k Pr(xk′ (n))
, (2.30)

where Pr(xk(n)) is the a priori probability of xk(n), X+ and X− are the set of

[x1(n), ..., xk(n) = +1, ..., xK(n)] and [x1(n), ..., xk(n) = −1, ..., xK(n)], respectively.

However, this optimum approach is usually prohibitively complicated and its com-

plexity increases exponentially with K. In the following, a suboptimal low complexity

CBC approach [71] is discussed based on a Gaussian approach.

CBC detection provides a coarse estimation of {xk(n), ∀n, k}. To maintain low

complexity, the coding and spreading constraints are not considered in the MUD. For

user k, (2.27) can be rewritten as

r(n) = hkxk(n) + ηk(n), (2.31)

where

ηk(n) =

K∑

k′=1, k′ 6=k

xk
′ (n) + w(n), (2.32)

is the distortion term with respect to xk(n). Assume that xk(n), ∀k are independent

and identically distributed (i.i.d.) random variables. By applying the central limit

theorem, ηk can be approximated as a Gaussian random variable with mean

E[ηk(n)] =

K∑

k′=1, k′ 6=k

hk′E[xk′ (n)], (2.33)

and variance

V ar[ηk(n)] =

K∑

k′=1, k′ 6=k

hk
′V ar[xk

′ (n)] + σ2, (2.34)

where E[xk′ (n)] and V ar[xk′ (n)] of a random variable xk(n) can be defined as [9]

E[xk(n)] =
Pr[xk(n) = +1]− Pr[xk(n) = −1]

Pr[xk(n) = +1] + Pr[xk(n) = −1]

=
exp {xk(n)} − 1

exp {xk(n)}+ 1
= tanh{Ldec[xk(n)]/2}, ∀k, n

(2.35)
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V ar[xk(n)] = 1− {E[xk(n)]}2, ∀k, n, (2.36)

By applying the Gaussian approximation to (2.31), Lm[xk(n)] in (2.30) can be

calculated as

Lm[xk(n)] = log

(

exp

(

−{r(n)− E[ηk(n)]− hk}2
2V ar[ηk(n)]

))

− log

(

exp

(

−{r(n)− E[ηk(n)] + hk}2
2V ar[ηk(n)]

))

= 2hk
{r(n)−E[ηk(n)]}

V ar[ηk(n)]
= 2hk

{r(n)−E[r(n)] + hkE[x(n)]}
V ar[r(n)]− |hk|2V ar[x(n)]

,

(2.37)

where

E[r(n)] =
∑

k′

hk
′E[xk

′ (n)], (2.38)

V ar[r(n)] =
∑

k
′

|hk′ |2V ar[xk′ (n)]+σ2. (2.39)

For the k-th user, the outputs Lm[xk(n)] of the MUD are deinterleaved to form the

a priori LLRs, then transferred to the despreader and decoder for further refine-

ment. The despreading and decoding operations will be explained in the following

subsection.

2.4.3.2 Despreading and Decoding Operations

After user-specific deinterleaving, {Lm[xk(Dk(n))], ∀n} are assumed to be uncorre-

lated, which is approximately accurate due to interleaving. Then, the signal is

integrated over the duration of one data symbol using the despreader (DS). By

despreading the signal, the detector extracts the processing gain and performs the

decorrelation process on each coded bit based on Lm[xk(Dk(n))] and the spreading

constraint. The bit-level a priori LLR for the decoder can be computed as

Lm[ck(n)] =
nL∑

j=(n−1)L+1

s(j)Lm[xk(Dk(j))], n = 1, ..., Nd (2.40)

The decorrelated outputs Lm[ck(n)] from the k-th despreader are used to perform

standard a posteriori probability (APP) decoding. Based on the coding constraint,
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the k-th decoder generates the a posteriori LLRs Ldec[ck(n)] of the {ck(n), ∀n} by

Ldec[ck(n)] = log

(
Pr(ck(n) = +1|Lm[ck(n)])

Pr(ck(n) = −1|Lm[ck(n)])

)

, ∀k, n (2.41)

The MAP algorithm explained in the preceding section can be used in the decoding

process. An interesting argument in this algorithm is that it generates not only

information about the information bits but also generates extrinsic information about

the coded bits, which is an important criterion for structures with feedback. However,

the optimal algorithm in real systems is too complex for estimating the information

on a bit-by-bit basis. Some solutions have been proposed to reduce the complexity of

the MAP algorithm. The Log-MAP algorithm in [72] gives almost exactly the same

performance as the MAP algorithm. Therefore, it is a very attractive algorithm to use

as the component decoders. The outputs of the decoder are fed to the k-th spreader

to generate the chip level extrinsic information. After appropriate interleaving, the

extrinsic information is computed as

Ldec[xk(Ik(j))] = s(l)Ldec[ck(n)]− Lm[xk(Dk(j))], (2.42)

where j = (n − 1)L + l, l = 1, ..., L and n = 1, ..., Nd. The feedback extrinsic

information Ldec[xk(n)] will be used to update E[xk(n)] and V ar[xk(n)] for the next

iteration.

2.4.4 Differences to other Multiple Access Architectures

Although the CDMA approach may also have three components, namely an encoder,

an interleaver and a spreader, reversing the ordering of interleaving and spreading

in IDMA leads to chip-interleaving instead of bit-interleaving in CDMA. All the

bandwidth expansion is exploited before the interleaver therefore a larger interleaver

is guaranteed. The spreaders and correlators can be removed and the different users

can be distinguished by their unique user specific chip-interleavers instead of spreading

sequences. Since a conventional signature is not necessary for the system to operate,

the correlator based CDMA structure is not suitable in IDMA. However, the repetition

code may be used jointly with the encoder to simplify the overall encoder. These

changes in structure show that the IDMA approach has several interesting advantages

over CDMA.
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Table 2.2: Comparison between IDMA and other multiple schemes

FDMA TDMA CDMA IDMA
Multiple user separation frequency time spreading sequence interleaver
Inter-cell intereference sensitive sensitive mitigated mitigated
Interference cancellation not necessary not necessary MUD MUD
ISI cancellation method cyclic prefix equalization Rake receiver turbo chip detection

High single user rate solution high order modulation high order modulation multicode CDMA variable coding rate

In CDMA, high data rates can be obtained by using multicode CDMA or reduc-

ing spreading factor, which results in decreased processing gain against interference.

While in IDMA a high data rate can be achieved by using encoding with high coding

rates. Due to the chip level processing that increases the achievable time diversity

in time-selective channels, the interference for one chip is independent from that for

another chip. Hence, the filtering process after soft interference cancellation is simply

the summation of the LLR values for all the chips, enabling a low computational

cost but yet powerful detector for the system. The computational complexity per

user is independent of the number of active users and this good property remains in

multipath channels because it only relates to channel taps. In addition, to maintain

orthogonality, techniques such as TDMA and FDMA require frame synchronization.

In contrast, no advanced synchronization requirements are necessary in IDMA. A

comparison between IDMA and other multiple access architectures is outlined in Ta-

ble 4.7 [73].

2.5 Summary

This chapter provided an overview of the UACs and the basics of SSS. The details

of multipath propagation model and channel physics were discussed in Section 2.2.

Characteristics such as path loss, ambient noise and multipath fading were also con-

sidered, when the channel is bandlimited. Background noise is often characterized

as non Gaussian and severe fading occurs due to both time spreading and Doppler

spreading of the transmitted signal. Furthermore, the systems are inherently wide-

band in the sense that the bandwidth is not negligible with respect to the carrier

frequency. No standardized models exist for UACs, therefore, experimental measure-

ments are often used to assess the channel statistical properties of particular sites.
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Our attention was also focused in Section 2.3 on CDMA systems. A brief overview

of a CDMA transmitter structure was given with emphasis on the matrix form of the

signal model. The known spreading sequences were also introduced along with a

representation of spreading waveforms. Some insightful explanation have been made

in Section 2.3.2, by reviewing the receiver structures for CDMA with emphasis on

the description of optimum, MMSE and single user architectures.

The transmission model of IDMA systems, where the chip-level interleavers are

the only means for user separation, are presented in Section 2.4. Since multiple

interleavers are key system components, it is important to choose good interleavers

which are weakly correlated between different users. The correlation upper bound of

interleavers and some common interleavers are also discussed. The functionality of

the various system components is given and the IDMA scheme allows very low cost

chip detection. The optimum approach and Gaussian approach of the detector are

also explained in Section 2.4.3.
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CE Based Turbo Architectures



3.1 CE Based Turbo Architectures

3.1 Introduction

IN turbo systems, channel information is required to reconstruct the interference

signals as well as the LLR computations for every decoding iteration. Therefore,

the accuracy of the CE is crucial to the effectiveness of the T-MUD algorithms that

degrade significantly if the CE is not reliable. The estimation is typically performed

using adaptive filters that introduce more degrees of freedom than necessary. In these

adaptive techniques, training sequences are usually embedded in transmitted signals

to acquire the CSI and facilitate synchronization and CE. In the presence of limited

training sequences, iterative techniques can provide the required flexibility to improve

the channel estimates and the complexity of this estimation needs to be low in an

iterative process.

This chapter presents adaptive CE algorithms with joint phase tracking for IDMA

and CDMA systems using two different training methods, time multiplexing pilot and

continuous pilot or pilot-aided data. Based on the enhanced soft iterative information,

the transversal filters and carrier tracking are performed jointly to ensure reliable

communication, especially on long delay spread channels. The proposed algorithm

with continuous pilots is similar to the semi-blind CE method in [23], but has much

less computational complexity. However, this approach and the T-MUD algorithms of

IDMA systems have yet to be fully studied, especially for real channel conditions. The

chapter is organized as follows. In Section 3.2, the CDMA and IDMA system models

are presented and used for the remainder of this thesis, while their corresponding

receivers with the proposed CE are outlined in Section 3.3 to Section 3.5, respectively.

Performance evaluation using simulation results is demonstrated for different channel

conditions in Section 3.6. Finally, Section 3.7 concludes the chapter.

3.2 Transmission System Models

The complex baseband model for a synchronous IDMA system with K simultaneous

users is presented in Fig. 3.1 (a). The information bits, dk(n)ǫ{0, 1}, of user k are

encoded by a rate R convolutional encoder of constraint length Nc. The output of

the encoder is further processed by a rate Rr scrambling repetition code, which is

necessary for the operation of PIC detectors and utilized to give the system MAI

protection. The coded bits are additionally permuted by a user-specific interleaver,
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Figure 3.1: Downlink transmitters of IDMA (a) and CDMA (b) with multiplexing
pilots or continuous pilots.

Ik[.], so that adjacent chips are uncorrelated. This is required in order to facilitate

a chip-level based detection strategy. The total number of chips becomes N = NdL,

where Nd represents the number of coded bits and L represents the spreading factor.

The resulting signal for the kth user after memoryless quadrature phase-shift keying

(QPSK) mapping can be written as

xk(t) = Ak

∑

m

[
bIk(m) + jbQk(m)

]
p(t−mTs), (3.1)

where Ak is the transmitted signal amplitude of the kth user. Additionally, bIk(m) and

bQk(m) are the mth coded chip bits for the kth user for the in-phase and quadrature-

phase data streams, respectively

b(m) = Ik[ck(n)s(l)], m = l + nL, l = 0, ..., L− 1, ∀n, (3.2)
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where ck(n) represents the nth encoded user’s bit and s(l) is the spreading sequence.

Conventionally, the same spreading sequence and encoder are used for all users; how-

ever, users are distinguished by utilizing distinct interleaver patterns.

For the CDMA-based system shown in Fig. 3.1 (b), the coded bits are interleaved

by a bit-level interleaver and modulated using QPSK. These symbols are then up-

sampled by L and scrambled using a user-specific pseudorandom scrambling sequence

Sk. It is worth highlighting that identical interleavers and encoders are utilized for

all users. The resulting transmitted signal for the kth user can be expressed as [3,74]

xk(t) = Ak

∑

m

L−1∑

l=0

sk(l)
[
cIk(m) + jcQk(m)

]
p(t− lTc −mTs), (3.3)

where cIk(m) and cQk(m) are the mth coded bits of the in-phase and quadrature

phase data streams for the kth user, respectively, whereas sk(l) represents the lth

chip of the user’s spreading sequence.

3.2.1 Training Schemes

The transmitted symbols are organized in packets built with a probe signal to synchro-

nize the receiver, which is a training sequence to help the equalizer in the convergence

process. The training symbols are generated randomly with a uniform distribution

and are defined as tr = [tr(1), ..., tr(Ns)] with energy level trǫ{tr,−tr}. An impor-

tant property of a training sequence is the length of its period. In general, a longer

period leads to a better estimation. There exist two main training methods; time

multiplexing pilot and continuous pilot. Unlike conventional methods where pilots

are time-multiplexed with data symbols, the training sequence in pilot-aided data

is continuously spread over the whole transmission frame. Each transmitted chip is

added with one training chip and the bandwidth, as opposed to data-multiplexed

pilot, is not affected. The overhead loss in data-multiplexed pilot can be measured

by Ns/N ratio, where a small ratio implies a reduce overhead. The values Ns that

are less than the channel memory length may cause interference among consecutive

blocks.
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The composite users’ signal x(n) is added to a continuous modulated signal tr(n)

and the transmitted signal y(t) can be written as

y(t) = tr(t) +

K∑

k=1

xk(t). (3.4)

In contrast, tr(n) in Fig. 3.1 is multiplexed with the MAI signal for the time multi-

plexing pilot based systems and the transmitted signal y(t) can be expressed as

y(t) = [tr(t),
K∑

k=1

xk(t)], (3.5)

where the multiplexing is employed such that tr(n) is transmitted before the data

sequence. However, other schemes, such as placing the data sequence in the middle

of the data, are also possible. The training sequence and the energy level are known

at the receiver, therefore it is possible to track and compensate for the fading chan-

nel effects. However, continuous pilots incur energy loss instead of an increase in

bandwidth and can be used as a measurement tool, similar to the training channel in

CDMA systems. Moreover, this approach is simplified for IDMA as the separation is

achieved based on different chip interleavers instead of crosscorrelation between the

spreading sequence and the training sequence as in conventional CDMA systems.

3.2.2 Multipath Fading Channels

The same bandwidth efficiency for both IDMA and CDMA is considered using the

same convolutional encoder (i.e., Rr = 1/L ). The transmitted signal y(t) is then

passed through a transmit filter exhibiting a raised cosine frequency response with

a roll off factor of β, and then transmitted over the UAC channel. The majority of

work in underwater communications is based on a general time-varying model. The

TDL channel model with Rician statistics [74] is adopted for multipath propagation,

and the baseband received signal can be expressed as [31]

r(t) =
P−1∑

p=0

hp(t)y(t− τp)e
jφp(t) + w(t), (3.6)
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where hp(t) are the channel fading coefficients of the physical propagation path p

at time t, and the corresponding path delay is τp. The total number of paths is P

and the phase φp(t) represents the joint effects of phase distortion due to motion and

carrier offsets.

3.3 Soft Rake IDMA Receiver Structure

The suboptimal receiver structure after the acquisition stage is presented in Fig. 3.2 (a).

The structure consists of a MUD, K single user DECs and CE. The receiver, instead

of treating the interfering users as background noise, exploits the signal structure to

perform joint detection for all users’ data by using the knowledge of interfering users.

The detector takes soft information r(n) and, after some processing, delivers refined

a posteriori LLRs Lm[xk(n)], which are based on a priori known information and
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the information gained by the equalization process. The outputs after deinterleaving

and despreading are sent to the DECs. The kth user decoder output Ld[xk(n)] af-

ter spreading and user-specific interleaving is subtracted from Lm[xk(n)] to form the

extrinsic information of the kth user as follows

Ldec[xk(n)] = Lm[xk(n)]− Ld[xk(n)]. (3.7)

This soft information is passed to the detector for the next turbo pass. Then, by the

turbo-principle, the soft information is greatly enhanced and the process stops after

a predetermined number of iterations or specific convergence criteria.

3.3.1 Soft-Rake Multiuser Detector

The detector operation follows the detection approach in [75] to compute the LLRs

for the coherent receiver. Soft Rake and IC concepts are combined to handle the

ISI and MAI effects jointly. The detector utilizes multipath and allows each arriving

multipath signal to be individually detected and sums (P+1) LLRs per chip to provide

strong and more accurate signals. However, the remaining interference ηk,p(n) with

respect to user k is modelled as a Gaussian random variable using the central limit

theorem.

r̃(n + p) = h∗
k,pr(n+ p) = |h∗

k,p(n)|2xk(n) + η̃k,p(n), (3.8)

where (.)∗ denotes the conjugate operation, and

η̃k,p(n) = hk,p(n)ηk,p(n). (3.9)

Therefore, the output distribution of the detector can be well approximated by a

Gaussian distribution and this approximation is used by MUD to generate the LLRs

of xk(n). In (3.8), the phase shift due to hk,p is removed, thus, the real part r̃I(n+ p)

is not a function of the imaginary part of xQ
k (n). The details of the log likelihood ratio

combining (LLRC) detection algorithm in multipath complex time varying channels

are listed as

• Interference mean and variance estimation

E[r(n)] =
∑

k,p

hk,p(n)E[xk(n− p)], ∀n (3.10)
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Cov[r(n)] =
∑

k,p

Hk,p(n)Cov[xk(n− p)]HT
k,p(n) + σ2I2, ∀n (3.11)

where E[r(n)] and Cov[r(n)] are the estimated mean and variance of the re-

ceived signal. E[η̃k,p(n)] and V ar[η̃k,p(n)] of the distortion term ηk,p is calculated

as

E[η̃k,p(n)] = h∗
k,p(n)E[r(n + p)]− |hk,l(n)|2E[xk(n)], ∀k, n (3.12)

V ar[η̃k,p(n)] = HT
k,p(n)[Cov[r(n+ p)]

−Hk,p(n)Cov[xk(n)]H
T
k,p(n))]Hk,p(n), ∀k, n

(3.13)

• LLR generation and combining

Lm[x
I
k(n)]p = 2|hk,p(n)|2

r̃I(n+ p)− E[η̃Ik,p(n)]

V ar[η̃Ik,p(n)]
, ∀k, n (3.14)

The distortion components from different paths in the received signal are as-

sumed to be uncorrelated, thus, the LLRs based on individual chips, one for

each path, can be summed in a Rake manner as

Lm[x
I
k(n)] =

P−1∑

p=0

Lm[x
I
k(n)]p, ∀k, n (3.15)

where I2 is a 2× 2 identity matrix, (.)T denotes the transpose operation, and

Hk,p(n) =




hI
k,p(n) −hQ

k,p(n)

hQ
k,p(n) hI

k,p(n)



 . (3.16)

The a priori mean E[xk(n)] and variance Cov[xk(n)] of the transmitted signal are

also required, which is calculated based on the extrinsic LLRs of the decoders.

E[xk(n)] = tanh

(
Ldec[x

I
k(n)]

2

)

+ j tanh

(

Ldec[x
Q
k (n)]

2

)

, (3.17)

Cov[xk(n)] =




1− E[xI

k(n)]
2 0

0 1−E[xQ
k (n)]

2



 , (3.18)
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Table 3.1: PIC and SIC detection methods

Parallel IC Serial IC
∀k, n : E[xk(n)] = 0 ∀k, n : E[xk(n)] = 0

For k=1,...,K
∀k, p, n: compute E[η̃k,p(n)] ∀p, n: compute E[η̃k,p(n)]
∀k, p, n: compute V ar[η̃k,p(n)] ∀p, n: compute V ar[η̃k,p(n)]

∀k, p, n: compute Lm[x
I
k(n)]p, Lm[x

Q
k (n)]p ∀p, n: compute Lm[x

I
k(n)]p, Lm[x

Q
k (n)]p

where the off-diagonal entries of Cov[xk(n)] are considered zeros, as the real and

imaginary parts xI
k and xQ

k of xk(n) are assumed uncorrelated. The same procedure

can be adopted to calculate Lm[x
Q
k (n)]. The channel coefficient estimates are not

assumed to be perfect as in [8], in fact the estimated variance and channel are included

into the detector algorithm, and these estimates in practice reduce the ability of the

detector to remove the correlation introduced by the channel.

3.3.1.1 PIC and SIC detectors

The multiuser detectors are classified into two main types, successive interference

cancellation (SIC) and parallel interference cancellation (PIC). The SIC type takes a

serial approach to remove the MAI signals. In each stage, a regenerated interference

replica cancels out one user from the received signal so that the remaining users see

less interference in the next stage. Also the first user sees all of the interference from

the remaining users. Therefore, this approach can be conducted in descending order

of the received signal power of each user. The removal of the strongest signal gives

the most advantage to the remaining users and the weakest users will see a great

reduction in their MAI.

In contrast, the PIC detector estimates and simultaneously removes all the MAI

produced by the other users accessing the channel. The initial estimates are used to

generate a delayed estimate of the received signal for each user and sum all but the

interested user’s estimate to form the MAI estimate for each user. In this way, the

MAI for each of user is generated in parallel and subtracted simultaneously from the

received signal in a single stage. The process can be repeated for multiple stages and

each stage takes the decision estimates of the previous stage [76].
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The detection details for both methods in the first stage are outlined in Table. 3.1.

These detectors provide significant improvement over conventional detectors. For

every cancellation stage, a bit of delay is required. The SIC is accompanied by a

long processing delay in the order of the number of active users and the computation

stages required to complete the job. Hence, a balance must be made between the

number of users that are cancelled and the delay that can be tolerated. The delay

required to complete the operation in the PIC is at most a few bit periods and due

to the inherent advantage of this short processing delay, PIC is more practical than

SIC [77].

3.3.1.2 Oscillation problem in IC detectors

The IC detectors improve the system performance continuously with increasing num-

ber of stages. Due to error propagation, sometimes these detectors achieve a worse

performance in the current stage than in the previous one. This problem is known

as oscillatory behaviour, which may result in a failure of convergence [78]. In such

detectors, the feedback decisions of (3.17) and (3.18) in the previous stage are used

to estimate the channel coefficients and regenerate the MAI signal that is removed

from the multiuser signal in the current stage.

However, the errors in the decisions result in an incorrect interference reconstruc-

tion and these false values of interference are subtracted from the received signal.

Therefore, these errors are propagated to the corresponding bits of other users and

the MAI signal can potentially be increased instead of removed. To reduce the effects

of this phenomenon, some measures can be implemented as follows:

• The quality of data estimates can be improved before they are used to recon-

struct the interference. In this way, error correction codes, such as convolutional

code, are included in each iteration.

• Soft estimations rather than hard, can be fed to the CE and IC detectors. Thus,

the generated interference is subtracted from the reliable data and limits the

influence of the unreliable data.
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• The partial IC that uses a weight factor can be utilized to scale the estimated

MAI from the previous hard decisions before subtracting them from the mul-

tiuser signal. This scaling can also reduce the sensitivity to errors in the regen-

erated MAI signal.

3.3.2 MMSE Channel Estimation

As shown in Fig. 3.2 (a), the CE in coherent IDMA receivers is performed before

despreading at chip level, where the SNR is very low, and it provides channel coef-

ficients ĥ(n) to be used in the detector. The finite impulse response (FIR) filter in

Fig. 3.3, is used in the estimation process and the output can be written as

r̂(n) =

M−1∑

m=0

ĥm(n)ỹ(n−m), (3.19)

and in vector form as

r̂(n) = ỹT (n)ĥ(n), (3.20)

where ĥ(n) = [ĥ0(n)...ĥM−1(n)]
T represent the filter coefficients and M is the order of

the FIR filter. Thus, r̂(n) is simply the convolution between the a priori information

ỹ(n) = [ỹ(n), ..., ỹ(n + M − 1)]T and the filter ĥ(n). Based on the MMSE criteria,

the cost function Jmin corresponding to the optimal filter weights can be expressed

as [79]

Jmin(n) = E{|e(n)|2} = E{|r(n)− r̂(n)|2} = E{|r(n)− ỹ(n)ĥ(n)|2}

= E[r2(n)]− 2ĥ
T
(n)E[r(n)ỹ(n)] + ĥ

T
(n)E[ỹ(n)ỹT (n)]ĥ(n).

(3.21)

In training based algorithms, a short sequence of ỹ(n) must be known in order to

determine the optimal tap weight values of the filter. Assuming that the ỹ(n) and

the received sequence r(n) are stationary zero mean random processes, (3.21) can be

written as

Jmin(n) = σ2
r − 2ĥ

T
(n)c

rỹ
(n) + ĥ

T
(n)Cỹỹ(n)ĥ(n), (3.22)

where σ2
r represents the variance of r(n). The autocorrelation matrix Cỹỹ and the
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Figure 3.3: CE technique using FIR filter.

crosscorrelation vector c
rỹ

are given by

Cỹỹ(n) = E[ỹ(n)ỹT (n)], (3.23)

c
rỹ
(n) = E[r(n)ỹT (n)], (3.24)

The cost function in (3.21) is a quadratic function of ĥ(n) and can be minimized by

setting its gradient with respect to ĥ(n) to zero. That is

∇|
ĥ(n)Jmin(n) = −2c

rỹ
(n) + 2Cỹỹ(n)ĥ(n) = 0, (3.25)

therefore, the optimum filter coefficients are given by

ĥopt(n) = C−1
ỹỹ (n)crỹ

(n). (3.26)

The (3.26) is also referred to as the matrix form of the Wiener-Hopf equation. How-

ever, the estimation of Wiener filter coefficients requires inversion of the autocorre-

lation matrix Cỹỹ(n), which can be impractical if M is large. Moreover, the channel

coefficients might change over time and it is almost impossible to make an estimate

that would be valid for the next symbol. Therefore, adaptive structures are often

required to accomplish this task.
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3.3.2.1 Adaptive LMS/NLMS channel estimation

Based on the MMSE criterion, the optimum channel coefficients were derived in the

previous section. The MSE in (3.21) will be also used here but in a slightly different

way. By substituting all expected values with their corresponding instantaneous

values, the MSE can be expressed as

|e(n)|2= |r(n)|2−2r(n)ĥ(n)ỹ(n) + ĥ
T
(n)ỹ(n)ỹT (n)h̃(n), (3.27)

and the instantaneous gradient ∇|
ĥ
{|e(n)|2} can be found by taking the derivative of

(3.21) as

∇|
ĥ(n){|e(n)|2} = ∇|

ĥ(n){|r(n)− ỹ(n)ĥ(n)|2}

= −2ỹ(n){r(n)− ĥ
T
(n)ỹ(n)}

= −2ỹ(n)e∗(n),

(3.28)

where ỹ(n) = [tr(n),
∑K

k=1 x̃k(n)] is the feedback a priori information about xk(n).

The gradient in (3.28) represents the unbiased gradient estimate and can be used

later to simplify the solution. However, the optimum set is approached by moving

the non-optimal set in the opposite direction of ∇|
ĥ(n){|e(n)|2}. Thus, the MSE in

its quadratic form can be written as

J(n) = Jmin(n) + (ĥ− ĥopt)
TCỹỹ(n)(ĥ− ĥopt), (3.29)

By taking the gradient of (3.29) with respect to the filter weights and moving in the

negative direction of the gradient vector, a very simple recursion using a stochastic

gradient algorithm can be found as

ĥ(n + 1) = ĥ(n)− µ

2
∇|

ĥ(n)J(n),

= ĥ(n)− µ

2
∇|

ĥ(n){|e(n)|2},
(3.30)

where the adaptation constant µ controls the algorithm convergence to the optimum

filter weights, and the negative sign guarantees the movement in the opposite direction

of the gradient.
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By using (3.28) and after further algebraic manipulation, (3.30) can be represented

as [80]

ĥ(n+ 1) = ĥ(n) + µỹ(n)e∗(n). (3.31)

The iterative algorithm in (3.31) is used by the well known least mean square (LMS)

algorithm to find the filter tap weights. In addition, due to the estimation error e(n),

optimality can not be guaranteed. However, (3.31) is a function of the tap-input signal

power of the vector ỹ(n), which is unknown and varies with time. Consequently,

this makes it very sensitive to select the adaptation parameter µ that guarantees

the algorithm’s stability. In order to overcome this difficulty the normalized LMS

is employed. The Normalised least mean squares (NLMS) algorithm is a special

realization of the LMS algorithm that solves this problem by normalising the step size

parameter which results in a stable and fast converging algorithm. The coefficient

update of the NLMS algorithm is [81]

ĥ(n + 1) = ĥ(n) +
µ

ǫ+ ‖ỹ(n)‖2 ỹ(n)e
∗(n), (3.32)

where 0 < µ < 2 represents the step size, ǫ is a small positive constant, and

‖ỹ(n)‖2= [

M−1∑

m=0

|ỹ(n,m)|2], (3.33)

is the Euclidean norm of the tap-input vector ỹ(n) at time n. In rapidly time vary-

ing channels, it is practically impossible to remove the Doppler effects without an

estimator. Therefore, ĥ(n) is computed as

ĥ(n+ 1) = ĥ(n) +
µ

ǫ+ ‖ỹ(n)‖2 e
∗(n)ỹ(n)e

ˆ−jφ(n), (3.34)

where the phase correction parameter φ̂(n) is optimized using an explicit estimator,

such as a phase-locked loop (PLL) explained in next section. An estimate of σ̂2
w can

be given using the time average of the squared error.

σ2
ŵ = σ2

e = E[e(n)e∗(n)]. (3.35)
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The problem with (3.34) is that not all of ỹ(n) is known to the receiver. Therefore,

the soft/hard estimates of x̃k(n) are incorporated into the CE together with tr(n).

Moreover, if the channel is varying slowly, it may be satisfactory to estimate a channel,

which is constant over a frame of data; otherwise the channel coefficients should be

updated every chip interval.

3.3.2.2 Sparse characteristics and parameters selection

In general, the choice of M is proportional to the channel dimension and it becomes

more computational as it covers the overall delay channel spread. Therefore, M

should be chosen such that the most significant part of the delay spread is covered

to maintain the stability of the algorithm and reduce the noise error contribution.

A large M will project too much noise on the channel response estimates as well as

increase the estimation error. In contrast, a small M will project too little signal

energy onto the channel estimates.

However, the extended multipath in real channels, such as UACs, may have a

sparse structure or gaps in time where there is no ISI in the CIR. In such cases, most

of the taps do not contain multipath components but noise. By using a threshold at

the outputs of each tap, it suffices to keep only the taps with significant amplitude.

The energy is considered to be noise if the amplitude is below the threshold, and the

output from that tap will be zero. The energy is considered to have a signal component

if the output is above the threshold, and will be combined with the other taps. As a

result, the tracking capability of the algorithm will improve due to the reduction of

the number of taps to be tracked. Then, algorithms with the generated sparse vector

can have reduced complexity and memory requirement. In addition, with a long

filter length, the assumption on tracking becomes unrealistic if the channel variation

is significant. Unfortunately, an acceptable choice is not always available especially

when the channel has long delay spread and fluctuates rapidly [19].

The value of µ decides how far the update will take the FIR coefficients in the

negative direction of the gradient. Therefore, choosing a small value will lead to a slow

convergence, while a very large µ might alter the coefficients too much. Consequently,

there must be a compromise between the MSE value of the update process and fast

tracking capability.
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3.3.2.3 Soft/Hard feedback decisions based CE

For the classical theory of CE [81], the transmitted symbols are either considered

completely unknown or completely known to the receiver. In iterative CE, the mean

and variance in (3.17) and (3.18), respectively, of each transmitted symbol rather

than the symbol itself is known from the previous iteration. The extrinsic information

Ldec[xk(n)] is subtracted from Lm[xk(n)] before being used as input to the soft/hard

mapper and MUD detector. Let Γ(.) be the input/output relation of the chip mapper,

which can be formulated as

x̃k(n) = Γx̃k(n)ǫγ {Ldec[x
I
k(n)], Ldec[x

Q
k (n)]}, (3.36)

where γ is the space of the one-to-one function defined according to the mapping

scheme and function type. In Fig. 3.4, in the case of hard mapping the sign function

(sgn) is used as a mapping function and its space defined as γǫ{−1, 1}, whereas the
tanh(.) function is used in soft mapping. Thus, the outputs x̃I

k(n), x̃
Q
k (n) of the chip

detector are used to generate the QPSK symbols as

x̃k(n) = sgn

{
LI
dec[xk(n)]

2

}

+ jsgn

{

LQ
dec[xk(n)]

2

}

, (3.37)

(a) (b)

−1

+1

Figure 3.4: Tentative decision devices (a) Hard-limited (one bit quantizer) (b) Hy-
perbolic tangent (soft quantizer) .
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for hard symbol estimation, and

x̃k(n) = tanh

{
LI
dec[xk(n)]

2

}

+ j tanh

{

LQ
dec[xk(n)]

2

}

, (3.38)

for soft symbol estimation. Moreover, soft feedback is intuitively better than hard

feedback as it improves tracking capability by reducing error propagation due to the

relatively large detection amplitude errors of hard decisions for dynamic channels

[11, 16].

3.3.3 Carrier Phase Tracking

In UACs, the symbol phase is often path dependent and rapidly varying with time.

The residual phase fluctuations impair the estimation operation. A phase coherent

system must estimate the carrier phase error in order to detect the transmitted sym-

bols properly. In practice, a tracking mechanism is used to estimate the gradient in

conjunction with a recursive equation of the form

φ̂(n+ 1) = φ̂(n) + aε(n), (3.39)

where ε(n) represents the phase error measurement, and a is the positive adaptation

constant selected to provide the desired loop gain and bandwidth. By restricting the

observation interval to include only the current symbol a simplified expression for the

phase error measurement can be given as

ε(n) = Im{r∗(n)r̂(n)} = Im{r∗(n)ỹ(n)ĥ(n) exp−jφ̂(n)}, (3.40)

where Im{.} refers to the imaginary part [82]. The phase synchronization technique

is decision-directed, since it is assumed that over the observation interval the in-

formation sequence has been estimated correctly. During the training period ỹ(n)

is precisely known, while in the decision directed mode it is derived from x̃(n) by

utilizing the feedback decisions.
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3.3.4 Joint CE, PLL and Detection

The major difficulty in such receivers is the need to estimate the initial channel

parameters as the estimation doesn’t have the benefit of a priori information in the

first iteration. Therefore, good initialization is necessary to minimize the error in

(3.27 ). In the first iteration, where errors usually exist since no feed back decisions

are available, a hypothetical transmit sequence x̃k(n) is considered, where the non-

training symbols are made up of a sequence of symbols in [+1, -1]. Initializing to the

zero vectors would require a larger number of iterations and higher computation cost.

This estimate can then be used to start the equalization and detection in Section

3.3.1, and compute the LLRs after removing the training sequence part.

The detection process is used to reconstruct the channel symbols and mitigate

the ISI and MAI jointly using a PIC approach. The LLRs after detection are passed

through deinterleavers, despreader blocks and channel decoders. The decoders gener-

ate the LLRs of the coded bits Ld[xk(n)] for exchange after interleaving with iterative

detection and CE. These feedback decisions in the form of extrinsic information are

assumed to be correct. Therefore, the hypothetical sequence is replaced by ỹ(n) after

the hard/soft feedback decision of (3.37) or (3.38), respectively, to refine the CE.

Repeating the above procedure can improve the performance with enhanced channel

tracking capability, and after a number of iterative operations, a hard decision is

performed on the decoded data. During the process, the ĥ(n) update is guided by a

common error signal e(n), the initial estimates of the carrier phase can be obtained

from the training sequence during training mode. Because the expected values of the

priori information vary with time and iteration, the filter coefficients also change to

track the channel variability. However, it is important to note that if there is no noise

and if the channel response is of finite length, then it can be completely estimated

using a training sequence equal to this length, and the estimation can be taken out

of the turbo process.

3.4 Continuous Pilot-Based IDMA Architecture

In this section, the details of the IDMA receiver with continuous pilots in Fig. 3.5 are

briefly presented with CE. The pilots are transmitted concurrently with the users’

data and used to obtain an initial CE such that a turbo detection process can be
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ỹ(n) x̃1(n) x̃K(n)

tr(n)

r(n)

tr(n)

2(n)

Figure 3.5: IDMA receiver with continuous pilots.

initiated. Moreover, the sequence could be also helpful for the acquisition stage and

synchronization process.

3.4.1 Soft-Rake MUD

The LLRs values can be computed following an approach similar to the detection

approach in Section 3.3.1. Since the continuous pilot sequence does not take part in

the detection, the sequence is removed before detection and E[η̃k,p(n)] of the distortion

term ηk,p in (3.12) is calculated as

E[η̃k,p(n)] = h∗
k,p(n)E[r(n+ p)]− |hk,l(n)|2{E[xk(n)]− tr(n)} , ∀k, n (3.41)

However, the parts of the receiver with channel decoding are also updated iteratively

to break the correlation between users’ data and enhance soft feedback chips that are

subsequently used to improve CE and the detection process.
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3.4.2 Channel Estimation

In training-based estimation, the receivers have a priori knowledge of the data being

sent over the channel. This knowledge can be utilized to obtain an accurate estimate

of the unknown channel and eliminate detection errors. The method is insensitive

to noise, is hardware implementable and the sequence can be chosen to have certain

desirable characteristics. However, the method with multiplexed pilots is wasteful

in terms of bandwidth, and the unknown channel can only be estimated from the

embedded sequence after receiving the whole frame. Moreover, the process might not

be enough for fast varying channels since the channel coherence time might be shorter

than the frame time. Therefore, semi-blind methods can be used with continuous

pilots to improve the quality of training-based methods.

The continuous pilots are different from the conventional time multiplexed pi-

lots, which consume part of the available system bandwidth and are used along with

Wiener-Hopf filters to obtain reliable channel estimates. Such an estimate in UACs,

where the SNR is very low and the channel is possibly fast fading channels, could

only be achieved if a large number of pilot symbols were used. Moreover, a coarse

estimate of the channel in the pilot assisted scheme may also be possible by using

a small number of pilot symbols. However, the proposed approach in the sense of

minimizing the MSE of the CE is different from the optimal approach in [23] as it

allows us to take the fading characteristics properly into account. The computational

complexity of this estimator in (3.26) is dominated by the inversion of a matrix with

dimensions growing linearly with the number of chips. However, for the expression

with time-varying channel coefficients, the LMS or NLMS algorithm is subsequently

employed to estimate the tap values.

In this adaptive approach, the system begins with a coarse estimate of the channel

and the initial estimates are obtained with help from the continuous pilots tr(n).

The estimated channel derived from only pilots is unreliable and poor until the first

channel has been used. The impulse response vector is used to start the joint MAI and

ISI cancellation of (3.14), and compute Lm[xk(n)] for all users. At later iterations,

ỹ(n) = tr(n) +
∑k=1

K x̃(n) is passed into the CE to update each path. Thus, channel

information is refined with the combination of the pilot sequences and the updated

soft estimates. The advantage of the training sequence is that the CE is actually

trained at each time instant where the estimate is needed for detection.
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3.5 Soft-Rake CDMA Receiver Architecture

Most existing multiuser detection CDMA algorithms (e.g., [9]) usually operate at

symbol level, unlike the chip detection strategy in the IDMA system. The CDMA re-

ceiver is reformulated in a similar way to the IDMA receiver in Fig. 3.2 (a). Although

the chip detection strategy is developed for IDMA systems, it can be directly applied

to CDMA systems as well [83]. By doing so, CDMA is only a special case of IDMA

and the differences between them are illuminated. However, CDMA separates multi-

ple users using different spreading codes, which are random and differ from symbol

to symbol. In addition, CDMA places the interleavers between the despreaders and

decoders as in Fig. 3.2 (b), operating at the bit level, and are used to alleviate the

fading effect.

3.6 Simulation Results and Discussions

In this section, simulation results of the IDMA and CDMA architectures explained

in the preceding sections are presented under different simulation environments. The

performance of these architectures is tested with various adaptive algorithms, training

sequence approaches and channel conditions.

3.6.1 PIC versus SIC

The IDMA system employing K=4 users with equal power and Nb=512 randomly

generated information bits are encoded by a repetition encoder with L=8. After

scrambling and interleaving, the chips are modulated by a QPSK mapping, and then

linearly superimposed and transmitted over the AWGN channel. Fig. 3.6 shows the

BER results obtained using PIC and SIC of the uncoded IDMA system. The solid lines

and dashed lines represent the BERs obtained using the PIC and SIC, respectively,

after iterations 1, 2, 4 and 8. As the number of iterations and Eb/N0 increases the

PIC converges to the SIC. Iteration gains can be obtained with SIC even at the second

iteration, which is enough to achieve a BER greater than 10−4. However, PIC can

also reach this limit but after the fourth iteration. In other words, SIC needs less

iterations than PIC to reach the same performance, therefore, the behaviour of SIC

only differs from PIC with respect to the required number of iterations. However,
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Figure 3.6: Performance of uncoded PIC/SIC IDMA with different number of itera-
tions.

parallel processing is the reason for considering PIC in this thesis.

3.6.2 Performance Results over Time-invariant Channels

In this section, simulations have been performed to evaluate the performance of IDMA

and CDMA systems over time-invariant channels. The performance of IDMA and

CDMA systems over a 24-path fixed channel with exponentially decaying power profile

is shown in Fig. 3.7 for coded systems. In these simulations, there are four and eight

equal energy users, K= 4, 8, Nb=512, R=1/2 and L=8. Thus, the system throughput

is (K × 1/Ns × R) representing the overall bandwidth efficiency. It is assumed that

the channel is known at the receiver and 8 iterations were selected for both systems.

All the interleavers and spreading codes are independent and randomly generated.

It can be seen that IDMA and CDMA systems require a Eb/N0 of more than 6 dB

to achieve the BER of 10−4. The IDMA system performs the best in all cases with

different numbers of active users and the performance of long code CDMA is quite

close to the performance of the short code CDMA. The performance with K =4 for

high values of Eb/N0 is similar to the performance when there is no ISI and it requires
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Figure 3.7: The BER results of CDMA and IDMA over fixed known channel.

only a 1 dB improvement to get the same BER of 10−5. While in a highly user-loaded

scenario with K =8, the performance can be further improved by performing more

iterations or increasing the spreading gain. This improvement can be explained since

IDMA uses chip level extrinsic information instead of bit level information in CDMA

systems, which is more accurate and results from the spreading operation incorporated

into the algorithm.

In reality, the channel coefficients are unknown at the receiver and the equalization

process should be adaptive. Fig. 3.8 illustrates the performance of the IDMA and

CDMA receivers using LMS and NLMS algorithms over a multipath channel with im-

pulse response h(n) = [0.04,−0.05, 0.07, 0.21, 0.72, 0.36, 0.21, 0.03, 0.07]. This channel

has minimum phase characteristics and is widely used in the literature, e.g. [60]. Be-

sides the data symbols, a pseudo random QPSK training sequence of length 100

known to the receiver is multiplexed to form the transmitted signal. The same pre-

vious parameters are employed with four active users K=4. The adaptive constants

µ for the LMS and NLMS algorithms with M=12 were chosen empirically to be 0.01

and 0.03 with ǫ =10−6, respectively. Similar performance results that illustrate the

comparison between IDMA and CDMA are also visible in Fig. 3.7. Moreover, the
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Figure 3.8: BER comparison of CDMA/IDMA over unknown fixed channel using
different adaptive algorithms.

performance of the LMS algorithm is 3 dB away from the ideal case of the known

channel denoted as CSI. The performance using the NLMS algorithm is much closes

and is only 2 dB away from the CSI bound. These results can be justified as the LMS

algorithm exhibits the slowest convergence compared to the NLMS algorithm, which

shows rapid convergence properties. Therefore, the NLMS algorithm will be used in

the remainder of the thesis, unless otherwise stated, to track the dynamic nature of

the channel.

3.6.3 Performance Results over Time-varying Channels

In this section, the IDMA system is simulated over time varying channels with K=2,

4 equal power users, 1024 information bits and QPSK mapping. All active users

employ the same convolutional code with rate R = 1/2, and the repetition length

was L=8 chips per information bit. The interleavers and the pilot sequences are

generated randomly and independently with length 100 and 1024 QPSK symbols for

the multiplexed and continuous pilots approach, respectively. The results are obtained

using 4 to 8 iterations and the receiver has no knowledge of the delays. The simulated
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Figure 3.9: The performance of IDMA over time varying channel, Tc=10−4, Fd=10
Hz and adaptive parameters: (a) Mult. pilot (M , µ)=(8, 0.01), (b) Cont. pilot (M ,
µ)=(8, 0.01).

channels are modelled by utilizing Rician characteristics with a direct path and four

secondary paths resulting from bottom and surface reflections. The multipath spread

was 6 ms and the maximum Doppler frequency varied from 10 to 100 Hz. The value

of the Rice factor is chosen to be 2 for all simulations. The channel has a normalized

Doppler frequency Fd.Tc = 0.001 with a system load 4/12.

Fig. 3.9 presents the BER results after 5 iterations with the continuous pilots

embedding method. The results of the multiplexed pilot method are also included

for comparison. It is seen that the pilot assisted method loses very little performance

compared to the case of a continuous pilot method at high values of Eb/N0. The

two methods have the same performance at low Eb/N0. However, the system with

continuous pilots transmits each packet in a shorter time duration. Therefore, the

proposed pilot is more bandwidth efficient than the multiplexed pilot schemes. All

the adaptive parameters are indicated in Fig. 3.9.
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Figure 3.10: The performance of IDMA over different fading rate, the system param-
eters: (a) slow fading rate (Tc, Fd, M , µ)=(10−6, 100 Hz, 8, 0.001), (b) fast fading
rate (Tc, Fd, M , µ)=(10−4, 10 Hz, 8, 0.01).

For both slow and fast fading channels, the results of continuous pilot based CE

are shown in Fig. 3.10 with normalized Doppler frequency Fd.Tc= 0.0001 and Fd.Tc

= 0.001, respectively. The total performance degradation incurred by an adaptive

NLMS CE depends on the actual fading rate and on the deviation of the adaptive

constant. The performance of the scheme with a slow fading rate is better than the

performance with a higher fade rate. The performance degradation is about 2 dB at

a BER of 10−4. However, the performance of the CE with continuous pilots is limited

by the energy of the training chips. In addition, increasing the number of users will

reduce the convergence speed of the NLMS algorithm compared to the scenario with

no interference due to an increased input energy. The CIR estimates and the actual

channel with Fd.Tc = 0.001 for paths 1, 2 are illustrated in Fig. 3.11 for the first 4000

chips with the corresponding MSE. The plot shows how the simulated channel varies

with time and how the estimated taps coefficients are close to the simulated ones.
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Figure 3.11: Channel tracking performance using continuous pilot of paths 1, 2 and
MSE over a five-path fading channel at FdTc = 0.001.

3.7 Summary

In this chapter, two different T-MUDs both employing spread spectrum techniques,

are examined for reliable communication over different channels. By interleaving

chips differently for different users, the IDMA system outperforms CDMA slightly in

terms of BER performance. Furthermore, a time-domain CE and phase correction
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scheme that are suitable for integration in turbo IDMA and CDMA architectures

are developed in Section 3.3.2 using two different pilot methods. The semi-blind CE

schemes adapt the filter coefficient at chip rate and are capable of tracking rapid time

variations of the channels. In Section 3.3.2.1, two different adaptive algorithms, LMS

and NLMS, are used to estimate the channel parameters with low computational com-

plexity. The adaptive estimation was significantly refined by using either multiplexed

pilots or continuous pilots and soft feedback symbol estimates after channel decoding.

Since pilot symbols are transmitted along with the data, tracking using continuous

pilots in Section 3.4 was found to be more bandwidth efficient and the performance

was shown to be a better technique than the conventional pilot-based approach. In

addition, the SIC performance only differed from PIC with respect to the required

number of iterations. Further investigation is required to enhance the reliability of

the proposed algorithm particularly in highly dynamic mediums.
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4.1 Direct Adaptation Based Turbo Architectures

4.1 Introduction

THE realization of a robust receiver that constantly tracks the channel is difficult

due to the dynamics of multipath arrivals, causing severe ISI. Unfortunately,

for sound channels, which significantly vary over symbol duration, proper CE becomes

very difficult at low probability of intercept. Chip-level DFE can have better immu-

nity against the spectral channel characteristics, reduce the noise enhancement effect

and also give the forward filter greater flexibility in handling ISI. In this chapter,

the principles of direct adaptive techniques are extended to the context of downlink

IDMA transmissions. Since IDMA is a variation of CDMA but with long random

chip interleavers, IDMA detection methods are introduced to the CDMA systems to

improve performance. These direct adaptive turbo receivers for IDMA and CDMA

systems utilizing coherent detection, joint chip-level DFE and turbo IC detectors,

are investigated under different channel conditions, where all the users’ signals are

distorted by the same multipath channel.

In addition, the convergence behaviour of the proposed detectors over unknown

time variant channels is evaluated with the help of EXIT charts. However, the conver-

gence property of T-MUDs is not only related to its architecture and channel condi-

tions, but also related to the system parameters. Specifically, the mutual information

exchanges between the MUD unit and channel decoders can further provide infor-

mation on the interfering users’ signals and the correct selection of such significant

parameters. The impact of these parameters, e.g., the user number, the spreading fac-

tor, different code memory lengths and the block length, can be easily analyzed with

EXIT charts to obtain a better understanding in the design of successful T-MUDs.

An overview of the proposed IDMA/CDMA receivers is presented in Section 4.2 and

Section 4.4, respectively, based on MMSE criterion and using two different training

methods. Channel coding and spreading trade-off are explained in Section 4.5, and

Section 4.6 introduces the EXIT chart principles. Our simulation results and EXIT

chart analysis are presented in Section 4.7, followed by the summary in Section 4.8.
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Figure 4.1: Adaptive DFE-IDMA receiver architecture

4.2 Chip-level DFE-IDMA Receiver Architecture

The receiver operations consist of an acquisition stage, an adaptive DFE joint phase

tracking stage, a cancellation process stage and channel decoding. A block diagram

of the receiver is presented in Fig. 4.1. In the original IDMA receiver, the soft Rake

and interference cancellation (IC) concepts are combined, which allows each arriving

multipath signal to be individually detected and summed to recover the K users’

bits, respectively. The iterative receiver, instead of treating the interfering users

as background noise, exploits the signal structure to perform joint detection for all

users’ data by using knowledge of the interfering users. The IC unit employs a low

cost chip detection strategy which avoids matrix operations [9] or conventional MAP

detection [65], and applies only IC in contrast to the MMSE filtering utilized in

CDMA [9].

4.2.1 Optimal Chip-level DFE

A chip level DFE block diagram is depicted in Fig. 4.1. The optimization of the FIR

filters is performed through minimization of the MSE, e(n) = ỹ(n) − ŷ(n), which

is determined in the decision-directed mode as the difference between the output of

the equalizer ŷ(n) and the reconstructed MAI transmitted signal ỹ(n) of a feedback
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decision device. The minimization problem of the cost function J(n) can be stated

as [29, 84]

J(n) = min
ŵf (n),ŵb(n)

E{|e(n)|2}, (4.1)

where the ŵf(n) = [w0(n) · · ·wMf
(n)]T and ŵb(n) = [w−1(n) · · ·w−Mb

(n)]T are the

complex-valued tap-weight vectors of the feedforward (FF) and feedback (FB) filters,

withMf andMb taps, respectively. The symbol estimate output from a DFE structure

can be given as

ŷ(n) = ŵH
f (n)uf(n) + ŵH

b (n)ub(n), (4.2)

where the uf(n) = [r(n+Mf) · · · r(n)]T and ub(n) = [ỹ(n−1) · · · ỹ(n−Mb)]
T are the

contents of the FF and FB equalizers during the n-th transmitted symbol, respec-

tively. By assuming that the noise variance σ2 and channel coefficients h are known

and constant, i.e. hp[n] = h for all p. The optimal MMSE-filter coefficients under the

correct feedback decisions can be computed as [85]

ŵf,op(n) = (HfV̂HH
f + σ2I)−1hc, (4.3)

where Hf is the channel convolution with the form

Hf =











h0 h1 · · · hP−1 0 · · · 0

0 h0 h1 · · · hP−1 0
...

...
. . . 0

0 · · · 0 h0 h1 · · · hP−1











, (4.4)

the V̂ is a (Mf + P )× (Mf + P ) diagonal matrix, where the first (Mf + 1) diagonal

elements are 1 and the remaining (P − 1) diagonal elements are 0. The hc is the

(Mf +1)-th column of Hf , and I is the identity matrix with dimension (Mf +1). The

corresponding filter coefficients of the FB are

ŵb,op(n) = −HH
b ŵf,op(n), (4.5)
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where Hb is the (Mf + 1)×Mb matrix

Hb =


















... 0 0

0
... · · ·

hP−1 0
...

... hP−1

h2
...

. . .

h1 h2 · · · hP−1 0 · · · 0


















. (4.6)

From the (4.5) and (4.6), the only first P − 1 elements of Hb(n) are non zero, thus,

the length Mb does not need to be larger than P − 1. Repeated matrix inversions

would be necessary if the channel was non stationary, so the approach would also

be expensive computationally. However, the advantage of this technique can be well

approximated by an adaptive FIR filters.

4.2.1.1 Adaptive chip-level DFE

In most practical applications, due to the time varying nature of the communication

channels, the filters’ coefficients should be estimated in a recursive manner in order to

track changes of the phase and channel response. The recursive algorithm is obtained

by performing the differentiation with respect to the parameters of interest and setting

the gradients to be equal to zero. Therefore, the MSE minimization with respect to the

filter tap weights and carrier phase in (4.1) can be simplified by employing an iterative

procedure using a stochastic gradient algorithm. The LMS/NLMS algorithms are

used to resolve the minimization problem as [81]

ŵf (n+ 1) = ŵf(n) +
µf

δ + ‖uf(n)‖2
uH
f (n)e(n)e

ˆ−jφ(n), (4.7a)

ŵb(n+ 1) = ŵb(n) + µbu
H
b (n)e(n), (4.7b)

where φ̂(n) is a phase correction parameter, 0 < µf < 2 and 0 < µb < 2/||ub(n)||2 are
the step-size adaptation constants, δ is a small positive constant employed to avoid

numerical instabilities, (.)H is the Hermitian transpose operator, and ‖uf (n)‖2 is the
Euclidean norm of the FF filter input vector.

68



4.2 Direct Adaptation Based Turbo Architectures

An equalizer can compensate for phase variations introduced by the multipath

channel, but this is not the case especially in underwater communications, where the

residual carrier frequency offset causes equalization tap rotation and missadjustment

may eventually cause the taps to diverge. Therefore, proper equalization operation

requires a phase compensator [1]. The phase update is optimized jointly using a first

order PLL [82]

φ̂(n+ 1) = φ̂(n) + aε(n), (4.8)

where a is a positive adaptation constant, and ε(n) represents the phase error mea-

surement, defined as

ε(n) = Im{ỹ∗(n)ŷ(n)}, (4.9)

where Im{.} refers to the imaginary part and (.)∗ represents the complex conjugate

operation. After phase correction, the output of the DFE is computed as

ŷ(n) = ŵH
f (n)uf(n)e

ˆ−jφ(n) − ŵH
b (n)ub(n). (4.10)

In addition, the recursive nature may sometimes cause problems such as error

propagation if the training sequence is not used and the approach without a training

sequence is only possible once the eye is initially wide open. However, the desired

signal ỹ(n) in the training mode is precisely known and the error signal is written as

e(n) = tr(n)− ŷ(n), (4.11)

where tr(n) is the training sequence, which is common for all users. It is worth

mentioning that, although the error e(n) contains the signals of all users including

the desired one, the equalizer does not suppress them due to the common propagation

channel in the forward direction.

4.2.1.2 Feedback ISI Canceller

The estimate of future data symbols, as well as past symbols, of the previous stage

can be utilized to further improve the feedback ISI cancellation process as in [84,86].

In such approach, the impulse responses hf and hb of the FF filter and the FB filter,

respectively, must satisfy the condition

hf = Ch
p , −P ≤ p ≤ −1, (4.12)
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hb = Ch
p , 1 ≤ p ≤ P, (4.13)

in which the autocorrelation channel function Ch
p defined by

Ch
p = hhp =

∞∑

i=−∞

hih
∗
i−p. (4.14)

However, in the absence of significant pre-cursor arrivals in the CIR and assuming

that the length, Mb, of the FB filter is equal to or greater than the channel dispersion

P , post-cursor ISI due to the previous symbols, Î(n), can be completely removed as

Î(n) = ŵH
b (n)ub(n), Mb ≥ P. (4.15)

Thus, the optimum choice of filter length greatly depends on the shape of the

CIR. Under the assumption that all detected symbols are correct, then given perfect

knowledge of the ISI structure, all the pre-cursive and post-cursive ISI could be can-

celled exactly without any noise enhancement. In practical situations, the FF and

FB filters have different lengths and large filter lengths may be required to achieve

satisfactory implementation of the FF and FB filters. The exact selection of Mf and

Mb is explained later in Section 5.6.1.1.

4.2.1.3 Error propagation problem

In general, the chip level DFE produces errors due to the fact that the DFE is a

non-linear device and has been designed under the assumption that the delay hard

feedback decisions are correct, which is not the case in practice. Therefore, error

propagation can occur due to uncorrelated errors of the decision detector or decoders

that result from the combinations of noise and residual ISI/MAI. Moreover, due to

decision delays and modelling errors over the observation intervals, the fading rate

results in prediction errors.

An erroneous decision tends to propagate and cause a burst of errors in future

symbol decisions. This effect becomes a major impairment to the equalizer behaviour

in UACs and the performance will degraded relative to the optimal DFE. In practice,

iterative DFE and powerful coding techniques are needed to achieve low bit error

rates under severe multipath conditions. The soft estimations explained in Section

4.2.3 rather than the hard, are required to avoid unreliable adaptation.
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4.2.2 Chip-level IC Detector

Iterative detector is used to separate the equalized mixed signal ŷ(n) coming from

the DFE and decode the transmitted data from each of the users. The IC stage is

developed from the IDMA concepts described in [8]. One of the key advantages of

this concept is the inherent output of reliability information, which helps to reduce

error propagation in the DFE efficiently. The DFE does not heavily depend on the as-

sumptions regarding the statistical properties of the input signal and its performance

in the absence of decision errors is comparable to that of a ML sequence estimator [1].

Assuming that the adaptive equalization is ideal, we may express the soft output ŷ(n)

as

ŷ(n) = xk(n) + ηk(n), (4.16)

where

ηk(n) =

K∑

k′=1, k′ 6=k

xk′ (n) + w(n), (4.17)

consists of MAI and the noise signal present in ŷ(n) with respect to user k. If we

assume xk(n) is an independent and identically distributed (i.i.d) random variable, the

remaining interference ηk(n) with respect to user k can be approximated by a Gaussian

random variable. Due to the central limit theorem this approximation is sufficiently

good especially for a large number of users. However, the Gaussian approximation

of the distortion term may be inaccurate as the number of users becomes small.

Nevertheless, the benefit of less interference generally offsets the problem due to

inaccurate interference modelling [87]. Therefore, ŷ(n) can be characterized by a

conditional probability density function. The LIC [.] of the real part, xI
k(n), of xk(n)

can be estimated as

LIC [x
I
k(n)] = log

(
Pr[ŷI(n)|xI

k(n) = +1]

Pr[ŷI(n)|xI
k(n) = −1]

)

= log







exp [−{ŷI(n)− E[ηIk(n)]− 1}2
2V ar[ηIk(n)]

]

exp [−{ŷI(n)− E[ηIk(n)] + 1}2
2V ar[ηIk(n)]

]







=
2{ŷI(n)− E[ηIk(n)]}

V ar[ηIk(n)]
.

Thus,

LIC [x
I
k(n)] =

2{ŷI(n)− E[ŷI(n)] + E[xI
k(n)]}

V ar[ŷI(n)]− V ar[xI
k(n)]

, ∀k, n, (4.18)
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with

E[ŷ(n)] =

K∑

k=1

E[xk(n)], ∀n, (4.19)

and

V ar[ŷ(n)] =

K∑

k=1

V ar[xk(n)] + σ2
w, ∀n, (4.20)

where E[.] and V ar[.] represent the mean and variance, respectively. The noise w(n)

is not available and is replaced by the error signal of (4.11). Therefore, an estimate

of σ̂2
w can be obtained by time averaging the squared error

σ̂2
w = σ2

e = E[|e(n)|2]. (4.21)

Furthermore, the LIC [.] of the imaginary part, xQ
k (n), of xk(n) can be computed

in a similar manner as the real part xI
k(n). The a priori means and variances of the

transmitted signal xk(n) are also required, which are calculated as in [9] based on the

chip feedback information Ldec[xk(n)], that is

E[xI
k(n)] =

Pr[xI
k(n) = +1]− Pr[xI

k(n) = −1]

Pr[xI
k(n) = +1] + Pr[xI

k(n) = −1]

=
exp {xI

k(n)} − 1

exp {xI
k(n)}+ 1

= tanh{Ldec[x
I
k(n)]/2}, ∀k, n,

(4.22)

and

V ar[xI
k(n)] = 1− {E[xI

k(n)]}2, ∀k, n, (4.23)

according to [8], the term {ŷI(n) − E[ηIk(n)]} is the soft-interference cancellation

step for chip n. In general, very large LLRs values may cause divergence of the

iterative detection, while the decrease in e(n) with time and very small LLRs cause

the detection process to converge slowly and the impact of the decision feedback error

vanishes iteratively. Therefore, to avoid instability caused by the positive feedback

during an iterative operation, the a priori information of xk(n) should not be used

itself. For this reason, during detection the a priori mean E[xk(n)] and V ar[xk(n)]

in (4.22) and (4.23), respectively, are used.
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4.2.2.1 PIC based IC detector

The detection/decoding algorithm can be carried out by a PIC. For the detection

process in (4.18)-(4.23), the de-correlating and decoding operations can be carried out

simultaneously for all users to update the a priori information for the next iteration.

Alternatively, the same set of equations may be utilized using a successive interference

cancellation (SIC) scheme. In the case of the SIC algorithm, the operations are carried

out on a user-by-user basis and the means and variances of interference are partially

updated after the decoding of user k is completed. In an optimal manner and with

Rake reception, the details of these schemes with and without channel coding are

presented in [76] and [83], respectively. Moreover, the comparative performance in

Chapter 3 demonstrated only a small difference between these schemes in terms of

bit error rates when the scrambling code is used. However, if all signals from separate

users are received with equal power levels, and due to the short processing delay

present irrespective of the number of active users, the PIC is preferred in practice. In

contrast, the SIC has long processing latency, which is proportional to the number of

active users.

4.2.3 Soft Estimation Based Turbo Architectures

Equalization and detection requires spread and modulated chips to improve the ISI re-

jection iteratively. The extrinsic information Ldec[xk(n)] is subtracted from LIC [xk(n)]

before being used as input to the soft/hard mapper and IC detector. Thus, the out-

puts x̃I
k(n), x̃

Q
k (n) of the chip detector can be used to form QPSK symbols as (3.37)

and (3.38). If the regeneration and cancellation of interfering user signals use hard

feedback decision functions, the interference may increase from the error propagation

of incorrect chips. Therefore, the hard chip decisions are replaced by soft decisions

of (3.37), because an error in the feedback decisions will propagate in subsequent

iterations and the performance of the adaptive process regresses due to this error-

propagation.

In addition, the soft approach decreases the probability of error propagation in

the feedback decisions and gradually improves system performance in terms of BER

and tracking ability. Due to the absence of error propagation, the soft device tends

towards the hard limiter at very high SNRs and hard mapping is considered to be

optimal in this case.
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4.2.4 Joint Chip-level DFE and IC Detector Operation

Joint adaptive multiple access systems using error correcting codes are considered to

be serially concatenated systems, in which the adaptive detectors take the role of the

inner decoder, and the decoders take the role of the outer decoder. The iterative

receivers effectively exploit the a priori information of coded symbols, to repeat the

equalization and improve their convergence performance.

In the training mode, the signal ỹ(n) in (4.10) represents the known training

symbols, tr(n), so that equalizer coefficients, ŵf(n) and ŵb(n), are initially derived

from correct decisions in order to speed-up the convergence of the algorithm. However,

in the decision-directed mode, there are no Ldec[xk(n)] values at the first iteration from

the single-user detectors, therefore, the input of the FB filter is not available. In order

to overcome this problem, the hard limited ŷ(n) can be used for the initial input of

the FB filter. At that time, the MSE is used as follows

e(n) = sgn{ŷ(n)} − ŷ(n). (4.24)

The equalized soft symbols ŷ(n) during iterative interference cancellation, are given

to the IC and the LLRs for each user are obtained using (4.18), where the initial

prior information is zero. The extrinsic information is processed by the deinterleavers

and the despreader blocks. The decoders generate the bit-level extrinsic LLRs, which

are also processed by the interleavers and spreaders. In the next iteration, the new

a priori information is given to the DFE and the IC, to improve the ISI and MAI

cancellation. The newly obtained extrinsic information is mapped according to the

decision function and the corresponding constellation points to form new decision

symbols x̃k(n), which are summed to form ỹ(n) =
∑K

k=1 x̃k(n) and fed to the FB

filter. As a result, the estimation of the information of interference can be refined, and

the reliability of these new symbols increases with the number of iterations, which

in turn helps to reduce the error propagation in the DFE and completely remove

residual ISI and MAI. Finally, the output of the decoders are hard limited to form

the reconstructed data symbols d̂k(n).

During the decision-directed mode, ŵf(n) and ŵb(n) are adapted using the com-

mon error signal, e(n), given by (4.7); the initial estimates of the carrier phase can be

obtained from the training sequence during training mode, and the phase estimation

error is estimated using (4.9). However, since the expected values of the a priori
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information vary with time and iteration, the filter coefficients also change to track

the channel variability.

4.2.5 Partial knowledge detectors

It is an important issue to design the user end without needing to know the other

users’ parameters. In RF wireless communication, a time reversal (TR) technique is

used by [88] with Time-division duplexing (TDD) to develop a simplified downlink

transmission. The technique is similar to the pre-Rake operation used in CDMA

for alleviating ISI. By exploiting the weak correlations of fading channels for differ-

ent mobiles, it is helpful to alleviate the interferences. TDD mode is employed to

share common channel information and simplify user mobile design; however, perfect

channel knowledge is required at the receiver, which is not realistic in practice.

The MMSE multiuser detectors can be adapted blindly without the knowledge

of interfering spreading codes. Adaptive forms of these detectors are among the

most likely candidates for practical application of MUD. However, as the mobile

receiver usually only has knowledge of its own interleaver pattern or spreading code,

equalization techniques relying on IC or decision feedback cannot subtract a sufficient

amount of interference to yield an acceptable performance, especially with increased

number of active users. The performance gain in terms of BER is quite significant and

the best performance is achieved by a detector employing knowledge of all interleaver

patterns. Therefore, in order to avoid performance degradation, near-far resistant or

MUD can be used [66]. In the uplink direction, a common MUD is shared by all users

and a bank of DFEs is the possible choice for these receivers, where the channel at the

base station is different for every user. Therefore, in order to cancel the interference,

knowledge of all user parameters, such as timing and power levels, is required so that

users can be separated by means of the different interleavers and different training

code. An individual MUD is required for each user in the downlink. At each iteration,

a chip level receiver minimizes the MSE according to the available information, which

makes the receiver robust in some cases to the presence of unknown codes.

In Section 5.6.2, the partial knowledge of the interfering users is successfully ex-

ploited and used to design partially blind detectors. The performance loss in a blind

detector is also evaluated quantitatively as compared to MUDs with full knowledge.
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4.2.6 Complexity Issues and Channel Decoding

The adaptive receiver differs from conventional IDMA [8], in that the impairments

caused by ISI due to multipath propagation effects are processed via an adaptive

DFE, and the soft signal ŷ(n), as well as, signals originating from different users’ de-

coders are utilized by the IC to remove MAI. The computational cost of the proposed

receiver includes reconstructing the channel symbols using the DFE filters, cancelling

the interference and channel decoding. The related complexity of the proposed re-

ceiver per user is linear in the number of taps O(P ), regardless of user number K.

In contrast, the complexities of the iterative receivers employing MMSE filtering and

optimum detection are O(K2) and O(2K), respectively [7–9]. The computational

complexity comparison with standard IDMA is detailed in Section 5.7.1. In addition,

the required signal processing in underwater communication is often complex due to

the physical channel characteristics, which are expected to be of considerable length.

Therefore, efficient adaptive algorithms with low complexity are required to achieve

the reduction in complexity and improve tracking properties by adjusting receiver pa-

rameters. The best choice of adaptive algorithm may change on a packet-by-packet

basis and low cost algorithms are less able to decode highly distorted data than other

complex algorithms. In this work, LMS and NLMS offer reasonable performance at

a tremendous computational saving over RLS. Moreover, in many UACs, the rever-

beration time may cover tens of symbols, thus making the complexity of the adaptive

receiver so large that real time detection becomes impractical.

The decoders calculate the extrinsic LLRs for each bit by exploiting the code

structure as well as LIC [xk(n)]. The convolutional decoding process is based on the

widely known BCJR algorithm [89]. The BCJR algorithm provides excellent decoding

results, but with higher complexity because of K independent decoders. Therefore,

reducing the complexity using a switching strategy such as the one proposed in [90]

can balance the complexity and performance of such receivers.

4.3 Continuous Pilot Based DFE-IDMA Receiver

Practical adaptive implementations of the chip receivers that can track fast fading

multipath channels are not straightforward since no continuous training chip sequence

is available. The availability of the continuous pilot signal in Fig. 4.2 enables the
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continuous updating of the equalizer parameters to track the channel changes in fast

fading mediums. The differences compared to DFE-IDMA with multiplexing pilots

are briefly discussed below.

4.3.1 Adaptive DFE Equalization

The forward filter processes the received samples, and ISI at the combiner output is

suppressed by the output of a feedback filter fed by the soft estimated multiuser sym-

bols. The filter coefficients are derived from the pilot sequence at the first iteration.

Thus, the input of the FB filter can be written as

ỹ(n) = tr(n) +
K∑

k=1

x̃k(n) = tr(n), (4.25)

and this sequence is removed from the equalized received signal ŷ(n) before any further

processing to form z(n) as

z(n) = ŷ(n)− tr(n). (4.26)

Moreover, the adaptive algorithm with one stage continuously update the tap weight

vectors based on the error signal between the equalized symbols and reconstructed

MAI signal at each instant n.

4.3.2 Chip-level IC Detector

The LIC [.] of the real part xI
k(n), of xk(n) can be estimated as

LIC [x
I
k(n)] =

2{zI(n)− E[zI(n)] + E[xI
k(n)]}

V ar[zI(n)]− V ar[xI
k(n)]

, ∀k, n, (4.27)

where E[z(n)] and V ar[z(n)] are defined as (4.22) and (4.23), respectively. When the

estimated user chips are very reliable and close to the transmitted data, the multiuser

chips are equal to their transmitted values. The proposed approach is applicable in

the uplink direction like multi-layer IDMA [23], where the channel at the base station

is different for every user. Therefore, in order to cancel multi-layer interference,

knowledge of all layers is advantageous and the layers can be separated by means

of different interleavers and common code. However, extra operations need to be

introduced to handle the continuous training sequence contribution in comparing
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Figure 4.2: Adaptive DFE-IDMA receiver architecture with continuous pilots.

with the conventional concept.

4.4 Adaptive DFE-CDMA Receiver

In the last few years, downlink CDMA receivers have been the subject of an intensive

research effort. The use of hypothesis feedback in [3, 32] can be very effective in

mitigating ISI in a single user scenario, but for CDMA downlink, the hypothesis for

all users should be included and that it is extremely complex. Chip level equalization

has been proposed in [91, 92] using non-iterative two-stage equalizer structures that

consists of linear equalization and DFE as a second stage. The same receiver structure

in [93] with MMSE criterion and decoding units is compared to the conventional

MMSE channel equalization. Moreover, DFE based CDMA with short spreading

codes is proposed in [29] and with long scrambling codes in [94], whereas linear

receivers are investigated in [91]. Most of these receivers have been used for known

channels and operate at the symbol level.

The proposed adaptive DFE-CDMA receiver is formulated in a similar way to

the DFE-IDMA receiver in Fig. 4.1 and Fig. 4.2, by exchanging the order of I and

S as in Fig. 3.2 (b). CDMA separates multiple users using different scrambling

codes, which are random and differ from symbol to symbol. The proposed sub-
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optimal DFE-CDMA receiver relies on the chip detection approach and avoids matrix

operations [9], which are needed to handle the correlation among the user specific

sequences. Therefore, the complexity reduction is greatly reduced when compared

with other sub-optimal and optimal detection approaches.

4.5 Channel Coding and Spreading Tradeoff

In general, wide-band transmission is more robust against noise or fading problems

and the spreading gain is directly proportional to the system bandwidth. However,

due to the limited availability of bandwidth in underwater channels increasing the

spreading gain to achieve better performance is not efficient. Therefore, in order to

maintain a high data rate, spreading sequences of a short length are more desirable.

Moreover, as this is a multiuser scenario, each signature sequence must have both

good auto-correlation and cross-correlation properties.

The trade-off between channel coding and spreading is another important param-

eter to maximize capacity. The optimal multiple access channel capacity is achievable

only when the entire bandwidth expansion is devoted to coding. This suggests com-

bining the coding and spreading operations using low-rate codes to maximize coding

gain. The receivers in combination with very low rate will benefit from the additional

coding gain and the added redundancy protects the bits from the errors resulting

from the channel. However, the bandwidth expansion is undesirable since the sys-

tems imposed by spreading codes decrease the obtainable system capacity, and the

choice of spreading codes represents a poor case of coding. Additionally, more uni-

form performance among the users is available using most of the bandwidth expansion

for more sophisticated coding schemes [6, 95]. System design based on coding, thus,

provides an efficient use of the limited bandwidth in a multiuser underwater acoustic

system [96]. However, one may argue that the potential is greater for systems using

only channel coding for bandwidth expansion.

On the other hand, unlike IDMA, the separation of users in CDMA systems

without the spreading operation is not feasible. In fact, lower complexity codes such as

repetition codes or convolutional codes have been preferred in almost all publications

on turbo multiuser detection. However, the optimal bandwidth allocation and coded

spread spectrum are the subject of on-going research for shallow water networks.
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4.6 Analysis of T-MUD Architectures

The concept of EXIT charts was introduced in [33] as a semi-analytical technique.

The substantial technique advantages are to examine the convergence properties and

trace the evolution of different receivers’ parameters through multiple iterations. The

analysis relies on computing the mutual information of the two major components,

MUD and decoding blocks, which are denoted by I im, I
o
m and I id, I

o
d , respectively.

The inputs of the detector are the received channel impaired signal, r(n), and a

priori information in the form of LLRs, Ldec[xk(n)]. The output is the extrinsic

information, Lm[xk(n)]. The decoder has a single input, Lm[xk(n)], which is the a

priori information, and outputs extrinsic information, Ldec[xk(n)].

Since the output of the detector is the input of the decoding components, both

non-linear transfer functions, Iom = Tm[I
i
d, Eb/N0, ĥ(n)] and Iod = Td[I

i
d] are drawn

in the same chart with coordinate axes (I im, I
o
m), (I

i
d, I

o
d), where the indexes i and o

refer to the input and output respectively. These functions are mapping from input

extrinsic information to output extrinsic information, and measure the improvements

of the LLR transformations as each block takes LLRs as input and output. However,

the input LLRs to the modules are not known, and they are modelled as independent

Gaussian variables. During iterations the mutual information points for both blocks

forms a detection trajectory and are evaluated independently in a separate process.

This process reaches a saturation point, when no innovation can be gained from the

modules and the two characteristics intersect in this case. Then, histograms can

be used to numerically represent the output probability density function (PDF) and

the analysis of these histograms after each iteration provides enough information to

predict the convergence behaviour of the iterative system.

4.6.1 Mutual Information Measure

The performance of the receiver components can be evaluated using several measures.

The most effective measure is the mutual information, which can be defined between

two random variables as [97]

I(X ;Lm) =
1

2

∑

xk∈±1

∫ ∞

−∞

p(l|xk) log2(
2p(l|xk)

p(l|xk = −1) + p(l|xk = +1)
) dl. (4.28)
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Figure 4.3: Simulation setup for generating transfer function of the joint spreader
and decoder.

The symmetry property, p(l|xk = +1) = p(−l|xk = −1), holds for any linear code

decoded by APP, and the consistency property, p(l|xk = +1) = p(−l|xk = +1)exp(l),

is satisfied when the output LLRs are accurately computed. If these properties are

combined with (4.28), a simple approach to evaluate the mutual information can be

obtained as

I(X ;Lm) = 1−
∫ ∞

−∞

p(l|xk = +1) log2(1− e−l)dl, (4.29)

which can be closely approximated by the time averages and obtain

I(X ;Lm) ≃ 1− 1

N

N∑

n=1

log2(1 + exp−Lm[xk]), (4.30)

where N is the total number of LLRs, Lm[xk] [98].

4.6.2 EXIT Charts for Decoding Unit

The transfer function of the decoding unit, Iod = Td[I
i
d], maps the input extrinsic

information I id of Lm, into output extrinsic information Iod of Ldec. This transfer

function of the joint decoder and spreader is generated using the setup shown in

Fig. 4.3. Independent data is encoded using a convolutional encoder and then spread

using a simple scrambling repetition code. The input LLRs, Lm[xk], to the system are

modelled as independent Gaussian variables with probability density function p(l|xk)

and variance σ2/2. The variance is chosen to match a given input mutual information
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value I id such as

σ = J−1(I id), (4.31)

where J is monotonically increasing function and thus invertible. With this trans-

formation, I id = 0 represents no reliability information, while I id = 1 represents exact

knowledge of associated bits. Fig. 4.4 illustrates the variation of mutual information

with the variance. After the decoder, the soft extrinsic output symbols are fed to the

sink where the mutual information is computed as

Iod ≃ 1− 1

N

N∑

n=1

log2(1 + exp−Ldec(xk)), (4.32)

The specific value of Iod in the range [0, 1] characterizes the quality of the output LLRs

of a receiver component. Despite the fact that the LLRs are assumed to be Gaussian

distributed, the analysis can also be successfully adopted in multiuser CDMA receivers

over multipath channels, where the output of the detector can not be accurately

approximated with Gaussian variables [97].

4.6.3 EXIT Charts for MUDs

For the CE based MUD receiver, the system setup used for obtaining the extrinsic

information transfer function, Iom = Tm[I
i
d, SNR, ĥ(n)], is shown in Fig. 4.5. The

function maps the input extrinsic information, I id of Ld, into output extrinsic infor-

mation, Iom of Lm, for given channel conditions. The MUD function changes at each

iteration, and depends on the variance, channel realizations and other users’ priori

information. In the setup, the users’ data and pilots are generated randomly, summed

after QPSK mapping and sent through the channel. In addition, for each of the users’

coded symbols, the LLRs are generated and mapped to soft symbols before being sent

to the channel estimation as a priori information. The a priori information of the CE

inputs may be generated independently from the code being used or the decoders.

However, the CE and detector are not considered as a single unit as in most previous

work and the analysis would involve simultaneous activations of the CE and detec-

tor. In contrast, the extrinsic information in the DFE-IDMA receiver is exchanged

only between the direct adaptive DFE-IC detector and the decoding blocks. Fig. 4.6

describes the system used to generate the EXIT chart of the direct form DFE-IC

detector.
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Figure 4.6: Simulation setup for direct form DFE-IC multiuser detector.

4.7 Simulation Results and Discussion

The different receivers of IDMA and CDMA systems are investigated under different

parameters and then compared under various scenarios in terms of bit error rates. The

simulation results are performed for the forward link of a DFE based IDMA/CDMA

system with 2 and 4 active equal power users using QPSK modulation. The informa-

tion of 512 bits is encoded with a R=1/2 convolutional code with polynomials g=[23,

35]8 and spread by a length 8 scrambling repetition code. Both the continuous and

time multiplexing pilots are generated randomly and the length of the multiplexing

pilot sequence was a 100 chips complex sequence. The results are obtained by 4 to 8

iterations and the Doppler shift compensation is assumed correctly, which simplifies

the received signal. All simulation results are carried out on the simulated channels,

which are modelled by utilizing Rician characteristics and long multipath spread. The

value of the Rice factor is chosen to be 2 for all the simulations and the system pa-

rameters are given in the figures. The multipath spread was 3 ms and the maximum

Doppler frequency was between 10 and 100 Hz. Identical system configurations are

kept for a fair comparison.
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Figure 4.7: Performance comparison of DFE-IDMA, long code DFE-CDMA and short
code DFE-CDMA with FdTc=0.001, system parameters: (Mf , Mb, µf , µb) = (6, 6,
0.001, 0.001).

4.7.1 Performance of DFE-IC Based Receivers

The performance of DFE-IDMA is depicted in Fig. 4.7 with other CDMA forms, long

code DFE-CDMA and short code DFE-CDMA. The users’ spreading sequences in

the investigated CDMA systems are randomly generated and they remain the same

for all symbols in short code DFE-CDMA, whereas they vary for different symbols

in long-code CDMA. The plot shows that the proposed approach can also detect as

well CDMA signals and DFE-IDMA performs best in all cases with different number

of users due to long period of chip interleavers, which is more effective in highly

correlated systems with severe ISI and MAI than the bit level interleavers in CDMA

systems. By employing the adaptive DFE-IC technique and despite of its simplicity,

both DFE-CDMA forms in Section 4.4, can achieve performance close to that by DFE-

IDMA. In the high values of Eb/N0 and with a relatively small number of iterations,

the BERs of all systems with K = 4 converge to the K = 2 performance. Moreover,

the adaptive equalization can provide better performance by suppressing MAI, which

is the major distortion factor.
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Figure 4.8: DFE-IDMA performance with different Doppler spreads and K = 2,
system parameters: (a) Mult. pilot (Mf , Mb, µf , µb)= (8, 8, 0.01-0.001, 0.001-0.0001),
(b) Cont. pilot (Mf , Mb, µf , µb)= (8, 8, 0.01-0.005, 0.01-0.005).

4.7.2 Performance using Different Pilots Schemes

Fig. 4.8 shows the BER versus the SNR of the proposed receiver using a five multi-

path time-variant channel with different normalized Doppler spreads. The maximum

Doppler frequency is normalized to the chip rate. It is evident that the performance

of continuous pilot based equalization remains reasonable over a large range of nor-

malized Doppler spreads. In contrast, the performance of the conventional approach

deteriorates for a normalized fade rate FdTc=0.01, where the adaptive algorithm with

the absence of continuous pilots has difficulty tracking the variation of the channel.

Fig. 4.9 also highlights the performance gains of the continuous pilot based DFE-

IDMA receiver, where the continuous pilot approach needs less iterations than the

multiplexing training approach to achieve reasonable performance. The performance

gain between the third and eight iterations of both turbo multi-user receivers is about

1 dB for a BER of 10−3 with normalized fade rate FdTc=0.001. The impact of feed

back decisions is illustrated in Fig. 4.10. The performance loss of 0.5 dB at BER

level of 10−3 results from using hard decisions rather than soft decisions. This minor
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improvement with soft decisions has the advantage of effectively updating the chip-

level DFE to track time-variant channels. In general, a key source of performance

improvement in the iterative multiuser receiver is the reliability of the extrinsic in-

formation and the equality of feedback chips that improve using channel coding and

increasing the number of iterations, which in turn reduces DFE error-propagation

and ISI efficiently.

4.7.2.1 Effects of power energy overhead

The pilot energy level has to be large enough to have an accurate measurement and

small enough not to decrease the energy efficiency. Moreover, the system energy

efficiency can be calculated as in [75] by defining an energy overhead ς, which can be

written as

ς =
pilot energy

pilot energy + chip energy
=

t2r
t2r + A2

k

, (4.33)

where Ak is the transmitted signal amplitude of the kth user. The system performance

with different ς values is shown in Fig. 4.11, where the optimal energy overhead was

0.4. The BER improves with increasing ς, and the performance gain was negligible for

values greater than the optimum value. Therefore, the energy overhead value should

be chosen as a balance between system performance and power loss due to the pilot

signal. The normalized Doppler frequency was Fd.Tc = 0.0001 and K = 2.

4.7.2.2 Effects of interleaver length

In general, the interleavers in IDMA systems are used for users’ separation, therefore,

it is necessary that it is long enough to break the correlations between users’ data that

is shuffled between the turbo receiver stages. Additionally, they are used to break up

burst errors and convert them to random errors, which may result from correlated

fading channels. Fig. 4.12 shows the effects of interleaver length on the direct form

receiver performance. The increase in data length helps to improve the performance

by reducing error-propagation in the feedback decisions and the error floor introduced

by channel decoding.
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Figure 4.11: DFE-IDMA performance with different energy overhead, Fd.Tc=0.0001
and K = 2.
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Figure 4.13: Performance results of Rake-IDMA and DFE-IDMA receivers,
FdTc=0.001, system parameters: (a) CE based Rake-IDMA detector (M , µ)= (8,
0.001), (b) DFE-IC detector (Mf , Mb, µf , µb)= (12, 12, 0.001, 0.001).

4.7.3 Comparison of Rake/DFE Based IDMA Receivers

The systems are simulated with K=3 equal power users, 1024 information bits and

the results are obtained after 5 iterations. The multipath spread and the maximum

Doppler frequency were 6 ms and 10 Hz, respectively. The performance improve-

ments obtained using DFE-IDMA in comparison with Rake-IDMA are demonstrated

in Fig. 4.13. The direct form receiver outperforms the standard receiver by approx-

imately 1 dB at a BER of 10−3. The performance gap shows that the Rake-MUD

exhibited errors due to residual interference that prevents the CE from function-

ing normally, whereas the errors with DFE-ICA are reduced within the same Eb/N0

range. The presented results also show that the proposed algorithms in conjunction

with continuous pilots are able to track fast fading channels and approach the single-

user bound after a BER level of 10−4, where a few iterations can bring the BER

down to an acceptable level. Therefore, the performance of the equalization process

is significantly improved but the background noise is quite dominant at low values of

Eb/N0 and diversity techniques are required to improve the performance.

90



4.7 Direct Adaptation Based Turbo Architectures

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 I
m
 i   , I

d
 o

 I
m o

  ,
 I

d i

 

 

Rake−IDMA detector

R=1/2, S=8

Simulated trajectory

Predicted trajectory

Figure 4.14: EXIT chart and simulated traces of the Rake-MUD with CE on a mul-
tipath fading channel at Eb/N0=10 dB, system parameters: (M , µ)= (8, 0.001).

4.7.4 Results of EXIT Charts

The detection process starts from I im = 0, where the feedback a priori information

is absent. Then, the output LLRs described by Iom = I id are fed to the the joint

despreader and decoding components, yielding the LLRs described by Iod = I im, which

are then fed back to the detector and so on. The prediction of the iterative processing

behaviour is presented by the staircase (solid lines) between the multiuser detector

and decoding curves. The vertical and horizontal axes represent the input and output

information of the receiver components and a larger number of iterations is required

when the tunnel between transfer curves narrows. Since there is no direct input from

the channel, the decoding process depends only on the quality of the input information

as in Fig. 4.3. In contrast, the detection process depends on the channel, Eb/N0 and

other system parameters accessing the channel.
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Figure 4.15: EXIT chart and simulated traces of the DFE-IC detector on a multipath
fading channel at Eb/N0=10 dB, system parameters: (Mf , Mb, µf , µb)= (10, 10,
0.001, 0.001).

Figs. 4.14 and 4.15 illustrate the EXIT curves of the decoding components and

detectors with K = 3 users at Eb/N0=10 dB. These curves correspond to the sys-

tems’ performance in Fig. 4.13. The performance converges to a final point at the

intersection of the DFE-IC, Rake-IDMA and the decoding curves. The mutual in-

formation improves by following the guide of the tunnel between the curves. The

trajectories show that the structures can converge in five iterations under the finite

block length. Due to more reliable interference cancellation, the DFE-IC detector in

Fig. 4.15 produces better mutual information than the other detector in Fig. 4.14.

Therefore, the widest tunnel is observed when the DFE-IC detector is used. This

means that convergence to the single user bound is possible after a different number

of iterations for each detector at high Eb/N0. However, the receivers’ performance

will deteriorate when the I0d or Eb/N0 is low due to unreliable feedback information.
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Figure 4.16: EXIT chart of the IDMA detectors with different training methods.

Additionally, these figures also show the detection trajectories (the dotted line) of

the iterative process obtained by the simulation. The predicted trajectories follow

roughly the same paths of the simulated trajectory in most iterations while in others

deviate due to the limited interleaver size. However, the predicted trajectory and per-

formance from the EXIT chart can be viewed as a practical bound on the achievable

performance.

The EXIT charts of IDMA detectors are depicted in Fig. 4.16 with different pat-

terns of training symbols. All the parameters are kept constant as in Figs. 3.9 and 4.9.

When the I im is increased, the output information Iom will also increase causing the

curves to move upward at high I im. At Eb/N0=10 dB and with K=2, the detectors

with the continuous training method shows a minor improvement in Iom compared to

those with multiplexing pilots. With the increase of I im, the a priori soft decisions
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Figure 4.17: EXIT chart of Rake-IDMA over AWGN channel at SNR=4 dB.

become more and more reliable, and this will narrow down the gap between the two

algorithms. Thus, the major differences between the two training methods are there-

fore the number of iterations needed to converge at each Eb/N0 value. In addition, the

mutual extrinsic information I im of the DFE-IC detector, has a peak at approximately

Iom = 0.7, while it decreases to the 0.59 for the Rake detector. Thus, the tunnel of the

DFE-IC algorithms are wider than others of the Rake detector algorithms, therefore,

it can converge with fewer iterations and reduce the overall complexity of detectors.

The mutual information Iom depends strongly on the Eb/N0, and the higher Eb/N0

is the larger mutual information at the detector’s output. However, these curves are

influenced not only by the input Eb/N0 and the channel, but also by other parameters,

such as the spreading codes, and the number of active users accessing the channel. In

Fig. 4.17, the effect of the MAI on the convergence of the Rake detector is investigated

and shows that the higher number of active users, Iom is low. A greater Iom means a

better estimation of the transmitted chips and thus better performance. When the
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Figure 4.18: EXIT chart of joint spreading and decoding blocks.

effects of MAI have been eliminated, these curves tend to the right region of Fig. 4.17,

which represents the noise-limited region.

When the number of active users K is large, the low codes rates are necessary. The

corresponding EXIT chart of the decoding blocks is shown in Fig. 4.18 for the different

code rates. It is seen the advantage of low rate, where even the simple spreading codes

can improve the capability of the correction and mitigation of MAI/ISI. However, the

systems with the small spreading factors become limited by the MAI/ISI and further

iterations are required. In contrast, the long spreading factors reduce the effective

data rate in already band-limited channels.

4.8 Summary

In this chapter, the architecture of a DFE-IC is proposed in Section 4.2 for syn-

chronous IDMA and CDMA systems operating over frequency selective channels.

Chip level equalization and detection are the major features of these architectures.
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Both the optimum and MMSE approach of the chip level DFE are explained in Sec-

tion 4.2.1, while the derivation of the soft IC cancellation technique is given in Section

4.2.2. The proposed receivers integrate the functions of the DFE, phase tracking and

IC techniques into one structure, which requires partial or full knowledge of interfering

users. In Section 4.4, the iterative DFE based CDMA receiver has been formulated

based on the derivation of the adaptive DFE-IDMA receiver.

The details of simulation setups used to generate EXIT charts are presented in Sec-

tion 4.6 for the T-MUD architectures in multipath fading channels. The convergence

behaviour of such architectures is analysed and used for comparing the detectors’

behaviour and it is quite close to the real simulated trajectory. The EXIT chart

analysis is also used to investigate the effect of the different training approaches, and

to compare between different detection algorithms. However, it was shown that the

proposed DFE-IC not only reduces the error propagation problem but also reduces

the bit error floors introduced by the Rake based receivers. The presented results also

show that the proposed continuous training approach in Section 4.3 outperforms the

conventional approach over a wide range of normalized Doppler spreads. The EXIT

charts results show that the tunnel of the DFE-IC algorithms are wider than oth-

ers of the Rake detector algorithms, therefore, it can converge with fewer iterations.

The transfer functions are also highly dependent on different system parameters and

channel conditions. The effects of choosing different receiver parameters have been

also studied.

96



CHAPTER 5

Off-line Implementation and

Experimental Results



5.1 Off-line Implementation and Experimental Results

5.1 Introduction

In this chapter, the performance and analysis of data obtained via sea trial experi-

ments are presented in order to assess the reliability of the suggested architectures

in the real environment. Initially, comprehensive descriptions of the signal design,

in conjunction with the setup of the experiments are outlined. The investigated sce-

narios are used to demonstrate the capability of different schemes to deal with the

dynamic nature of the UACs and simultaneously cope with the MAI in the network,

where the number of active users is maximally four. Significant performance gains

can be achieved by accurately identifying and selecting adaptive parameters, which

help to minimise the metric measurement in these schemes, and reach steady-state

convergence. The effects of these important parameters and the performance with

partial knowledge of the interleavers’ patterns have been also investigated.

In addition, to show that the proposed structures are actually manageable on cur-

rent hardware, we will also present details about some obvious system constraints that

affect the design of many real-time processing systems, and the hardware structures

such as digital signal processor (DSP) typically used in such systems.

5.2 The Description of the Experiments

5.2.1 Experiment Setup and System Parameters

In order to evaluate the performance of the proposed receiver schemes, experimental

signals were recorded and processed off-line. The recorded signals were acquired

during sea trials carried out by Newcastle University in the summer of 2009 in the

North Sea, a few miles off the UK coast. The experimental setup configuration is

illustrated in Fig. 5.1, and the system parameters are summarized in Table 5.1. The

transmission power was fixed at 180 dB re µPa at a carrier frequency of 12 kHz band-

limited to 4 kHz. The shallow water channels in this area typically exhibit long and

rapidly varying multipath due to the hard surface of the sea bottom. The depth of

the water column typically varies between 25 and 30 m. The experiment investigated

three different ranges between the transmitter and the receiver, i.e. 200, 500 and 1000

m. Moreover, the transmitter and the receiver were positioned at 10 and 5 m from

the sea surface, respectively.
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Figure 5.1: Experimental configuration for sea trial.

Table 5.1: Main System Parameters

Carrier frequency fc 12 kHz
Sampling frequency fs 48 kHz
Depth 25-30 m
Operating ranges 200, 500, 1000 m
Modulation scheme QPSK
Cosine roll-off factor β 0.98
Generator polynomial g [23, 35]8
Packet duration 2.33 s
Total packets number 270
Training symbols Ns 511

5.2.2 Transmission Signal Models

The signal models of IDMA and CDMA systems presented in Section 3.2 are used in

the experiments. Information bits of length 1024 are encoded by a rate R=1/2 non-

systematic convolutional (NSC) code, with polynomials [23, 35]8 expressed in octal

form, resulting in 2056 coded bits. For IDMA, the coded bits are further encoded by

99



5.2 Off-line Implementation and Experimental Results

Table 5.2: Signatures of short code CDMA
User number Spreading sequences

1 +1, -1, +1, +1, +1, +1, +1, +1
2 +1, +1, +1, +1, -1, -1, -1, -1
3 -1, +1, +1, -1, +1, -1, +1, +1
4 +1, -1, -1, -1, -1, +1, -1, -1

the rate Rr=1/8 repetition code, which gives 16448 coded bits. The repetition code

adopts the same spreading sequence, i.e. {+1,−1,+1,−1,+1,−1,+1,−1}, for all

users as in [37]. All interleavers are randomly generated using a uniform distribution.

Furthermore, a longer interleaver size is required in IDMA in order to break the

correlation between the LLRs that are shuffled between the detector and the decoders.

Therefore, the size of the interleavers is accordingly determined to be 2056 and 16448

bits, for CDMA and IDMA, respectively.

In addition, the users’ spreading sequences in the investigated CDMA systems

are also randomly generated. In short code CDMA packets, the signatures assigned

to users during simulation are listed in Table 5.2, and they are periodic or remain

the same for all symbols. In long code CDMA, they are aperiodic or essentially

pseudorandom and vary for the different 1028 transmitted symbols [76].

5.2.3 Transmitted Packet Structure

For each system during the experiments, the transmission was organized in packets of

equal duration, that is, 270 data packets of 2.33 s were transmitted every ninth sec-

ond. The transmitted frame employed a sub-frame of each scheme separated by gap

periods of 100 ms introduced to avoid inter-packet interference. Each signalling frame

comprised a 511 BPSK modulated training sequence required for equalizer training in

case of multiplexing pilot based system, encapsulated with QPSK symbols, and 1024

QPSK symbols in case of continuous pilots, two 50 ms linear frequency modulated

chirp signals (LFM) at the start and end of each frame, and 12.5 ms gap periods.

These were interspersed throughout the block, as shown in Fig. 5.2. The initial and

maximum frequencies of the 8 kHz bandwidth chirp signal were set to 8 kHz and 16

kHz, respectively.
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Figure 5.2: Transmitted data packet (a) with multiplexing pilots and (b) with con-
tinuous pilots.
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Figure 5.3: Transmitted signal in passband.

Before frequency translation, the signal is transformed into a baseband waveform

using pulse shaping filter. A root-raised cosine pulse with roll-off factor β = 0.98 was

used for pulse shaping, resulting in the overall bandwidth of the 4 kHz. Thus, the

signal after the pulse shaping is limited within the bandwidth of the real channel,
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which is limited by the transmission loss that increases with frequency and range.

The upsampling factor was set to 12 to provide an ease and accuracy in processing

at the receiver. Since the physical media accept only the real values, only the real

part of the signal is transmitted. Fig. 5.3 shows the transmitted signal in passband.

Bandwidth expansions, which are an order of magnitude greater than this, have been

considered in [3]. However, due to the limited availability of bandwidth in the UACs,

the use of long spread factors will result in inefficient low data rate transmission, thus,

it is generally avoided. The bandwidth expansion factor is set in the experiments to

L/R = 16 chips. The corresponding effective data rate amounts to 1024 information

bits divided by a block duration of 2.33 s, which equals 439.5 bps per user, producing

an aggregate bit rate of 879 and 1758 bps for the systems with K=2 and K=4 users,

respectively. These data rates can be characterized as moderate transmission rates.
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Figure 5.4: Normalized channel impulse responses profile of 200 m channel range.
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5.3 Experimental Channel Characteristics

Figs. 5.4 to 5.6 show the detected profile of the CIRs observed by the input sensor for

different short range multipath channels, all taken from ocean experiments. These

CIRs were determined by the complex passband correlation process with the up-chirp

(8-16 kHz) signal of 50 ms at the beginning of each packet. Clearly, all the channels

responses have a relatively stable principal arrival with significant time varying ISI

on the order of tens chips and the energy of these arrivals varies with the location.

These principal components appear to have around 1 ms lag and are followed by

micro-paths or echoes of decaying energy, which may be due to scattering by small

inhomogeneities in the environment and other incomplete scatterers. The structure

for these micro-paths influences the shape of the arrival for that ray tube and results

in temporal spreading of the main paths. Thus, the arrivals structure will change

on a time scale with the structure of the micro-paths. However, there are infinitely

many micro-paths but those that have lost much of the energy as a result of multiple

reflections can be neglected and leave only significant paths. Therefore, these channels

have very few non zero arrivals and hence, they are known as sparse channels. In

addition, the number of these significant paths, their delays and strengths is affected

by the channel geometry and its scattering functions.

For comparison of the three responses, the snapshots of the CIRs in Fig. 5.7 show

that the channels exhibit maximum delay-spread times of up to 11, 8 and 6 ms, for

200, 500 and 1000 m channel ranges, respectively. The delay spread of the CIRs

appears to be inversely proportional to the distance between the transmitter and the

receiver. Furthermore, four or five significant arrivals are present followed by long

reverberations of lower energy.

To illustrate the channel variation within data packets, matched filtering was also

performed using one period of the LFM chirp signal over the entire received acquisition

preamble. The results for 2 minutes of the 1000 m channel range is shown in Fig. 5.8.

The plot shows the time channel variation besides showing the multipath arrivals of

a particular channel. Clearly, the strength of the channel components within these

packets varies with time and these fluctuations may be caused by the environmental

fluctuations.
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Figure 5.5: Normalized channel impulse responses profile of 500 m channel range.
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Figure 5.6: Normalized channel impulse responses profile of 1000 m channel range.
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Figure 5.7: Normalized channel impulse responses, obtained from the frequency sweep
probe at the beginning of each multiuser signal.

5.4 Signal Acquisition Stage

The front-end of the off-line receiver is illustrated in Fig. 5.9. The bandpass received

signal, z(t), is first passed through a bandpass filter (BPF) with carrier frequency

fc, to remove unwanted low-frequency disturbances such as ship engine noise. Sub-

sequently, the signal is frame synchronized by matched filtering with the 50 ms chirp

signal to identify the start of each packet. Fig. 5.8 shows the peaks at the output

of the matched filter that used to determine the start of the frame and contains

time-averaged CIR estimates. After the signal is shifted to the complex baseband by

employing in-phase and quadrature-phase oscillator mixers and lowpass filters (LPF),

the acquired signal is sampled using a one sample per chip interval and used as in-
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Figure 5.8: Normalized energy levels at the output of the matched filter for 2 minutes
of 1000 m channel range.
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Figure 5.9: Front-end of the receiver.
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Figure 5.10: Magnitude and Phase response of the BPF filter.
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put to the adaptive iterative receiver. Fig. 5.10 illustrate the frequency response

characteristics of the BPF filter.

The BPF filter is designed with a center frequency equal to the fc and a bandwidth

matching the bandwidth of the transmitted MAI signal. It is worth mentioning that

if the bandwidth of the BPF is chosen too narrow, the signal will be distorted and if

it is too large, more noise will pass on to the subsequent stages. However, the filter

was designed based on equiripple linear FIR filter design and the fs was set to 48

kHz. Fig. 5.11 shows the effect of the BPF on the reception of a multiuser packets

over 200 m channel range.
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Figure 5.11: Effect of the BPF on the reception of multiuser packets over 200 m
channel range, where the plot (a) represents the spectrogram of the unfiltered signal
and the lower plot (b) represents the filtered signal.
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Table 5.3: Performance results of CE based turbo schemes with multiplexing pilot
K=2

IDMA long code CDMA short code CDMA
Ch. Range(m) 200 m 500 m 1000 m 200 m 500 m 1000 m 200 m 500 m 1000 m
Av. BER 0 0 0 19/30690 4/30690 0 36/30690 0 0
Av. SNIR 7.2 11.5 13.3 7.1 11.3 13.6 6.9 11.2 13.1

K=4
Av. BER 1174/61440 980/61440 46/61440 3124/61440 2066/61440 1992/61440 1954/61440 1886/61440 1794/61440
Av. SINR 4.9 6.8 7.9 4.7 6.7 7.6 4.7 6.7 7.6

5.5 CE Based Turbo Architectures

5.5.1 Performance Results with Multiplexing Pilots

The performance and reliability of the proposed iterative receivers are evaluated using

the channel models described in Section 5.3. Each system is experimented with 2

and 4 simultaneous users over three different channels ranges. The output SINR

represents an approximation of the steady state signal at the output of the detector.

Experimentally, SINR can be calculated as [60]

SINR (dB) ∼= 10 log10






E[ỹ(n)ỹ∗(n)]
1

N

∑N
n=1|e(n)|2






∼= 10 log10

(
E{|ỹ(n)|2}

J

)

,

∼= 10 log10

(
1− J

J

)

,

(5.1)

where J is the expectation of the MSE employed in the update process of the adaptive

algorithms, and N is the number of transmitted symbols within a packet excluding

the symbols corresponding to the training sequence. The algorithm is switched to

the decision directed mode after 511 symbols in case of multiplexing pilot method.

In Table 5.3, the total numbers of bit errors averaged over 15 packets for IDMA,

long code CDMA and short code CDMA are given, along with the achieved average

output SINR in dB.

For a two-user scenario (K=2), error-free transmission is achieved with IDMA over

three different channels. The errors in short code CDMA are 36 bits with the 200 m

channel and free of errors with the other channels, whereas long code CDMA errors

are 19 bits and 4 bits with 200 and 500 m respectively. The MSE of the algorithm at

the last iteration is drawn in Fig. 5.12, along with the receiver parameters of packet
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Figure 5.12: Performance results of IDMA (a - c), long code CDMA (d - f) and
short code CDMA (h - j) with K=2, where SINR= 7.8, 7.2, 7.1 dB, respectively, and
M=16, µ=0.1, a=0.001.

no.1. The bit error versus iteration number of soft and hard CE is also depicted in

the figure. In most packets, the soft CE has less decision feedback errors and rapid

convergence speed compared with hard decision CE. These figures also illustrate the

number of errors with each pass, where the bit errors reduce dramatically. The

residual errors in MSE may be attributed to the errors caused by inaccurate decision

feedback symbol, which used in the channel tracking causes noise in the channel

estimate and has higher occurrences at low SINR. However, the reason underlying

this improvement is due to the redundancy introduced by the spreading and channel
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Figure 5.13: Channel estimator output over (a) 200, (b) 500 and (c) 1000 m channel
range.

coding. The reliable chip decisions help to improve weak chip decisions iteratively

until the feedback eventually consists almost entirely of correct chips. Fig. 5.13 shows

the output of channel tracking for packet no.1 of IDMA system over 200, 500 and

1000 m channel ranges.

For the K = 4 active users scenario, the achieved output SINRs differs signifi-

cantly. As the number of active users’ increases, there are more incorrectly decided

symbols and the accuracy of CE will be negatively affected by error propagation,

where an error in one decision might lead to errors in subsequent decisions. The bit
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Table 5.4: Performance results of CE based turbo schemes with continuous pilot
K=3

IDMA long code CDMA short code CDMA
Ch. Range(m) 200 m 500 m 1000 m 200 m 500 m 1000 m 200 m 500 m 1000 m
Av. BER 808/46080 75/46080 0/46080 1681/46080 84/46080 359/46080 859/46080 151/46080 307/46080
Av. SNIR 7.4 9.8 10.9 6.3 9.8 9.3 6.6 9.3 9.2

errors over each packet are plotted in Fig. 5.14 over the channel ranges 200, 500 and

1000 m. The penalty in performance with the 200 m channel range in almost all the

combinations is significant when comparing with the 500 and 1000 m ranges. The

underlying reason for this performance deterioration is due to the channel coefficients

to be estimated increasing, and the correlation among channel coefficients decreasing

due to fading rate. This causes noise in the channel estimate and inaccurate decision

feedback symbols which has a higher occurrence at low SINR. Therefore, the channel

estimates degrade and the receiver will be not able to reconstruct the MAI and ISI

properly. However, a reasonable performance in IDMA over 1000 m is still achieved,

which speaks for the robustness of the iterative receivers. Additionally, the results of

the BER and SINR reveal that the IDMA performance is as good as, or slightly out-

performs, the long code CDMA and short code CDMA in most configurations. This

is due to the fact that in IDMA based systems, the chip level interleavers are more

effective in dispersing the bits throughout the packet than their bit-level equivalents

in CDMA.

5.5.2 Performance Results with Continuous Pilots

In these experiments, the NLMS algorithm is continuously updated at the chip rate

using continuous pilots. In Table 5.4, the receivers with K=3 also produced errors

over 15 transmitted packets except for 1000 m trial with IDMA. The performance

of the receivers is also affected by CE errors. In the case of high variation of the

transmission channel as in the 200 m channel range, the performance of various

receivers is deteriorated since the equalization is not perfect in a time-varying fading

environment. However, the degradation in performance due to CE is not severe

and the receivers still demonstrate expectable performance for some of these trials.

Further, the Rake-IDMA receiver shows better performance than both forms of Rake-

CDMA in most packets. See Appendix A for detailed results of BER and SINR values

for all transmitted packets.

111



5.6 Off-line Implementation and Experimental Results

2 4 6 8 10 12 14 16

0

1

10

100

1000

Packet index

B
it 

E
rr

or
s

(a) 200 m

 

 

IDMA short code CDMA long  code CDMA

2 4 6 8 10 12 14 16

0

1

10

100

1000

Packet index

B
it 

E
rr

or
s

(b) 500 m

 

 

IDMA short  code  CDMA long  code CDMA

2 4 6 8 10 12 14 16

0

1

10

100

1000

Packet index

B
it 

E
rr

or
s

(c) 1000 m

 

 

IDMA short  code CDMA long  code  CDMA

Figure 5.14: Bit errors of IDMA, short CDMA and long CDMA over each packet
with K = 4 over (a) 200, (b) 500 and (c) 1000 m channel range.

5.6 Direct Adaptation Based Turbo Architectures

5.6.1 Performance Results with Multiplexing Pilots

The performance of the proposed direct adaptive receivers is also evaluated using the

transmitted signals through the multipath channels described in Section 5.3. For a

two-user scenario (K=2), Table 5.5 lists the average BER of soft and hard estimation

for DFE-IDMA, long code DFE-CDMA and short code DFE-CDMA over a 314.55
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Table 5.5: Results of DFE-IC based turbo schemes with multiplexing pilot, K=2
K=2

DFE-IDMA long code DFE-CDMA short code DFE-CDMA
Ch. range (m) 200 500 1000 200 500 1000 200 500 1000
Av. BER - hard 0 0 0 0 0 0 1/30690 0 0
Av. SINR - hard 11.7 12.9 13.4 10.9 11.6 12.1 11.1 11.8 11.9
Av. BER - soft 0 0 0 0 0 0 1/30690 0 0
Av. SINR - soft 11.9 12.9 13.5 11.5 11.9 12.8 11.6 11.9 12.6

s (5.2425 minutes) long transmission, which corresponds to 135 transmitted packets.

In the table, the total number of bit errors averaged over 15 packets is given, along

with the average achieved output SINRs in dB.

In both estimation types, error-free transmission is achieved in DFE-IDMA and

long code DFE-CDMA, whereas an error of 1 bit was observed for short code DFE-

CDMA in the case of the 200 m channel. In most trials, there were small improvements

in average SINR by using soft estimation instead of hard estimation. The SINR

varied slightly over the sequence of packets. A dense structure of multipath arrivals is

observed with increased delay spread in the case of 200 m range. Shorter range shallow

water channels suffer from the surface time variability, which results in faster changes

of the propagation conditions than those observed in any of the long range channels.

Although the transmission distance increases, better output SINRs were obtained at

1000 m than those at 500 and 200 m trials. However, it is worth emphasizing that as

the transmission range increases there is a point after which the system becomes SNR

limited due to transmission losses caused by the cylindrical spreading. The measured

input SNR values for the investigated ranges were approximately 22.1, 20.6 and 17.7

dB for the 200, 500 and 1000 m ranges, respectively. This suggests that although

SNR is reduced at longer ranges the improvement in SINR is due to the shorter delay

spread, which results in reduced ISI. Additionally, the shorter range channels require

longer DFE filters, which in turn result in higher noise enhancement.

Fig. 5.15 demonstrates the performance results along with the receiver parameters

of some packets for two active users transmitting with equal powers over the 1000 m

channel. After a small number of iterations, the algorithms converge steadily, until

error-free transmissions are observed. The bit error rate versus iteration number

demonstrates that the proposed iterative receivers have a rapid convergence speed.

Most of the iterative gains are obtained in the first three iterations, and more than
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Figure 5.15: Performance results of DFE-IDMA (a - c), long code DFE-CDMA (d -
f) and short code DFE-CDMA (h - j) with K=2, where ( SINR (dB), Mf , Mb, µf ,
µb, a)=( 15.5, 16, 16, 0.2, 0.001, 0.01), ( 15.2 , 16, 16, 0.2, 0.1, 0.1), and ( 14.4, 16,
16, 0.3, 0.001, 0.00001), respectively.

90% of the data packets are error-free after six iterations. The signal constellation at

the equalizer outputs for user 1 is also drawn and shows that adaptive equalization

successfully copes with both the ISI and phase variations. Hence, the scatter around

the ideal constellation points is reduced as the number of iterations increases. This

improvement implies that iterative techniques improve the reliability of the feedback

information, which in turn reduces the error propagation in the DFE. Additionally,

the detection strategy benefits from more reliable chip decisions which improve the

MAI cancellation.
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Table 5.6: Results of DFE-IC based turbo schemes with multiplexing pilot, K=4
K=4

DFE-IDMA long code DFE-CDMA short code DFE-CDMA
Ch. range (m) 200 500 1000 200 500 1000 200 500 1000
Av. BER - hard 0 0 2/61440 40/61440 0 0 34/61440 0 17/61440
Av. SINR - hard 10 10.6 11 9.8 10.4 10.9 9.8 10.3 9.9
Av. BER - soft 0 0 0 40/61440 0 0 33/61440 0 17/61440
Av. SINR - soft 10.2 10.6 11.1 10.1 10.4 10.9 9.9 10.5 10.9

The performance of the proposed receivers with four active users under the same

conditions is illustrated in Table 5.6. The achieved output SINR decreases signifi-

cantly as the number of active users increases. The degradation due to this increase

is in the order of 1, 0.6 and 0.8 dB for each added user in the DFE-IDMA, long code

DFE-CDMA and short code DFE-CDMA systems, respectively. As the number of

active users increases, the residual MAI impairs detection, which in turn effects the

amount of ISI removed, especially during the first few iterations. Inevitably, the per-

formance of the algorithm regresses due to error propagation in the DFE. However,

provided that the BER is sufficiently low, the chip estimates improve with increasing

decoding iterations, due to redundancy introduced by the time-bandwidth product

and channel coding. Thus, the number of errors in the decisions decreases along with

the effects of error propagation. Therefore, the effects of the residual ISI and MAI

can be completely removed iteratively.

A closer look at the results of the BER and SINR reveals that the performance

reflects the robustness of the iterative receivers, and the DFE-IDMA performance is

as good as, or slightly outperforms, the long code DFE-CDMA and short code DFE-

CDMA in most configurations. This is due to the fact that in IDMA based systems,

the chip level interleavers are more effective in dispersing the chips throughout the

packet than their bit-level equivalents in CDMA. The MSE convergence performance

and IQ constellation diagrams for user 1, and the BER diagrams versus the iteration

number along with suitable receiver parameters of selected packets are demonstrated

in Fig. 5.16. The number of iterations directly effects the variance of the error signal,

where the error signal represents all residual contamination sources and ISI. There-

fore, in this scenario, the iteration number in some packets is increased to achieve

error-free transmission, and completely remove the MAI and ISI, as demonstrated in

Fig. 5.16 (i).
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Figure 5.16: Performance results of DFE-IDMA (a - c), long code DFE-CDMA (d -
f) and short code DFE-CDMA (h - j) with K=4, where (BER, SINR (dB), Mf , Mb,
µf , µb, a)=( 2/4096, 12.8, 8, 8, 0.2, 0.001, 0.001), ( 0/4096, 13.1, 8, 8, 0.15, 0.001,
0.001), and ( 17/4096, 12.4, 16, 16, 0.2, 0.001, 0.01), respectively.

Emphasis should also be placed on the fact that the majority of bit-errors oc-

curred due to excessive ISI induced by the 11 ms multipath channel. The penalty in

performance is approximately 0.7 and 1 dB compared with the SINR achieved with

500 and 1000 m, respectively, in almost all combinations. Evidently, the iterative de-

tection bring more benefits to the proposed receivers, because the decoders can detect

and recover the signals after every iteration and feedback more reliable estimates of

the interference. Therefore, the MAI and ISI can be cancelled iteratively in order to

achieve an adequate SINR required for reliable operation.
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Figure 5.17: The effects of filter lengths of DFE-IDMA receiver over different channel
ranges.

5.6.1.1 Transversal filter lengths and adaptive parameters

The filters’ lengths are chosen to maintain the algorithm stability and the complexity

increases as they cover the overall delay spread, which has an adverse effect on the

convergence speed. Additionally, the noise level is not known and a larger number of

taps makes the task of adaptive estimation more difficult due to the noise enhancement

that leads to errors in feedback decisions. The effect of filter length versus SINR with

the adaptive algorithm is illustrated in Fig. 5.17, where the number of taps Mf and

Mb are assumed equal in all the investigated packets.

These figures show small filter lengths can be chosen at some expense of system

performance, and the SINR is maximized when the number of taps covers the entire

delay spread. However, the SINR begins to deteriorate with large number of taps.

Therefore, the adaptive parameters or channel parametrization were chosen according

to output SINR in all packets, which are 46, 36 and 16 taps for 200, 500 and 1000 m

channel ranges, respectively. In the case of the 1000 m trials, the taps are fixed at 8

taps in some of the trials, while in some others they are fixed at 16 taps. However,

despite this difference in parameters, the adaptive algorithm easily provides adequate

MSE for data transmission on this channel with different channel parameters. This

was due to the location of the principal arrivals of the responses and the relative
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Figure 5.18: Feedback function type effects with DFE-IDMA receiver over different
channel ranges.

delays of the signals, where the estimated channel responses concentrate most of

their energy in a time span of about 5 ms or less. The values of µf and µb decide how

far the update will take the coefficients of the FIR filters in the negative direction of

the gradient. Therefore, choosing a small value will lead to a slow convergence, while

very large values might misadjust the coefficients. A compromise must be selected

between the MSE value of the update process and fast tracking capability of the

algorithm.

5.6.1.2 Feedback function type

In general, the error in estimation is caused by the feedback decisions errors and the

additive noise. The impact of the feedback function type is studied in Fig. 5.18, by

applying estimation using both hard and soft decisions. The soft algorithm achieved

less bit errors and has faster convergence compared with the hard estimation. This

minor improvement of soft decisions has an advantage in effective updating of the

DFE-IDMA receiver to track time-variant channels.
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Table 5.7: Performance of DFE-IC based IDMA receiver with partial knowledge.

K=2 K=4
Full knowledge Without knowledge Full knowledge 3 out 4 2 out 4

Packet No. Bit errors SINR Bit errors SINR Bit errors SINR Bit errors SINR Bit errors SINR
1 0 12.5 0 6.9 0 10.9 0 9.9 10/2048 4.4
2 0 12.2 0 6.6 0 10.5 0 10.1 16/2048 4.4
3 0 14.2 0 7.4 0 9.8 0 9.6 55/2048 4.1
4 0 13.5 0 6.8 0 10.3 4/3072 9.7 48/2048 4.2
5 0 13.6 0 6.5 0 9.5 11/3072 9.3 71/2048 4
6 0 13.2 0 7.2 0 12.3 4/3072 9.8 74/2048 4.3
7 0 14.7 0 7.3 0 11.2 0 9.5 0 4.7
8 0 14.2 0 7.4 0 13.3 0 10.3 0 4.5
9 0 13 0 7.2 0 10 4/3072 9.7 65/2048 3.1
10 0 15 0 6.4 0 10.6 0 9.7 52/2048 4.1
11 0 11.9 0 7.1 0 10.6 0 9.5 61/2048 4.2
12 0 11.4 0 7.5 0 11.7 0 10 87/2048 3.3
13 0 13.8 0 7.5 0 10.9 0 9.8 54/2048 4.2
14 0 14.9 0 7.2 0 11.4 2/3072 10 26/2048 4.3
15 0 13.5 0 7.1 0 13.9 0 10 18/2048 4.5

5.6.2 Performance Evaluation with Partial Knowledge

For the K=2 scenario, and in the absence of knowledge of the interleaver patterns,

it is shown in Table 5.7 that the proposed receiver can still achieve a performance

comparable to the receiver with full knowledge of the separation patterns. Error-free

transmission is achieved; however, partial interleaver pattern knowledge reduces the

achieved SINR by half. Furthermore, in the case of partial knowledge and K=4,

with only 3 of 4 of the active users’ interleavers known by the receiver, the proposed

scheme exhibits a performance comparable to that when all the patterns are known.

To achieve excellent performance, more iterations in the MUD are generally needed.

However, in 2 out of 4 active users known by the receiver, the performance deteriorated

significantly with the increased number of unknown users’ parameters. Therefore,

it may justify the use of MUD downlink with known users’ parameters for some

applications in such environments. Since the detector treats the other signals as noise,

this approach yields computationally simple structures. In contrast, MUD exploits

the knowledge about the structure of interference and perform joint detection of all

the users’ signals. Although more complex, this approach gives performance gain in

cases with high levels of MAI.
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Figure 5.19: SINRs comparison of DFE-IC and Rake with CE based T-MUDs re-
ceivers over different trials, K=4.

5.6.3 Performance Comparison of IDMA/CDMA Structures

The results of CE based Rake-IDMA and Rake-CDMA receivers with K=2 and K=4

are listed in Table 5.3. The receivers successfully process the received data that has

negligible Doppler spread and MAI signals to yield few or no information bit errors

in the case of two active users, but the BERs and SINRs of the receivers differentiate

significantly with K=4. The majority of bit errors also occurred due to the extended

ISI induced by the 11 ms delay spread of the multipath channel. The receivers fail to

produce better results in some packets, whereas in others, the algorithms converge to

five bit errors or less. However, in the case of K=4, a reasonable performance over

500 m and 1000 m with Rake-IDMA is still achieved and shows better performance

than both forms of Rake-CDMA in most packets.
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Figure 5.20: SINRs versus iteration numbers of DFE and Rake based IDMA receivers.

The BER and SINR comparison results in Tables 5.3, 5.5, 5.6 and Fig. 5.19,

respectively, demonstrate that the direct adaptive DFE based IDMA/CDMA receivers

can mitigate the bit errors and outperform the IDMA/CDMA receivers based on CE

under different ISI and MAI conditions, due to the iterative equalization and MAI

cancellation. Although, the use of adaptive CE with Rake IDMA/CDMA produces no

errors with most of the packets except for a few due to very low SINR. In these packets,

the receiver was not able to give reliable outputs for the single-users’ decoders, due

to the fact that the channel estimator relies on the feedback decisions and was not

able to detect the multipath properly. Thus, these wrong components when entering

the joint ISI and MAI cancellation cause the output LLRs to become unreliable. The

output SINR for reliable operation depends on the system error probability as well as

error-correction coding, and these figures also give an indication that these systems

operate reliably at a SINR of approximately more than 6 dB.

5.6.3.1 Convergence speed and cancellation stage number

The SINR values of the same packets using adaptive DFE-IDMA and Rake-IDMA

receivers are drawn in Fig. 5.20 as a function of iteration number. These figures

illustrate the successful improvement of the SINR along with each pass, where the bit
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Table 5.8: Performance of DFE-IC based IDMA receiver with continuous pilot
K=3

DFE-IDMA long code DFE-CDMA short code DFE-CDMA
Ch. Range(m) 200 m 500 m 1000 m 200 m 500 m 1000 m 200 m 500 m 1000 m
Av. BER 0/46080 0/46080 0/46080 0/46080 2/46080 0/46080 0/46080 0/46080 0/46080
Av. SNIR 10.9 11 11.3 10.3 10.4 11 10.3 10.7 11.1

errors reduce dramatically. An improvement of between 5-8 dB in SINR was observed

between the first and last iteration. The plots also highlight the performance gaps

and the convergence speed of the two receivers for the different channel ranges, which

in turn translates to different delay spreads. The direct adaptive receiver has faster

convergence than the Rake receiver based channel estimation in most investigated

packets. Moreover, the algorithms need less number of iterations with the small delay

spread compared to the large delay spread that needs more iterations to converge to

a reliable SINR.

5.6.4 Performance Comparison using Continuous Pilots

The performance of the DFE-IDMA and DFE-CDMA receivers with three active

users is illustrated in Table 5.8. The turbo DFE based IDMA/CDMA receivers with

continuous training approach, produced no errors in all but one case. In this case,

an error of 2 bits out of 46080 was observed for long-code DFE-CDMA in the case of

the 500 m channel, where the decoder for user 3 was not able to correct these 2 bits

errors. In contrast, the use of adaptive channel estimation with Rake IDMA/CDMA

in 5.4, deteriorate significantly and produces errors in a few packets. However, the

Rake receivers still demonstrate good performance, especially with 1000 m channel

range. Fig. 5.21, demonstrate the results of packet no.15 with turbo receivers-based

continuous pilot approach. The plot also shows that the phase variation can pick

up a random varying component, which if not cancelled can result in non negligible

symbol errors.

Further, it is not surprising to see that direct receivers have much better perfor-

mance than Rake receivers and are less affected and limited by other factors, such

as ISI. The results in terms of SINRs are also shown in Fig. 5.23 and Fig. 5.22, and

illustrate this deterioration for the rake receivers, where the channel estimation er-

rors increase with increasing channel variation. With a relatively small number of

122



5.6 Off-line Implementation and Experimental Results

0 3000 6000 9000
−15

−10

−5

0

(a)  Mean−Squared Error

n

M
S

E
 (

dB
)

0 3000 6000 9000
−28

−24

−20

−16
(b) Phase trajectory

n

P
ha

se
(r

ad
)

−2 −1 0 1 2
−2

−1

0

1

2
(c) IQ user 1

Q
 C

ha
nn

el

I Channel

0 3000 6000 9000
−15

−10

−5

0

(d) Mean−Squared Error

n

M
S

E
 (

dB
)

0 3000 6000 9000
0

0.1

0.2

0.3

0.4
(e) Phase trajectory

n

P
ha

se
(r

ad
)

−2 −1 0 1 2
−2

−1

0

1

2
(f) IQ user 1

Q
 C

ha
nn

el

I Channel

Figure 5.21: Performance results of DFE-IDMA (a-c) and Rake-IDMA (d-f) receivers
with continuous pilots over 1000 m channel range, where Mf=24, Mb=24, and M=
22.
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Figure 5.22: SINR comparison of DFE-CDMA and Rake-CDMA receivers using con-
tinuous pilots.
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Figure 5.23: SINR comparison of DFE-IDMA and Rake-IDMA receivers using con-
tinuous pilots.

iterations, the SINRs in Fig. 5.23 with K = 3 converge to the K = 1 performance

in both receivers, where the single-user bound performance depends on the channel

coding and the iteration number. The results for single user scenarios are not in-

cluded in the tables since the data from all receivers cause the algorithms to converge

with zero bit errors after just three iterations. However, the direct adaptive receivers

generally outperform the Rake receivers, and the acceptable bit errors of the DFE

based IDMA/CDMA receivers suggest that the proposed scheme is a realistic means

of obtaining low bit error rates. The results of the BERs and SINRs for all packets

can be found in Appendix A .
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5.7 Real-time Processing System Considerations

With their low cost and low power consumption, DSPs are the most suitable devices

for physical layer based functions such as MUDs, CE and decoding. In general, the

system constraints affect not only the physical layer, but all the layers of network

architecture. Some of these obvious constraints are the transmission power, acoustic

transducers and high complexity that preclude the implementation of optimal al-

gorithms over long delay spread channels. The transmission power depends on the

range and its typical values are in the order of tens of watts. The acoustic transducers

transform electrical waves into sound waves and vice versa, and they have their own

bandwidth limitation that limits the available bandwidth beyond that offered by the

UAC.

To show that the proposed structures are actually manageable on current hard-

ware, we turn our attention to the issues, such as the execution time as well as

complexity requirements that influence the design and realizing such architectures in

practice. We will also present details about the hardware structures such as DSP

typically used in such systems. The UAC characteristics that drive the complexity

of underwater systems include large delay spreads, the presence of Doppler spread

and the frequency-dependence of propagation loss. Further, as the range and the

data rate of the systems increase, the complexity of the algorithms grows beyond the

capacity of current DSP hardware. However, this study constitutes the first steps

towards the realization of a real-time processing platform.

5.7.1 Computational Complexity Comparison

In real-time adaptive applications, there are hardware limitations that may affect

the system performance. The complexity is of extreme importance in system de-

sign, where the complex algorithm requires more hardware resources than a simple

algorithm. Moreover, the high complexity may result in long processing delays as

well as high energy consumption. In order to compare the computational cost of

the proposed architectures, a hypothetical implementation is considered using a DSP

such as the ADSP-21364 SHARC from Analog Devices that can perform the different

operations in a 3 ns cycle. The comparison does not take into account the decoders,

despreaders, spreaders and interleavers operation since these operations are identical
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in both receivers. Table 5.9 summarizes the number of real operations per chip (a

QPSK symbol), per user and per iteration for the detection process in both receivers,

where one complex multiplication equals 4 real multiplications and 2 real additions.

An example for sea trial data with K = 4, It = 6 with 1000 m channel range is

also given. The required computational times are also given, and the read/write

operations have not been considered.

The PIC has linear complexity in frame length and is independent of P , while

the feedforward and feedback filter coefficients of adaptive equalization, as well as the

overall complexity, are a linear function of the channel dimension and independent

to some degree of the constellation size. For the Rake scheme, the total complexity

involves 13104 multiplications, 8754 add./sub., and 48 hyperbolic tangent (tanh) op-

erations. In contrast, there are approximately 1776 multiplications, 1524 add./sub.

and 48 hyperbolic tangent operations for the proposed detector. Therefore, the pro-

posed detector is the simplest detector and require less computational time, both in

number of add./sub. and multiplication operations. The number of other functions

is exactly the same in both detectors. Additionally, the division operations that have

a high hardware complexity are fewer in the proposed receiver compared with the

Table 5.9: Complexity comparison of DFE-IC and Rake detectors

CE based Rake-IDMA detector
Op. Rake MUD ( M=16) Adaptive CE ( M=16) K=4, It=6
× 32× M × K × It 8 (M + 1) × It 13104
+/- 22 ×M×K× It 3(M + 1) × It 8754
÷ 2×M×K× It 1 × It 774

tanh 2× K× It - 48
exp - 4 × It 24

Computational time=22704 × 3 ns =68.112 µs
Adaptive DFE-IC detector

Op. Adaptive DFE ( Mf=16, Mb=16) PIC K=4, It=6
× 8(Mf +Mb + 1) × It 8×K× It 1776
+/- 6(Mf +Mb+1) × It 14×K× It 1524
÷ 2×It 2×K× It 60

tanh - 2× K× It 48
exp 4× It - 24

Computational time=3432 × 3 ns =10.296 µs
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original receiver. These algorithms may need more processing time to be run by the

DSPs than the packets duration, and they should meet the real-time requirements to

be implemented within the DSPs. However, the low computational complexity and

memory requirements make our systems attractive for real time implementation.

5.7.2 ADSP-21364 Architecture Description

The analog devices of super Harvard architecture (SHARC) ADSP-2136x family pro-

cessors such as ADSP-21364 are high speed special processors with a single instruction

and multiple data (SIMD) computational architecture. The processors emphasize the

balance among the bandwidth of I/O data, clock, and data processing ability. Con-

sequently, the system satisfied the real-time processing requirements of underwater

acoustic communication. The ADSP-21364 contains a central processing unit (CPU)

with an instruction cache and executes multiple instructions in parallel, which results

in fast operations. The processors have very large scale integration (VLSI) techniques

that support 32-/40-bit floating-point and operate at 333 MHz instruction rate with

other peripherals. The functional block diagram of ADSP-2136x in Fig. 5.24 uses two

computational units to deliver a significant performance, and includes the following

architectural features:

• Two processing units with arithmetic logic unit (ALU), shifter, and multiplier.

• 3 Mbit static RAM and 4 Mbit mask-programmable ROM.

• Program sequencer (PS), multiple internal buses program memory (PM) and

data memory (DM).

• I/O processor that handles 32-bit DMA for the peripherals.

• 8/16-bit parallel port, six full duplex serial ports.

• Digital audio interface (DAI) that includes 8 serial interfaces, 10 interrupts, 6

flag inputs/outputs, 3 timers, 2 precision clock generators (PCG) and DTCP

cipher.
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Figure 5.24: The functional block diagram of the SHARC DSPs.

In addition, there is a need at the receiver side for continuous collection of re-

ceived data prior to actual processing. This collected data will have to be buffered

while actual processing occurs on previously collected data samples. Hence some

hardware support such as direct memory access (DMA) and parallel port (PP) are

essential for efficient operation. The PP includes a 16-bit multiplex address/data

buses and an address latch enable pin (ALE). The PP connects to an 8-bit SRAM

memory/parallel flash memory and 8 general-purpose LEDs. See also in Appendix B

the block diagrams of the system architecture and PP [99, 100].
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5.8 Summary

In realistic network scenarios, the adaptive architectures presented in previous chap-

ters are examined using experimental signals. A detailed description of the experimen-

tal parameters and scenarios, employed in order to investigate the proposed structures

are given in Section 5.2. By employing different shallow UACs, the performance of

these algorithms using two training methods was demonstrated for a two, three and

four user multiple-access network.

These results demonstrated a remarkable improvement of the structures using

adaptive DFE-IC detector as compared to the Rake MUD with separate CE. The

decoupled CE is shown to be robust against severe channel fluctuation and it is limited

by MAI especially with small processing gain. The direct adaptive receivers achieve

lower bit error rates, while needing fewer stages than CE based Rake-IDMA to reach

its steady-state level. However, the DFE-IC based IDMA/CDMA is more robust and

solves the error floor problem as compared to the Rake based IDMA/CDMA in the

case of sparse channels, where ISI/MAI suppression degrades considerably in Rake

based receivers if the CE is not reliable. In addition, the different IDMA receivers

perform somewhat better than both CDMA forms in most cases. Due to the ability to

cope effectively with the dynamic nature of the UACs, the most promising results are

obtained using the schemes with continuous pilots. Minor improvement is obtained

using a soft algorithm instead of hard due to its ability to mitigate and correct

feedback decision errors. In the presence of unknown codes, the direct adaptive

schemes can still achieve good performance, but increasing the MAI from other users

will limit the performance of such single-user algorithms. In such cases, the multiuser

algorithm that exploits the knowledge of all the codes will be a more attractive

solution for such downlink systems. However, these results were also confirmed with

the simulation results, which were presented in Chapters 3 and 4, and emphasize the

feasibility of reliable communications over these channels.

The computational complexity, which represents the major considerations in the

implementation of any system, was evaluated along with the required computational

time. The details about the DSP are also presented and these details represent the

primary steps towards the realization of a real-time processing system.
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6.1 Conclusions and Future Work

6.1 Conclusions

IN this thesis, the research is entirely devoted to investigate the use of T-MUDs in

single carrier multiple access shallow-water networks. The main objective was to

design practical multiuser algorithms that can deal with the MAI from other acous-

tic modems, the extended multipath spread, as well as the rapid phase fluctuations

induced by the UACs. Therefore, special communication techniques, such as spread

spectrum, time filtering as well as utilization of error correction codes are required and

need to be applied simultaneously. However, reliable communication in such challeng-

ing environment requires a better understanding of the channel characteristics and

environmental parameters.

The multipath in UACs and its impacts on transmitted signals were considered

in chapter 2. In this chapter attention was concentrated on the channel propagation

model and the concepts of time dispersion and the frequency selective nature of

fading. The characteristics such as path loss, ambient noise and multipath fading

were also considered. In such bandlimited channels, multipath phenomena occur as a

result of surface and bottom reflections, which superimpose on each other to distort

the signal in amplitude and phase. The background noise is often characterized

as non Gaussian. Examination of both the CIRs and the time varying nature in

the investigated realistic channels highlighted that the channel is rapidly fluctuating

and it has a sparse channel structure that spreads over both propagation delay and

Doppler. Therefore, spread spectrum systems such as CDMA and IDMA systems will

help to compensate for the resulting signal distortion, differentiate between different

users and improve immunity against multipath effects.

The mathematical representation of CDMA and IDMA systems along with the

concept of spread spectrum techniques were considered in chapter 2. The representa-

tion of pseudorandom sequences, correlation function, and optimization criteria were

also discussed. A description of the commonly CDMA receiver structures, which

utilize spreading codes to differentiate between users was given, highlighting the op-

timum and suboptimum detector architectures. Although the trellis-based turbo-

architectures constitute attractive structures in the context of bandwidth efficient

transmissions over the ISI channels, they rely on optimum detectors whose high com-

putational complexity limits its practical implementation. We have then introduced

the basic principles of the turbo IDMA scheme, which employ different chip-level
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interleavers for user separation. By removing spreading and devoting entire band-

width expansion to channel coding, IDMA can obtain additional coding gain over

conventional CDMA. Because of the fact that a multiuser scenario is employed, it is

important to choose weakly correlated interleavers between different users. Addition-

ally, the optimum and Gaussian approach of the IDMA detector are considered with

the important IDMA features in comparing with the existing multiple access archi-

tectures. However, the IDMA scheme allows very low cost chip detection algorithm

that can be used in both synchronous and asynchronous channels.

In chapter 3, CE based IDMA and CDMA structures, are examined for different

channel conditions. In this chapter, we have demonstrated that the Rake multiuser

algorithm is very effective to suppress MAI with known channels. Even with small

spreading factors and random interleavers, it can achieve near single user performance.

The BERs of long code and short code CDMA systems are close to that of the IDMA

systems and this small improvement in IDMA performance is due to the long periods

of chip level interleavers. Moreover, the detection algorithm can be carried out either

by SIC or PIC. SIC takes a serial approach to remove the MAI signals, while PIC

estimates and simultaneously removes out all the MAI produced by the other users

accessing the channel. It is observed that SIC needs less iterations than PIC to reach

the same performance, and the parallel processing is the reason for considering PIC

in this thesis. However, the channel coefficients’ estimates are not assumed to be

perfect in practice, and if the channel estimates are not reliable, these estimates will

significantly reduce the ability of the detection algorithms to remove the correlation

introduced by the channels.

An adaptive joint CE and phase tracking algorithm is developed in chapter 3 for

IDMA and CDMA systems using two different training methods. Training sequences

are usually embedded in transmitted signals to acquire the channel state and facili-

tate synchronization and CE. Based on the enhanced soft iterative information, the

transversal filters and carrier tracking are adapted jointly at chip rate based on MMSE

criterion to ensure reliable communication, especially for long delay spread channels.

Two low cost adaptive algorithms, LMS and NLMS, are employed to track and cor-

rect the effects of time variations. The adaptive algorithm was significantly refined

by using multiplexing pilots or continuous pilots as well as soft feedback estimates

after single users’ decoders.
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In addition, multipath channels exhibiting Rician characteristics were used in or-

der to examine the performance of the proposed approaches. Erroneous feedback

decisions cause error propagation and limit the system performance. By employing

threshold devices, it is possible to design a Rake that uses only the significant chan-

nel components. Since pilot symbols are transmitted along with data, the tracking

using continuous pilot method was found to be more bandwidth efficient. However,

the limited capability of most of these algorithms with time-multiplexing pilots may

preclude their use in highly Doppler channels. In contrast, by exploiting the presence

of a continuous pilot signal this approach has been shown to be a better technique to

track fast fading channels than the conventional pilot-based approach.

Unfortunately, the rapid fluctuations and sparse structure in UACs, together with

the extended overall delay spread, creates a challenging CE problem. As the channel

dispersion increases, the errors in the estimated coefficients have a significant impact

on the performance of coherent Rake based receivers, where performance is limited by

both MAI and ISI and exhibits an error floor due to degraded CE. In such cases, the

chip-level DFE based turbo structures can have better immunity against the spectral

channel characteristics, and give the forward filter greater flexibility in handling ISI.

In chapter 4, the DFE-IC detector is proposed using two different training methods

for synchronous IDMA and CDMA systems operating over frequency selective chan-

nels. The direct adaptation detector based on MMSE criteria integrate the functions

of the DFE, phase tracking and IC techniques into one structure, which requires par-

tial or full knowledge of interfering users. By taking advantage of previous decisions

of interfering users at each iteration, the receivers minimize the MSE and the contri-

bution of channel coding improves the robustness and protects the transmitted data

from the remaining errors.

The DFE-CDMA structure has been formulated based on the derivation of the

adaptive DFE-IDMA receiver. The simulation results of these different receivers

show that the proposed continuous training approach outperforms the conventional

approach over a wide range of normalized Doppler spreads. Minor improvements

are obtained by adopting soft feedback decisions instead of hard feedback decisions,

which help to reduce the impacts of error propagation in the DFE. For channels where

it is necessary to track the signal on a chip-by-chip basis, the results indicate that

the DFE-IDMA can provide the flexibility required to improve the performance with

limited training by 1-2 dB over the Rake receiver. Therefore, the joint direct forms
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constitute a powerful technique with overwhelming performance gains over separate

CE based receivers in fading environments. However, the major difference between

the two approaches is in their ability to track the time-variation in the signal. For

additional improvement, feedback ISI canceller that utilizes the estimates of both

past and future chips can be used when both the pre-cursive and post-cursive ISI are

significant in the CIR. Furthermore, the simplicity of these structures makes them

attractive for deployment in the underwater environment.

In order to gain more insight into the convergence behaviour of such detectors,

the analytical results with the aid of EXIT charts were evaluated over unknown time

variant channels. The results have shown that the detected trajectory is quite close

to the real simulated trajectory. The performance difference between the Rake-MUD

and DFE-IC detectors with different pattern of training sequences, are also presented.

However, the convergence of such detectors is not only related to its architecture and

channel conditions, but also related to the system parameters. The impact of these

parameters, e.g., the user number and the spreading factor, were also examined to

obtain a better understanding in the design of successful T-MUDs.

In realistic network scenarios, the proposed architectures presented in previous

chapters are also investigated in chapter 5 using experimental signals. The investi-

gated scenarios are used to examine the schemes over three different channels, where

the number of active users was maximally four. The results demonstrated a remark-

able improvement for structures that use adaptive DFE-IC detector as compared to

those that use Rake-MUD with separate CE. Direct adaptive receivers demonstrated

lower bit error rates and needed fewer stages than CE based Rake-IDMA to reach

its steady-state level. Therefore, the DFE-IC based IDMA/CDMA is more robust

and solves the error floor problem as compared to the Rake based IDMA/CDMA in

case of sparse channels. Although the Rake based receivers was shown to be also

robust against severe channel fluctuation with two users, the ISI/MAI suppression

was degraded considerably especially with increasing number of users.

The different IDMA receivers performed somewhat better than both CDMA forms

in most scenarios. Due to the ability to cope effectively with the dynamic nature of

the UACs, the most promising results were obtained using the schemes with contin-

uous pilots. Minor improvement was obtained using soft algorithm instead of hard

algorithm due to its ability to mitigate and correct feedback decision errors. The

filters’ lengths can become problematic for the algorithms that rely on the inver-
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sion of the channel correlation matrix. Further, longer filters’ lengths may not lead

to better performance when the error-propagation is taken into account, thus, the

filters’ lengths are chosen to maintain the algorithm stability and span the longest

multipath delay spread. In some cases, the direct adaptive schemes can be operated

as a single-user receiver without requiring any explicit knowledge of the interfering

users. However, increasing the MAI from other users will limit the performance of

such single-user algorithms, where the DFE-IC cannot subtract a sufficient amount

of interference to achieve good performance. In such cases, multiuser algorithm that

exploits the knowledge of all the codes was proven to be more attractive for such

downlink systems.

Finally, we have performed a comparative study on the proposed techniques with

regard to their computational complexities. The complexities of these structures

are respectively linear to the path number, and both are independent of the user

number. However, DFE-IC detector is proposed as a low complexity alternative

to the MAP and Rake detectors over long delay spread channels. These results

also demonstrate the possibility of implementing the proposed structures on portable

terminals in real-world environments, and also offer an interesting perspective for the

DSP implementation and the realization of a field programmable gate arrays (FPGA)

prototype.

6.2 Future Research Work

The following points can be considered in future research:

• To increase the systems’ reliability at low data rates, further redundancy can be

introduced using error correction codes, such as those in [6], rather than using

longer spreading sequences.

• The low complexity clearly demonstrates the possibility of implementing such

architectures in practice on DSP and FPGA platforms. However, this work

constitutes the preliminary steps towards such hardware realization and much

work is required to achieve the objective.
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• Our research has concentrated on time domain techniques to remove MAI/ISI

effects in single-carrier downlink systems. However, the basic algorithms are ap-

plicable for the detection schemes in frequency domain transmissions. Research

in this field may also investigate the benefits of using multi-carrier architectures,

and uplink multi-user communication in real underwater environments.

• It must also be noted that these experimental results were obtained when there

was no significant movement in the systems. If there were intentional move-

ment, one could expect the performance to degrade more rapidly with an in-

crease in the spreading factor. Future trials should encompass a broader range

of conditions, including transmission from moving autonomous underwater ve-

hicles (AUVs), where more robust processing techniques are required to combat

Doppler effects.

• In the majority of UACs, a single-sensor is not adequate for a reliable perfor-

mance. Hence, further work should use other diversity techniques to ensure

stability and convergence of the employed adaptive algorithms. Furthermore,

higher modulation schemes may also be used to increase the data rate in shallow

UACs exhibiting short time-delay spreads.

• By keeping only those taps whose magnitude are larger than a pre-determined

threshold, the tracking algorithms can have lower complexity and smaller noise

errors. Thus, future work combining sparse techniques with turbo multiuser

structures may help address the difficulty of such sparse channels.
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Appendix A

A BER/SINR values of IDMA/CDMA systems

Table 1: Results of CE based T-MUDs with multiplexing pilot, K=2

K=2
IDMA long code CDMA short code CDMA

Ch. Range(m) 200 m 500 m 1000 m 200 m 500 m 1000 m 200 m 500 m 1000 m
Packet 1 0 0 0 0 0 0 0 0 0
Packet 1 7.8 11.2 13.2 7.8 11.3 12.3 7.3 10.6 15.9
Packet 2 0 0 0 0 0 0 0 0
Packet 2 7.2 12.4 12.9 7.8 10.5 14.9 6.5 12.1 13.4
Packet 3 0 0 0 0 0 0 0 0 0
Packet 3 7.8 10.3 16.1 8.3 10.4 12.1 8.5 10.9 14.5
Packet 4 0 0 0 0 0 0 0 0 0
Packet 4 6.8 10.3 13.3 6.1 11.7 14.7 7.3 11.5 12.3
Packet 5 0 0 0 0 4 0 0 0 0
Packet 5 6.7 11.5 13.8 8.0 10.8 13.2 6.3 11.1 14.8
Packet 6 0 0 0 0 0 0 0 0 0
Packet 6 6.9 12.3 12.5 7.7 12.6 12.8 7.3 12.6 12.6
Packet 7 0 0 0 0 0 0 4 0 0
Packet 7 7.3 11.8 12.3 6.2 11.1 11.7 7.3 11.3 15.1
Packet 8 0 0 0 0 0 0 0 0 0
Packet 8 7.3 11.5 11.7 7.0 11.7 13.0 7.6 11.5 14.2
Packet 9 0 0 0 0 0 0 0 0 0
Packet 9 7.0 11.1 14.1 6.9 13.2 15.3 7.6 12.3 13.5
Packet 10 0 0 0 19 0 0 0 0 0
Packet 10 7.6 10.1 14.7 6.7 10.2 13.9 6.5 12 11.8
Packet 11 0 0 0 0 0 0 0 0 0
Packet 11 6.6 11.5 12.3 6.8 13.0 13.6 7 11.2 11.1
Packet 12 0 0 0 0 0 0 0 0 0
Packet 12 6.0 11.5 14.2 7.2 10.6 12.2 6.2 12.1 10.4
Packet 13 0 0 0 0 0 0 0 0 0
Packet 13 7.9 13.9 12.7 6.1 11.4 14.7 6.1 10.1 10.4
Packet 14 0 0 0 0 0 0 0 0 0
Packet 14 7.8 12.2 11.8 7.4 11.8 13.8 6.2 10.1 15.6
Packet 15 0 0 0 0 0 0 32 0 0
Packet 15 7.0 10.8 13.9 6.7 10.5 14.4 7.2 10.8 12
Av. BER 0 0 0 19/30690 4/30690 0 36/30690 0 0
Av. SINR 7.2 11.5 13.3 7.1 11.3 13.6 6.9 11.2 13.1
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Table 2: Results of CE based T-MUDs with multiplexing pilot, K=4
K=4

IDMA short code CDMA long code CDMA
Ch. Range(m) 200 m 500 m 1000 m 200 m 500 m 1000 m 200 m 500 m 1000 m
Packet 1 0 0 6 37 0 4 59 8 0
Packet 1 4.3 7.7 7.6 4.1 6.6 8.1 4.3 6.5 7.7
Packet 2 77 0 2 37 4 8 341 15 0
Packet 2 4.2 6.8 8.3 4.6 7.0 7.4 4.2 6.6 7.7
Packet 3 0 4 6 24 2 0 998 1119 8
Packet 3 4.6 6.7 7.7 4.4171 7.0 8.2 3.9 5.8 7.8
Packet 4 1038 132 12 42 0 0 130 6 2
Packet 4 3.7 6.3 7.6 4.8 7.3 8.2 4.2 6.8 7.9
Packet 5 12 0 4 10 0 138 1367 19 216
Packet 5 4.8 7.4 7.7 4.8 7.0 7.3 4.1 6.6 7.1
Packet 6 0 0 0 6 20 8 126 6 12
Packet 6 4.9 6.8 8.2 5.0 6.8 7.6 4.7 6.8 7.6
Packet 7 0 18 0 49 167 0 46 853 8
Packet 7 4.8 6.6 8.1 5.0 5.8 8.2 4.7 5.7 7.8
Packet 8 0 0 0 0 4 6 2 10 4
Packet 8 5.1 7.7 8.1 5.0 6.6 7.5 4.7 6.9 7.7
Packet 9 0 6 0 4 35 1466 8 4 932
Packet 9 5.2 6.5 8.2 5.3 6.5 6.4 4.76 6.71 6.6
Packet 10 0 6 0 8 8 0 4 4 0
Packet 10 4.8 6.4 7.9 5.4 6.8 7.4 5.1 7.3 7.8
Packet 11 2 22 8 92 8 16 0 0 0
Packet 11 5.2 6.6 7.9 4.9 6.9 8.0 5.1 6.8 8.3
Packet 12 0 704 4 1447 1586 1134 4 0 6
Packet 12 5.1 6.0 7.8 3.6 5.0 6.4 5.0 7.4 7.9
Packet 13 0 0 4 73 46 4 0 10 0
Packet 13 5.2 7.5 7.4 4.6 6.4 7.7 4.9 7.4 8.0
Packet 14 45 24 0 84 0 4 18 0 0
Packet 14 5.1 6.5 8.1 4.4 7.3 7.9 4.8 6.7 7.1
Packet 15 0 64 0 41 6 6 0 12 804
Packet 15 5.2 6.5 8.0 4.3 7.7 8.4 4.9 7.2 7.0
Av. BER 1174/61440 980/61440 46/61440 1954/61440 1886/61440 1794/61440 3124/61440 2066/61440 1992/61440
Av. SINR 4.9 6.8 7.9 4.7 6.7 7.6 4.7 6.7 7.6
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Table 3: Results of DFE-IC based T-MUDs with multiplexing pilot, K=2
K=2

DFE-IDMA long code DFE-CDMA short code DFE-CDMA
Ch. Range(m) 200 m 500 m 1000 m 200 m 500 m 1000 m 200 m 500 m 1000 m
Packet 1 0 0 0 0 0 0 0 0 0
Packet 1 11.0 11.1 11.5 12.0 10.9 12.5 12.5 11.5 12.2
Packet 2 0 0 0 0 0 0 0 0 0
Packet 2 11.7 15.9 12.1 11.0 11.9 13.8 12.1 12.0 14.5
Packet 3 0 0 0 0 0 0 0 0 0
Packet 3 12.8 12.3 14.1 11.7 11.1 10.1 11.8 12.2 13.8
Packet 4 0 0 0 0 0 0 0 0 0
Packet 4 12.2 13.6 13.5 11.7 12.2 14.0 11.9 11.4 13.5
Packet 5 0 0 0 0 0 0 0 0 0
Packet 5 12.6 11.5 13.6 11.9 10.6 13.8 11.0 12.9 13.2
Packet 6 0 0 0 0 0 0 0 0 0
Packet 6 11.4 14.4 13.2 11.8 14.0 13.0 11.1 14.0 11.7
Packet 7 0 0 0 0 0 0 0 0 0
Packet 7 10.7 13.9 14.6 11.9 12.2 13.8 11.0 6 11.0 11.6
Packet 8 0 0 0 0 0 0 0 0 0
Packet 8 11.8 11.5 14.1 10.8 10.6 11.4 11.7 12.2 11.8
Packet 9 0 0 0 0 0 0 0 0 0
Packet 9 11.2 12.1 13.0 11.3 11.5 13.3 10.9 11.7 12.2
Packet 10 0 0 0 0 0 0 0 0 0
Packet 10 12.0 12.4 14.9 11.1 10.4 10.6 10.7 14.3 12.8
Packet 11 0 0 0 0 0 0 0 0 0
Packet 11 12.6 13.7 10.9 11.2 10.1 11.4 12.0 10.7 14.8
Packet 12 0 0 0 0 0 0 0 0 0
Packet 12 11.1 12.6 11.3 10.7 13.6 12.9 11.3 10.7 10.1
Packet 13 0 0 0 0 0 0 0 0 0
Packet 13 12.5 13.7 13.8 10.7 11.8 14.1 12.3 11.1 12.6
Packet 14 0 0 0 0 0 0 0 0 0
Packet 14 12.6 11.3 14.8 11.8 13.1 14.0 11.5 11.8 11.8
Packet 15 0 0 0 0 0 0 1 0 0
Packet 15 11.6 11.5 13.4 11.7 13.3 12.8 11.5 11.1 11.9
Av. BER 0 0 0 0 0 0 1/30690 0 0
Av. SINR 11.9 12.9 13.5 11.5 11.9 12.8 11.6 11.9 12.6
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Table 4: Results of DFE-IC based T-MUDs with multiplexing pilot, K=4

K=4
DFE-IDMA long code DFE-CDMA short code DFE-CDMA

Ch. Range(m) 200 m 500 m 1000 m 200 m 500 m 1000 m 200 m 500 m 1000 m
Packet 1 0 0 0 4 0 0 0 0 0
Packet 1 9.6 9.3 10.9 9.1 9.4 11.4 8.9 11.1 10.7
Packet 2 0 0 0 0 0 0 2 0 0
Packet 2 9.3 13.1 10.5 9.5 10.7 10.6 8.9 10.7 10.6
Packet 3 0 0 0 0 0 0 11 0 0
Packet 3 9.2 12.7 9.4 9.1 10.5 9.5 8.8 9.0 11.8
Packet 4 0 0 0 0 0 0 20 0 0
Packet 4 9.6 14.1 10.3 10.9 10.7 9.9 8.9 11.8 11.8
Packet 5 0 0 0 0 0 0 0 0 0
Packet 5 10.5 13.9 9.4 9.9 10.8 10.4 9.2 9.6 10.9
Packet 6 0 0 0 0 0 0 0 0 0
Packet 6 10.7 9.4 12.3 10.2 9.9 9.0 9.7 11.6 11.2
Packet 7 0 0 0 0 19 0 0 0 0
Packet 7 11.0 12.9 11.1 11.4 8.7 11.5 9.2 9.8 9.8
Packet 8 0 0 0 0 0 0 0 0 0
Packet 8 10.0 9.2 13.3 10.4 10.7 9.3 10.8 11.5 11.2
Packet 9 0 0 0 0 0 0 0 0 0
Packet 9 11.0 11.1 10.0 11.4 9.9 10.5 9.7 9.6 10.5
Packet 10 0 0 0 0 0 0 0 0 0
Packet 10 9.7 11.0 10.5 9.4 11.7 10.0 10.2 9.3 9.5
Packet 11 0 0 0 0 0 0 0 0 0
Packet 11 10.0 13. 0 10.5 9.5 11.3 12.1 11.7 13.9 12.7
Packet 12 0 0 0 0 0 0 0 0 0
Packet 12 9.7 12.3 11.7 11.4 10.2 12.3 11.3 9.1 10.6
Packet 13 0 0 0 0 0 0 0 0 0
Packet 13 10.6 9.2 10.8 10.5 9.8 12.4 9.6 10.4 9.4
Packet 14 0 0 0 36 0 0 0 0 17
Packet 14 10.3 9.12 11.4 8.6 10.4 11.3 10.1 9.4 8.6
Packet 15 0 0 0 0 0 0 0 0 0
Packet 15 10.1 11.2 13.7 9.3 10.1 11.2 10.5 10.0 12.7
Av. BER 0 0 0 40/61440 0 0 33/61440 0 17/61440
Av. SINR 10.2 10.6 11.1 10.1 10.4 10.9 9.9 10.5 10.9
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Table 5: Results of CE based T-MUDs with continuous pilot, K=3
K=3

IDMA long code CDMA short code CDMA
Ch. Range(m) 200 m 500 m 1000 m 200 m 500 m 1000 m 200 m 500 m 1000 m
Packet 1 4 4 0 27 6 0 0 0 0
Packet 1 5.1 9.5 10.3 5.7 5.7 10.3 5.8 9.6 10.4
Packet 2 78 0 0 97 0 0 0 4 0
Packet 2 5.9 9.4 11.0 5.9 9.1 10.0 6.3 9.1 10.8
Packet 3 12 0 0 522 66 0 0 0 0
Packet 3 6.2 10.7 10.3 5.6 9.2 10.8 6.5 9.3 11.0
Packet 4 694 14 0 159 0 0 0 0 0
Packet 4 4.9 8.8 11.3 5.6 9.0 10.7 6.9 9.6 10.5
Packet 5 8 0 0 841 0 50 0 0 17
Packet 5 6.6 9.7 11.5 5.7 9.1 9.9 6.5 9.4 10.1
Packet 6 0 0 0 27 4 0 0 16 0
Packet 6 9.4 9.4 11.1 6.5 8.8 10.7 6.8 9.1 10.2
Packet 7 0 2 0 4 0 0 0 117 0
Packet 7 6.1 9.1 11.0 6.7 9.2 10.7 7.0 9.1 11.0
Packet 8 0 0 0 0 0 0 0 0 0
Packet 8 10.5 10.5 10.5 6.8 9.5 10.7 7 9.0 10.3
Packet 9 0 6 0 0 0 57 0 10 263
Packet 9 7.1 8.8 11.2 6.4 9.8 9.0 7.3 9.1 8.8
Packet 10 0 0 0 0 2 0 0 0 0
Packet 10 10.0 10.0 10.7 7.0 9.8 10.5 7.4 9.0 10.2
Packet 11 0 0 0 0 0 0 0 0 0
Packet 11 7.1 9.3 10.6 6.9 10.0 10.8 6.9 9.3 10.1
Packet 12 6 35 0 0 0 0 859 0 27
Packet 12 7.2 8.7 10.5 6.7 9.1 10.7 5.0 9.5 9.10
Packet 13 0 0 0 0 4 0 0 2 0
Packet 13 10.1 10.1 11.2 6.6 10.0 10.6 6.6 9.0 10.4
Packet 14 6 8 0 4 2 0 0 0 0
Packet 14 7.3 9.0 11.1 6.6 9.1 9.7 6.9 9.6 10.6
Packet 15 0 6 0 0 0 252 0 2 0
Packet 15 6.5 9.1 11.4 5.9 9.8 9.8 6.8 9.5 11.4
Av. BER 808/46080 75/46080 0 1681/46080 84/46080 359/46080 859/46080 151/46080 307/46080
Av. SINR 7.4 9.8 10.9 6.3 9.8 9.3 6.6 9.3 9.2
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Table 6: Results of DFE-IC based T-MUDs with continuous pilot, K=3
K=3

DFE-IDMA long code DFE-CDMA short code DFE-CDMA
Ch. Range(m) 200 m 500 m 1000 m 200 m 500 m 1000 m 200 m 500 m 1000 m
Packet 1 0 0 0 0 0 0 0 0 0
Packet 1 11.4 10.9 8.2 9.7 10.5 10.4 9.8 9.9 8.5
Packet 2 0 0 0 0 0 0 0 0 0
Packet 2 10.0 13.1 12.8 10.2 8.6 12.2 11.1 8.4 10.5
Packet 3 0 0 0 0 0 0 0 0 0
Packet 3 11.3 8.6 8.8 11.5 9.3 9.8 11.0 10.6 13.8
Packet 4 0 0 0 0 0 0 0 0 0
Packet 4 9.7 11.6 11.2 10.5 10.9 11.2 10.0 13.3 13.8
Packet 5 0 0 0 0 0 0 0 0 0
Packet 5 11.9 13.1 10.1 10.5 13.9 8.8 9.2 13.5 8.7
Packet 6 0 0 0 0 0 0 0 0 0
Packet 6 9.6 11.8 11.0 10.5 10.8 12.6 9.5 9.7 12.1
Packet 7 0 0 0 0 2 bits 0 0 0 0
Packet 7 11.7 12.6 9.9 12.0 9.1 11.1 10.5 9.2 11.8
Packet 8 0 0 0 0 0 0 0 0 0
Packet 8 8.7 9.6 9.8 10.8 12.7 12.3 9.1 9.0 9.7
Packet 9 0 0 0 0 0 0 0 0 0
Packet 9 12.6 8.9 8.1 8.5 9.9 12.4 9.8 11.2 10.8
Packet 10 0 0 0 0 0 0 0 0 0
Packet 10 11.0 9.5 11.5 10.0 9.4 8.3 9.5 12.4 9.5
Packet 11 0 0 0 0 0 0 0 0 0
Packet 11 10.1 12.1 8.7 10.1 10.5 12.3 12.7 9.8 13.6
Packet 12 0 0 0 0 0 0 0 0 0
Packet 12 11.2 11.2 10.3 10.0 8.6 12.5 10.9 10.0 10.4
Packet 13 0 0 0 0 0 0 0 0 0
Packet 13 10.1 8.9 10.0 9.1 8.4 10.7 11.1 13.0 9.8
Packet 14 0 0 0 0 0 0 0 0 0
Packet 14 12.0 9.4 11.9 9.7 11.7 12.5 9.0 10.7 9.6
Packet 15 0 0 0 0 0 0 0 0 0
Packet 15 11.7 13.1 12.4 11.8 11.6 8.3 10.9 10.6 13.6
Av. BER 0 0 0 0 2/46080 0 0 0 0
Av. SINR 10.9 11 11.3 10.3 10.4 11.0 10.3 10.7 11.1
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Appendix B

B Block diagrams of the system architecture and

parallel port

Figure 1: The functional block diagram of the SHARC DSPs.
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Figure 2: Parallel port of ADSP-21364 processor.
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