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Abstract

Error control coding has been used to mitigate the impact of noise on the wireless channel. Today, wireless communication systems have in their design Forward Error Correction (FEC) techniques to help reduce the amount of retransmitted data. When designing a coding scheme, three challenges need to be addressed, the error correcting capability of the code, the decoding complexity of the code and the delay introduced by the coding scheme. While it is easy to design coding schemes with a large error correcting capability, it is a challenge finding decoding algorithms for these coding schemes. Generally increasing the length of a block code increases its error correcting capability and its decoding complexity.

Product codes have been identified as a means to increase the block length of simpler codes, yet keep their decoding complexity low. Bit flipping decoding has been identified as simple to implement decoding algorithm. Research has generally been focused on improving bit flipping decoding for Low Density Parity Check codes. In this study we develop a new decoding algorithm based on syndrome checking and bit flipping to use for binary product codes, to address the major challenge of coding systems, i.e., developing codes with a large error correcting capability yet have a low decoding complexity. Simulated results show that the proposed decoding algorithm outperforms the conventional decoding algorithm proposed by P. Elias in BER and more significantly in WER performance. The algorithm offers comparable complexity to the conventional algorithm in the Rayleigh fading channel.
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Chapter 1 - Introduction

1.1 Introduction

The wireless channel is one of the harshest communication channels. It poses a challenge to designers of communication systems, as little or no control can be exercised over the external noise sources and interfering signals interacting with the communication signal. Modern digital wireless communication systems use Forward Error Correction (FEC) as an option for mitigating the effect of noise encountered on the channel to make communication more reliable. Generally using long block codes increases the error correcting capability of a FEC system. Unfortunately, increasing the block length generally tends to also increase the decoding complexity of the FEC system. Most of the delay in a FEC system is attributed to the decoding complexity of the algorithm used.

Product codes have been used to increase the block length, thus increasing the error correcting capability of FEC systems, while keeping the decoding complexity low. The conventional decoding algorithm proposed by Elias [1], in 1954, has been shown to be an effective decoding algorithm despite its shortcomings. In this study we propose a new decoding algorithm for
product codes. The algorithm addresses the permanent error problem identified by Abramson in [2], that cannot be corrected by the conventional decoding algorithm. It is based on the bit flipping decoding algorithm first presented by Gallager [3] for Low-density parity-check (LDPC) codes. The bit flipping decoding algorithm has been identified to be a low complexity decoding algorithm. This ensures that the proposed decoding algorithm has a low complexity, thereby addressing the problem of complexity and delay introduced by decoding algorithms in modern communication systems.

1.2 Background

In recent years there has been an increase in research on wireless communication. People have moved away from using fixed line devices for communication, opting for the convenience of untethered devices like cellular phones, tablet computers and notebooks [4]. The emergence of digital wireless communication has been a major driving factor for the move to tetherless connectivity. Wireless communication has been readily adopted in developing nations where there is limited fixed line infrastructure.

The wireless channel is a harsh communication channel. Two major aspects of wireless communication make it challenging to use. The first of these is the phenomenon of fading. Secondly, unlike in the wired channel where the path between transmitter-receiver pair can be viewed as an isolated point-to-point link, in wireless communication, data is transmitted over the air. This subjects wireless communication to interference.

Fading is the time variation of the received signal power caused by changes in the wireless channel, or the path taken by the signal. In a fixed environment, for example, two fixed microwave towers communicating with line of sight, fading can be affected by changes in the atmospheric conditions, such as rainfall. In an environment where one of the receiving devices is moving relative to the other, the obstacles in the path between the two devices change over time, creating complex transmission effects [5]. This makes fading a challenging problem in mobile wireless network design. Fading can be classified as either fast or slow. Fast fading occurs in the urban environment where the built up environment causes rapid variations in signal strength. Slow fading occurs when the variations in signal strength occur when the mobile user covers
distances in excess of the wavelength. Fading can also be classified as flat fading or selective fading. Flat fading occurs when all the frequency components of the received signal fluctuate in the same proportions. Selective fading affects different spectral components of the radio signal unequally.

Cellular radio systems are subject to co-channel interference because cellular radio systems make use of frequency reuse. Frequency reuse also introduces adjacent channel interference. Adjacent channel interference arises when neighbouring cells use carrier frequencies that are adjacent to each other. Other forms of interference that affect wireless systems are multiple-access interference and narrowband interference (NBI). Multiple-access interference is resultant from multiple users accessing the same wireless network. Ultra-wide band (UWB) systems which operate at very low power spectral densities are affected by NBI [6].

Another factor that affects wireless communication is multipath propagation. Reflection, diffraction and scattering play a role in multipath propagation. Reflection of electromagnetic waves occurs when the transmitted signal encounters an object that is larger than its wavelength. Diffraction occurs at the edge of object that is larger than the wavelength of the signal and the signal cannot pass through the object. The signal is propagated in different directions with the edge acting as a source. If the object in the path of the signal is smaller than the wavelength of the signal, scattering occurs. The incoming signal is scattered by the object into several weaker outgoing signals [5]. For cellular networks, objects such as lamp posts, and traffic signs scatter the signals. Multipath propagation results in multiple copies of the signal arriving at the receiver’s antenna. If the copies of the signal are out of phase, this can reduce the power of the signal making it difficult for the receiver to detect it.

Battery life is also factor in the development of mobile devices [7]. Devices connected to a wired network are usually powered by the electrical cables provided in the building. Wireless devices are generally meant to be portable and mobile and are typically powered by a battery [8]. Although processor and memory development have increased in the last couple of years, the development of batteries has been slower. According to [9], battery capacity doubles after 35 years. Though battery capacity has improved, it still lags behind in terms of development when compared to other parts of mobile devices [9]. Over the years the processing power and memory in mobile devices has increased, enabling mobile devices to offer more complex operations than
when they were first conceived. For example the first set of cellular phones offered voice communication only. The development of smart phones has seen the capabilities of cellular phones increased. Smart phones offer the user the ability to send and receive multimedia messages, browse the internet, and connect to various peripheral devices. The information sent by smart phones is mainly of the nature where integrity of the received information must be maintained. Corruption of the information by the channel requires the information to be re-sent thereby consuming more battery power. Users on the other hand require a longer battery life. To enable this, the mobile devices have to resend as little of the received corrupted information as possible.

Error control is used to mitigate the impact of noise on the wireless channel and improve the reliability of the channel [10]. Two error control coding strategies are used in wireless communication namely, error detection coding and error correction coding [11]. Error detection coding is a means where the presence of errors is detected in received vectors. Error detection coding is used in conjunction with schemes such as Automatic Repeat reQuest (ARQ) to control errors. In error detection coding a codeword, with redundant data added, is transmitted to the receiver. The receiver uses cyclic redundancy checks, syndromes, or other means to determine the presence of errors in the received vector. If there are any errors, ARQ or error correction can be used to obtain the correct codeword [12]. Error correction coding is a means by which the receiving device corrects the errors that are introduced by the communication channel. The ability of a code to correct errors is related to its ability to detect errors [13]. The receiver checks the received vector for the presence of errors. If the exact locations and number of errors are established, the errors are corrected and the vector is decoded into the original information that was encoded. If the receiving device cannot establish the exact positions of the errors, the received vector will be decoded incorrectly [14]. ARQ and forward error correction (FEC), two techniques used for controlling transmission errors, are covered in greater detail in Section 2.4.

1.3 Product codes

In the wireless environment, the costly resources of power and bandwidth make it a challenge to choose the appropriate error control scheme. Product codes provide a means to obtain long and powerful codes while keeping the decoding complex low, by using concatenation of simpler
constituent codes. They were first presented by Elias in [1]. A product code can be defined as a multidimensional array of linear block codes. A two dimensional product code can be represented as a set of matrices where each row is a codeword in one constituent code, and each column is a codeword in another constituent code. The decoding complexity of the product code can be kept low by decoding each row and column separately [15], [16], [17].

The inherent interleaving in product codes makes them attractive codes for wireless communication channels. Wireless communication channels suffer from noise and fading due to multipath propagation of the signal. Fading severely degrades the performance of data transmission in wireless communication systems [18]. It results in bursty errors in the received vector. Interleaving is used to spread the error bursts into random errors which can be corrected by forward error control codes [19], [20]. A block interleaver arranges the codewords to be transmitted into a number of rows. The bits are then transmitted column-wise. At the receiver the bits are re-blocked and decoded row-wise. Interleaving adds further delay to the decoding process in the communication system. Product codes have the proper structure to deal with burst errors without the need for extra interleaving. They have been used in digital versatile discs where fingerprints and scratches can cause bursty errors [21], [22], [23]. All error patterns where the burst errors are restricted to a number of rows less than half the minimum distance of the column code are correctable when decoding column-wise or burst errors that are restricted to a number of columns less than half the minimum distance of the row code are correctable row-wise [24].

The reasons why we decided to work on binary product codes can be summarized as follows:

- Fading in wireless communication systems introduces burst errors. Products codes offer good error correcting capability in wireless communication systems because of their ability to spread burst errors amongst the rows or columns when decoding. This is because they include interleaving as an in-built feature in their design.
- Most decoding algorithms used for product codes group the received vector into an array of row and column vectors. The decoding algorithms are still based on the conventional decoding algorithm of initially decoding the rows then using the information obtained from decoding the rows to decode the columns. Maximum likelihood decoding algorithms that attempt to decode the entire codeword at once are avoided because of the size of the block. Our aim is to develop a
new decoding algorithm that is capable of correcting all the errors in the received vector at once, error pattern permitting, while ensuring that the BER performance of our algorithm is comparable to the algorithm proposed by Elias in [1].

- Product codes have been generalized into other types of multilevel codes like concatenated codes, array codes and augmented codes. Solutions for decoding product codes are sometimes extended to concatenated codes and codes constructed on the basis of product codes and concatenated codes like those in [25]. We hope that the new decoding algorithm can also be modified and used to decode similar multilevel binary codes.

- Product codes can be used to improve the reliability of the wireless channel. In a noisy wireless channel, devices have to either increase their transmitting power or resend any of the corrupted data. Both methods impact negatively on the battery life of mobile devices [26]. FEC techniques suitable for wireless communication, such as product codes, can be used to improve the reliability of the channel, thereby extending the battery life of the mobile devices [27][28].

Generally, increasing the length of a code improves its error correcting capability. As a general rule, the more powerful a code is, the more difficult it is to decode [29]. To increase the block length of codes while keeping the decoding complexity low, Elias proposed using product codes. Elias proposed using a decoding algorithm that would decode the rows then the columns of the product code. The complexity of decoding would be a linear summation of the decoding complexities of the rows and columns. Most of the decoding algorithms that have been proposed for product codes have followed on the algorithm Elias proposed, only differing in the method used to decode the constituent codes. Few decoding algorithms have been proposed that perform one step decoding of product codes [29].

In 1962 Robert Gallager proposed Low-density parity-check codes. Gallager presented a simple hard decision decoding scheme for LDPC codes [2][29]. By checking the parities of each bit, he could determine which bit was most likely to be erroneous. If the number of parity fails of a bit exceeded a given threshold, the bit was deemed incorrect and flipped. This algorithm is referred to as the bit flipping decoding algorithm. Since Gallager presented the bit flipping algorithm, a lot of research has been done on it [31][32][33][34]. Researchers agree that the bit flipping algorithm is a simple decoding algorithm [35][36]. Bit flipping decoding has generally been confined to LDPC codes.
In binary product codes, each bit affects more than one syndrome, depending on the number of dimensions of the product code. Based on syndrome checking, it is possible to determine the possible error locations in the received vector, and use bit flipping for decoding binary product codes. Little research has been done on developing a bit flipping decoding algorithm for binary product codes other than single parity check product codes [37].

1.4 Problem statement

In this study we investigate how different error patterns affect the parities of two-dimensional binary product codes. After analysing the error patterns, we aim to develop a decoding algorithm for binary product codes that is based on syndrome checking and bit flipping.

Based on the structure of product codes, it should be possible for the bit flipping algorithm, in some cases, to correct all the errors in the received vector in one step. Bit flipping decoding is simple to implement. In our study we use the simplicity of bit flipping to develop our decoding algorithm. Turbo decoding used for product codes can achieve a low error rate close to Shannon’s limit, but has a high decoding complexity [38].

Our study is restricted to two-dimensional product codes, as they are easier to comprehend. The results obtained from the two-dimensional product codes are scalable to multi-dimensional codes. The developed decoding algorithm is only implementable on binary product codes.

1.5 Scope and objectives of the study

This project aims to study the suitability of product codes for communication in the wireless communication channel by developing a decoding algorithm for binary product codes that is based on syndrome checking and bit flipping. The algorithm is specifically for binary product codes as they only have two symbols. The algorithm will be compared to the conventional decoding algorithm in the additive white Gaussian noise (AWGN) and Rayleigh fading channels. The AWGN channel is often used when developing coding systems. It offers a simple channel model on which to develop coding systems. Radio communication systems operating over a multipath environment, such as indoor wireless communication or mobile telecommunications,
are often modelled as a Rayleigh fading channel and Rician fading channel [39]. In this study, we restrict ourselves to the AWGN and Rayleigh fading channel. We also restrict ourselves to two dimensional product codes. Henceforth, any reference to product codes refers to two dimensional product codes unless otherwise stated. The objectives of the study can be summarized as follows:

- Study the pattern of the errors that are introduced by the AWGN and Rayleigh fading channel in a two-dimensional binary product code.
- Develop a decoding algorithm for binary product codes to be used in the wireless communication channel. The decoding algorithm should offer comparable error correcting capability to the conventional decoding algorithm by decoding errors patterns, like the permanent error pattern, that the conventional decoding algorithm fails to decode.
- Compare the developed algorithm with conventional decoding algorithm in the AWG channel to prove that the developed algorithm is comparable to the conventional decoding algorithm.
- Compare the decoding complexity of the developed algorithm to that of the conventional decoding algorithm. Research on LDPC codes has shown that the bit flipping algorithm offers an effective trade-off between error performance and decoding complexity [35]. To reduce the complexity of the decoding, the decoding algorithm will be based on syndrome checking and bit flipping.
- Compare the performance of the developed algorithm to that of the conventional decoding algorithm in the Rayleigh fading channel. Since the developed algorithm will be used for wireless communication, a performance comparison of the bit flipping decoding algorithm and the conventional decoding algorithm will be done using a Rayleigh fading channel. This will give us an opportunity to see how the algorithm performs in a wireless channel and handles burst errors in comparison with the conventional algorithm.

1.6 Organization of thesis

Chapter 1 of the thesis introduces the problem investigated in this research. Section 1.2 gives background information on wireless communication, stating the problems encountered on the wireless communication, namely, interference and fading. Interference can either be inter-
channel or co-channel. The section also gives a brief introduction of error control techniques that are available for improving wireless communication. Section 1.3 briefly introduces product codes. Product codes were first presented by P. Elias. They allow building long block codes, while keeping their decoding complexity relatively low. The section also gives the reason why product codes were chosen for this study. Section 1.4 defines the problem statement. Product codes are decoded by iteratively decoding the component codes. By studying the error patterns, we devise a new decoding algorithm for product codes based on bit flipping. Section 1.5 states the scope and objectives of the project. The main objective of the study is to develop a decoding algorithm for binary product codes that is based on syndrome checking and bit flipping. The last section of the chapter describes the scope of the report.

Chapter 2 of the thesis gives background information on digital communication systems. It presents mathematical channel models that are used when studying digital communication. The first of these is the AWGN channel. The AWGN channel is used as a tractable channel to develop digital communication channels. Other channels are the Linear Filter channel and Rayleigh fading channel. The chapter presents two error control techniques that are used in wireless communication namely ARQ and FEC. Three different ARQ methods are presented. Section 2.5 defines block codes as a FEC technique. This section defines three types of block codes, namely, the Repetition codes, Hamming codes and Bose-Chaudhuri-Hocquenghem (BCH) codes and their decoding algorithms. The chapter also defines product codes, presenting the different decoding algorithms that are used for them. Section 2.7 presents the bit flipping decoding algorithm introduced by Gallager for decoding LDPC codes.

Chapter 3 of this thesis gives a survey of the literature on product codes and bit flipping. It starts by giving a brief history on the development of product codes. When product codes were first proposed by Elias, he proposed them with Hamming codes as constituent codes. He stated that other systematic codes like Golay codes could be used as constituent codes. Sections 3.3 and 3.4 provide a literature review on cyclic product codes, that were first presented by Burton and Weldon, and single parity check product codes, that were introduced by Bahl and Chien in 1971 respectively. Other codes in Chapter 3 are array codes and augmented codes. Chapter 3 also presents literature on the bit flipping decoding algorithm. Little work has been done on
improving the bit flipping decoding algorithm, because of its simplicity when it was first presented.

Chapter 4 presents the methodology section of the thesis. Section 4.2.2 introduces the different error patterns that influenced the development of our bit flipping decoding algorithm. Section 4.2.3 then presents the definitions of the Row Parity Check Matrix and the Column Parity Check Matrix, explaining how they are used to obtain the Candidate Error Matrix. Section 4.2.3 gives a detailed description of the new bit flipping algorithm for binary product codes. It shows how the algorithm uses two types of error patterns to converge the area of bits that are probably in error (the shadow area).

In Chapter 5 we present our results. The chapter gives a detailed description of the different error patterns stating under which channel conditions they are most likely to occur. Section 5.3 describes the different ways for measuring the performance of a coded communication system, namely the bit error rate (BER), block error rate (BLER) or Word error rate (WER), and the symbol error rate (SER). Chapter 5 also shows the BER and WER curves of the conventional and the bit flipping decoding algorithm. Lastly Chapter 5 gives a detailed description of partial syndrome decoding, and how it was used in conjunction with lookup tables to lower the decoding complexity of the bit flipping decoding algorithm.

Chapter 6 concludes the report, discussing how the objectives of the project were met. It also presents further work that can be done to improve the study and the developed algorithm.
Chapter 2 - Background Information

2.1 Introduction

In most communication, errors will occur. In some communication, the message has some inherent redundancy so the communication system can tolerate some of the errors that will occur [40]. For example in a voice communication system, the context of the conversation introduces the redundancy. Digital communication systems are designed with a method to recover from the errors that will occur from time to time during transmission.

Errors in data communication or storage systems come from different sources. The errors could be from random noise, impulse noise, channel fading or physical defects of the media. The communication system must be designed in a manner that curbs these errors. In this chapter we present the digital communication system by discussing the two ways that are used to mitigate the impact of noise. The two ways are used separately or can be combined as a hybrid system. The two methods, error detection coding and error correction coding are collectively known as error control coding. Both offer different advantages, hence in some cases a hybrid of the two is used. In error correction coding, the errors which may be introduced into the data by the
transmission through the communication channel can be corrected based on the redundancy in the received data. In error detection coding, the errors introduced are detected [30].

### 2.2 Overview of a digital communication system

The objective of error control coding in digital communication systems is to detect the presence of errors in the received data, and in some cases correct the errors. Error control coding adds complexity to a communication system. It involves adding redundancy to the message to be transmitted. The redundancy is added in a manner such that the validity of the received message can be checked thereby detecting the presence of the errors [41].

A typical communication system has only three elements, the source device, the channel, and the destination device. The source device could either be a storage device or a device sending information across a network. The channel is the medium through which the information will be transmitted to the destination device.

Figure 2.1 shows the elements of a typical digital communication system. Error control coding is applied after the data is converted into a digital format by the source encoder. Though represented as separate steps in Figure 2.1, it is worth noting that usually the digital modulation and channel coding are designed together [41]. After modulation the data is transmitted on the channel and the steps are carried out in reverse order at the receiving side.

![Figure 2.1: Elements of a digital communication](image)
**Source encoding** – In source encoding, the information is converted into a digital message. Redundancy is removed from the digital message using compression techniques. In the case of speech, video, or images, lossy compression techniques can be used. Lossy compression techniques do not reproduce the original information on decompression. Rather the reconstituted message will differ from the original in a way that the final user does not lose the relative message that was transmitted initially. In the case of text, executable files or documents, lossless compression techniques can be used. The reconstituted message matches exactly the original message that was compressed. Lossy compression techniques are more effective when compressing information [41].

**Channel coding** – Channel coding can be referred to as error control coding. The objective of error control coding is to average the effects of channel noise of several transmitted signals. Redundancy is added into the transmitted sequences resulting in more bits being transmitted than those needed to represent the actual information. The redundancy allows the detection of the presence of errors in the received information [42].

**Modulation** – Modulation can be considered as a way of mapping an information signal on to a carrier signal. Initially the digital symbols are converted into a baseband information signal. The rate of the baseband signal changes at a rate comparable with the digital symbols. Examples of baseband signals include Non Return to Zero-Level (NRZ-L), Manchester and Differential Manchester format. Baseband signals are low frequency signals. They can be either digital or analogue. Figure 2.2 shows a representation of binary bits using three digital baseband signals [43].

![Figure 2.2: Digital signal encoding formats](image-url)
It is possible to transmit the information signal as it is, but usually it is modulated on to a carrier signal with a higher frequency. This allows engineers to design communication systems that use specific frequencies for the transmitted signals thereby enabling spectrum management. Higher frequency signals have a smaller wavelength, allowing for smaller antennas on the communicating devices and allowing portability in some devices. When wireless communication was first introduced, it could only be used for ships because they were large enough to carry the antennas required [44]. The introduction of smaller antennas has led to mobile communication via smaller devices like modern cellular phones. Using carrier signals also allows the transmission of data across some media, like optical fibres that do not carry signals at some frequencies [43].

In modulation techniques, the data varies either the frequency or the amplitude or the phase of the carrier signal. The three basic classes of digital modulation are

- Amplitude-shift keying (ASK),
- Frequency-shift keying (FSK), and
- Phase-shift keying (PSK).

In ASK the amplitude of the carrier is varied in response to information. The other parameters of the carrier signal are kept fixed. In FSK, the frequency of the carrier is changed. A particular frequency is used for a 1 and another frequency is used for a 0 if we are producing a binary FSK signal. In PSK, we change the phase of the carrier to indicate information. The change in phase denotes a change in the bit being transmitted.

An example would be to multiply the NRZ baseband signal by a sinusoidal carrier whose frequency is a multiple of the transmitted bit rate to ensure that a whole number of carrier cycles are contained in a single bit interval. The transmitted signal over a single-bit interval is either the sinusoidal carrier or a phase shift of 180°, the inverse of the carrier. This scheme is known as Binary Phase Shift Keying (BPSK). BPSK is variation of PSK and is represented by the equation

\[ s_n = \sqrt{\frac{2E_b}{T_b}} \cos(2\pi f_c t + \pi(1 - n)) \], where \( n = 0 \) or \( 1 \),

(2.1)
where $E_b$ is the energy per bit, $T_b$ is the bit duration, $f_c$ is the frequency of the carrier signal $t$ is time and $n$ is the binary bit being transmitted. Figure 2.3 shows the resultant wave for BPSK modulation.

![Figure 2.3: BPSK modulation](image)

The modulation technique used in a communication system is determined to some extent by the channel’s anticipated noise, interference, and distortion characteristics. In bandwidth limited channels, multilevel modulation schemes such as M-ary Phase Shift Keying (MPSK) and Quadrature Amplitude Modulation (QAM) may be used [45][41].

*The channel* – There are a various number of channels. They include twisted copper pairs, high frequency radio links, microwave links, electricity lines used in power-line communication, satellite links and optical fibres. It is worth noting, in information theory storage devices can be considered to be channels. Each channel presents its own challenges to the transmission of information. In twisted copper pairs, the transmitted signal can be distorted by crosstalk from other communicating lines, thermal noise, poor termination of the cable and other factors [41]. The way in which the channel impacts on the transmitted signal is described using a number of mathematical models like:

- Symmetric channel,
- Additive White Gaussian Noise (AWGN) channel,
- Bursty channel,
Demodulation – Demodulation is performed by the receiving device. It is the opposite of modulation. The receiving device attempts to reconstruct the digital codewords that were transmitted by the sending device before modulation, so that they can be passed to the decoder. The receiving device compares the received signal to the carrier signal to enable it to reconstruct the baseband signal [41].

Channel decoding – In the decoding process, the redundancy that was added by the transmitting device is used to determine whether the received vector has errors or none. If the encoding technique is an error correcting technique, the codeword is corrected for errors, provided that the errors are within the error correcting capability of the code. The decoder is able to determine if the codeword has errors because there is a limited number of codewords within the space of possible codewords. If the received sequence is not a valid codeword, then errors have occurred during the demodulation stage of the communication process. The simplest error correcting decoding method is known as maximum likelihood decoding. The received erroneous sequence of symbols is compared with all the possible valid codewords. The codeword with the closest match to the received sequence is deemed to be the original codeword that was transmitted [41][14].

Source decoder – Finally the information from the channel decoder is forwarded to the source decoder. The source decoder uses this information to try and reconstruct the original message. [41].

2.3 Mathematical models for communication channels

The communication channel provides the link between the transmitting and the receiving devices. It is the physical medium that is used to send the signal. Examples of communication channels include telephone lines, optical fibres, microwave radio channels, cellular phone channels, satellite communication channels, etc. Whichever the physical medium used to transmit the signal, there is a probability that the signal will be corrupted in a random manner [45]. The channel introduces a number of effects such as attenuation, distortion, interference, and
noise. These effects of the channel manifest as errors in the demodulated data stream [41]. Mathematical models are used to represent the communication channel in the design of communication systems. The models are used to represent the most important characteristics of the channel. In this section we represent some communication channel models.

2.3.1 The additive noise channel

One of the most used mathematical models for a communication channel is the additive noise channel illustrated in Figure 2.4. The transmitted signal \( s(t) \) is corrupted by an additive random noise \( n(t) \).

![Figure 2.4: The additive noise channel [45]](image)

The noise may come from electronic components and amplifiers at the receiver of the communication system or from interference encountered in transmission. Equation (2.2) describes the additive noise channel as:

\[
r(t) = s(t) + n(t)
\]

(2.2)

Channel attenuation can be incorporated into the mathematical model. If the signal undergoes attenuation by an attenuation factor \( \omega \), the received signal can be described using the following equation:

\[
r(t) = \omega \cdot s(t) + n(t)
\]

(2.3)
The noise signal, \( n(t) \), is random in nature. It is commonly described using its mean and variance. To find the mean and variance of a random signal, we need to know its probability distribution. The primary source of noise in the channel is thermal noise generated by the electronic components at the receiver. This type of noise is characterized by a Gaussian distribution. The model also assumes that in the frequency domain, the power spectrum of the random noise signal is uniform over the whole frequency range where communication takes place. The resulting mathematical model of the channel is usually called the additive white Gaussian noise (AWGN) channel. This channel model is applied to a broad class of physical communication channels and because of its mathematical tractability, this is the most used channel model in the analysis and design of communication systems [45][46]. The AWGN channel offers a platform to develop other complex channels. It also offers a starting point when studying the basic performances of a coding system.

2.3.2 The linear filter channel

In some physical channels, filters are used to limit the bandwidth of the signals to prevent interference among signals. The filters are used to ensure that transmitted signals are confined to specific bandwidth limitations and do not interfere with other signals at different frequencies. In such cases, the channels are generally characterised by a linear filter channel model as shown in Figure 2.5:

![Figure 2.5: Linear filter channel with additive noise](image)

The channel output \( r(t) \) for a channel input \( s(t) \) and a filter response \( c(t) \) is given by
where $\ast$ represents convolution. In this model the characteristics of the filter representing the channel does not change with time. This means, the filter impulse response does not depend on the time elapsed between observation and application of the input [45][46].

### 2.3.3 Linear time-variant filter channel

Channels such as mobile cellular radio channels are modelled as linear variant filter channels. The signal in such channels travels through different paths and arrives at the receiving device at different times. The impulse response of the channel varies with the elapsed time hence the various signals are affected by different channel characteristics. The linear filters are characterised by a time-variant channel impulse response $c(\tau; t)$, where $c(\tau; t)$ is the response of the channel at a time $t$ due to an impulse applied at time $t - \tau$ and $\tau$ represents the elapsed time variable. The linear time-variant channel with additive noise is illustrated in Figure 2.6.

![Figure 2.6: Linear time-variant filter channel with additive noise](image)

The model is described mathematically as

$$r(t) = s(t) * c(t) + n(t),$$

(2.4)
\[ r(t) = \int_{-\infty}^{\infty} c(\tau,t)s(t-\tau)d\tau + n(t) . \]  

(2.6)

A good model for multipath signal propagation through physical channels, such as mobile cellular radio channels is a special case of (2.6) in which the time-variant impulse response has the form

\[ c(\tau ; t) = \sum_{k=1}^{L} \omega_k(t) \delta(\tau - \tau_k(t)) , \]

(2.7)

where \( \{ \omega_k(t) \} \) represents the time-variant attenuation factor for the \( k \)-th propagation path among \( L \) multiple paths and \( \{ \tau_k \} \) are the corresponding time delays. If (2.7) is substituted into (2.6) the received signal has the form

\[ r(t) = \sum_{k=1}^{L} \omega_k(t)s(t-\tau_k) + n(t) . \]  

(2.8)

The received signal consists of \( L \) multipath components, where the \( k \)-th component is attenuated \( \{ \omega_k(t) \} \) by and delayed by \( \{ \tau_k \} \) [45][46][47]

2.3.4 Rayleigh fading channel

In wireless communication, the signal can travel from the transmitter to the receiver over multiple reflective paths. This is known as multipath propagation. Multipath propagation can result in multipath fading. In designing a wireless communication system, the Rayleigh fading channel can be used for estimating the effects of multipath fading and noise on the wireless communication channel. The Rayleigh channel is used to model wireless communication in channels where there is no distinct dominant path, like wireless communication with no line of sight. For wireless communication with a direct line of sight the Rician fading channel model can be used [48].
Time-variant multipath channels can be represented statistically using the Rayleigh fading channel. Let the transmitted bandpass signal be

\[ s(t) = \text{Re} \left[ s_b(t)e^{j2\pi f_c t} \right], \]  

(2.9)

where \( s_b(t) \) is the baseband signal, \( f_c \) is the carrier frequency and \( t \) is the time. We assume the transmitted signal reaches the receiver through multiple paths. The received signal for the \( n \)th path with a propagation delay, \( \tau_n(t) \), and an attenuation factor, \( \omega_n(t) \), and is given by:

\[ r(t) = \sum_n \omega_n(t) s \left[ t - \tau_n(t) \right]. \]  

(2.10)

Substituting (2.9) into (2.10), we get

\[ r(t) = \text{Re} \left\{ \sum_n \omega_n(t) s_b \left[ t - \tau_n(t) \right] e^{j2\pi f_c \left[ t - \tau_n(t) \right]} \right\}. \]  

(2.11)

The baseband equivalent of the received signal is

\[ r_b(t) = \sum_n \omega_n(t) e^{-j\theta_n(t)} s_b \left[ t - \tau_n(t) \right], \]  

(2.12)

where \( \theta_n(t) = 2\pi f_c \tau_n(t) \) is the phase of the \( n \)th path. The impulse response is

\[ c_n(\tau_n; t) = \sum_n \omega_n(t) e^{-j\theta_n(t)}. \]  

(2.13)

Large dynamic changes in the medium are required for \( \omega_n(t) \) to change sufficiently to cause a significant change in the received signal [45]. It should be noted that \( \theta_n(t) \) can change by \( 2\pi \) radian when the delay \( \tau_n(t) \) changes by \( \frac{1}{f_c} \). Since \( \frac{1}{f_c} \) is a small number, \( \theta_n(t) \) can change by \( 2\pi \) radians with relatively small motions of the medium. When there are a large number of paths, the central limit theorem can be applied. Each path can be modelled as circularly
symmetric complex Gaussian random variable with time as the variable. This model is called the Rayleigh fading channel model [45][49].

For the purposes of our research, we will initially use the AWGN channel. This channel has a linear addition of white noise with a constant spectral density and a Gaussian distribution of amplitude. The channel does not account for attenuation of the signal, nor interference and dispersion. It provides a simple and tractable mathematical model for studying the proposed decoding algorithm [41]. Its simplicity enables us to look into the performance of the decoding algorithm in comparison with the decoding algorithm proposed by Elias.

2.4 Error control techniques

In the preceding section, the elements of a digital communication system were presented. In any communication system there will be errors introduced by noise in the channel.

In this section we present two methods that have been used to mitigate the impact of errors introduced by the channel on communication. The first is automatic repeat request (ARQ) and the second is forward error correction (FEC).

2.4.1 Automatic repeat request (ARQ)

In ARQ the receiving device uses an error detection technique to determine if the received data has any errors. If errors are detected, the receiving device sends a request to the transmitting device to resend the data. For ARQ to work, the receiving device has to have a means of informing the sending device that the data was received with errors. ARQ only works in half duplex or full duplex communication systems that allow communication in both directions. Like FEC, ARQ works by adding redundancy to the transmitted data. The redundancy is then used to detect the presence of errors at the receiving device [3].

An example of an error detecting communication system would be a single parity check code. A single parity bit is appended to the end of the message bits being transmitted. Assuming the message is a single bit 0 or 1. A single bit is appended to the message to create a codeword
which has a modulo sum of 0. If the message is 1, 1 is appended resulting in a codeword 11, if the message is 0, another 0 is appended and the transmitted codeword is 00. If the received codeword is either 10 or 01, the receiving device detects that codeword has an error, and requests the sending device to resend the codeword. If the received codeword has no errors, 00 or 11 is received, the receiving device sends an acknowledgement back to the sending device.

All ARQ systems work in the manner defined by the example, they only differ in the manner in which they recover the codewords with errors. Three types of ARQ exist:

- Stop-and-wait ARQ,
- Go-Back-N ARQ,
- and Selective repeat ARQ.

**Stop-and-wait ARQ**

In stop-and-wait ARQ, the transmitting device sends a single codeword, and waits for an acknowledgement (ACK) from the receiving device. Two situations could occur, the first being the codeword is received with errors. On receiving a codeword with errors, the receiving device sends a negative acknowledgement (NAK) back to the transmitting device. On receiving the NAK, the transmitting device resends the codeword. It will continue to resend the codeword until it receives an ACK from the receiving device. The second situation that could occur is that the receiving device receives the codeword without errors and sends an ACK back to the transmitting device. The ACK is damaged by noise in the channel, making it unrecognizable by the transmitting device. The transmitting device uses a timer to handle this situation. On sending the codeword, the transmitting device starts a countdown timer. If the timer expires without the transmitting device receiving either a NAK or ACK, the transmitting device assumes the codeword was never received by the receiving device, and resends the codeword [50][14].

**Go-back-N ARQ**

This type of ARQ uses sliding windows in its operation. The transmitter and receiver establish a window size at the beginning of transmission. The window size (N) is the number of codewords the transmitting device sends before the receiving device sends an ACK. Assume the window size between two communicating devices A and B is three codewords, with Device A transmitting and B receiving. If A sends the first three codewords, B only sends the ACK
denoting that it has received all three codewords without errors. After A receives the ACK, it sends the next three codewords. If a codeword within the window is detected to have errors, the receiving device sends a NAK to the transmitting device, and discards all codewords that follow the codeword with errors. The transmitter on receiving the NAK responds by sending a new set of codewords equal to the window size, starting with the codeword that was rejected by the receiving device.

Go-back-N ARQ has better efficiency when compared to stop-and-wait ARQ. Less time is wasted waiting for acknowledgements. Using a sliding window allows the communicating devices to negotiate the window size during communication. The window size can be increased when the channel is not noisy. This increases the throughput of the communication system. As the channel becomes noisier, the devices can negotiate on a smaller window size [50][14].

**Selective-repeat ARQ**

Selective-repeat ARQ is sometimes referred to as selective-reject ARQ. In this type of ARQ, the sending device only resends the codewords that are received with errors. Each incoming codeword is acknowledged. The transmitting device keeps track of the codewords that have been sent by keeping a copy of them in a buffer. Each codeword has a countdown timer. If a codeword receives a positive acknowledgement, it is removed from the buffer. If either the countdown timer runs down or the codeword is negatively acknowledged, the transmitting device resends a copy. Selective-repeat ARQ is more efficient than the other two, but it is very complex to implement. It is expensive on memory as both communicating devices have to store a large number of codewords. The receiving device has to store all the codewords after the codeword with errors so that it can assemble them in the right sequence when a copy with no errors is received. Selective-repeat is used in satellite communication where there is a long propagation delay [50][14][43].

**2.4.2 Forward error correction (FEC)**

The second method used to control the presence of errors in a digital communication system is forward error correction (FEC). Unlike ARQ, FEC not only detects the presence of errors, but also corrects them. This lowers the number of retransmitted erroneous codewords [44]. The
reduction in the number of retransmitted codewords lowers the costs of communication. Avoiding retransmission of packets has the added benefit of saving battery power in mobile devices. The wireless channel is a very noisy channel. When mobile devices transmit packets, the antenna uses the battery power. If the antenna transmits for long periods of time, battery life is shortened. In some cases it is not feasible to retransmit the packets. In real-time systems like television broadcast on mobile devices retransmission will not be possible [51]. In the wireless channel error correction also reduces jamming on the network as fewer packets are retransmitted. Using ARQ would result in a large number of retransmission as the channel is very noisy. FEC on the other hand recovers data that is lost due to interference [52]. In simplex communication systems, there is no return path for the receiving device to send a NAK if the codeword is corrupted. ARQ cannot be used in such communication systems, hence FEC is used [40].

Prior to the discovery of the field of error control coding, it was believed that the noise in the channel prevented error free communication. Claude Shannon proved that noise in the channel does not prevent error free communication rather it limits the rate at which the information is transmitted. Shannon came up with an equation that governed the rate of communication in a channel. The equation for an AWGN channel is as follows:

\[
C = B \log_2 \left( 1 + \frac{E_b R_f}{N_0 B} \right),
\]

(2.14)

Where \(C\) is the channel capacity in bits per second, \(B\) is the bandwidth, \(\frac{E_b}{N_0}\) is the signal-to-noise ratio (SNR) of the channel at an instance and \(R_f\) is the bit transmission rate. Shannon’s equation gives a measure of the maximum number of error free bits per second \(C\), that can be transmitted across a channel within a particular bandwidth \(B\), given the signal to noise to ratio of the channel at that instant. Shannon’s theorem stated that as long as \(R_f \leq C\), error control codes could be employed to introduce error free transmission. Though Shannon defined the theorem, he did not stated how those codes could be found [53]. His theorem has been used to give a measure of channel performance, as it gives a limit on the capabilities of the channel. Shannon’s theorem states that in any communication system there exists a coding scheme that
can be used to achieve error free communication provided the codeword (message bits plus parity bits) is less than the channel capacity [54]. Many coding schemes have been designed since Shannon published his work.

Figure 2.7 shows the general concept of FEC. Redundant bits known as parity bits are added to the message. The message with the parity bits is known as a codeword. The parity bits are used to aid in the correcting of any bits that are received in error. The method of adding the parity bits is known as encoding. The receiving device receives the codeword and computes the original information from that codeword. This is known as decoding. The receiving device uses the parity check to detect any errors that might occur in the transmitted information, and also correct the errors. If the receiving device does not detect the errors, or cannot recover the original information from the codeword, the packet has to be re-sent. The entire process is defined by a coding scheme [41]. FEC enables a receiving device to recover lost data and or correct errors that occur during communication without further interaction with the sending device.

FEC codes are designed to either correct errors or recover erasures or in some cases do both. In [55] an error is defined as a corrupted symbol in an unknown position. If a symbol has been demodulated to the wrong value, then an error has occurred for example a binary 1 is received as 0. An erasure is a corrupted symbol in a known position. In the case of an erasure, the demodulator is unable to ascertain whether a 0 or a 1 was sent.

![Figure 2.7: Forward error correction encoding and decoding adapted from [55][56]](image-url)
**Code Rate**

In general, the higher the number of redundant bits in a code, the better the error correcting capability of that code. Unfortunately there is a compromise with the fact that the redundant bits add overhead and transmission costs in the form of bandwidth and power. It also adds complexity to the decoding of the codeword. Complexity means more processing power will be needed to decode the codeword, and impacts negatively on the battery life of the mobile device. A rate defined as the code rate is used to give a quantitative measure of the redundant bits. The code rate is defined as the ratio of the number of data bits \( k \), compared to the total number of codeword bits \( n \). When encoding, \( k \) bits are encoded resulting in a codeword of \( n \) bits. Thus the code rate \( R \) can be calculated as

\[
R = \frac{k}{n}.
\]  

(2.15)

A low code rate indicates that the redundancy is high. The ideal is keeping the code rate as close to 1 as possible yet not compromise on the error correcting capability of the code [41]. It is common practise to use a high error correcting code with a low code rate when designing a coding scheme. In very low SNRs, the coding scheme fails to correct all the errors. In high SNRs, the added redundancy impacts negatively on the overall throughput of the communication system. Variable rate codes are used to keep the throughput of communication systems as high as the SNR permits. In low SNR a lot of redundancy is added to increase the error correcting capability of the code, then at high SNR, higher code rate codes are used to increase the transmission efficiency of the communication system.

**Types of codes**

Codes can be divided into two subclasses depending on the manner in which the information is encoded. The two subclasses are block codes and convolutional codes. Block coding schemes divide a bit stream into non-overlapping blocks, and each block is encoded independently. They are sometimes referred to as memory-less since each successive information block is encoded independently [30]. This research focuses on block codes. They are presented in greater detail in Section 2.5.
Convolutional codes were first presented by P. Elias in 1955 [57]. Elias was motivated by optimizing the trade-off of performance versus complexity. His goal was to find a class of codes for the binary symmetric channel with as much structure as possible, while keeping error correcting capability high [58]. Whereas block codes work on discrete codes blocks of $k$ input symbols, convolutional codes operate on continuous streams of symbols not partitioned into discrete message blocks. For this reason, convolutional codes are viewed as stream codes [30]. Convolutional codes have proved to be equal or sometimes superior to block codes, but they present a challenge when analysing them [59].

The repetition code is an example of a coding scheme. Assume device A wants to transmit a single bit to device B. The transmitting device appends two parity bits to the single bit unlike in the error detection technique stated earlier. If the device is transmitting a message, a binary 1, it appends two parity bits so that the resultant codeword is 111 and if 0 is being transmitted the codeword would be 000. This repetition code has two valid codewords. If during demodulation, the vector 101 is received, device B detects that there is an error in the codeword. Device B can correct the received vector by comparing it to the two possible codewords and changing it to the one that is the closest match, which is 111 in this particular case. Device B then removes the appended parity bits and concludes that the bit sent was 1. This type of decoding is known as maximum likelihood decoding. If two bits are flipped during transmission, and device B receives 001, device B will assume the original codeword was 000, which is not the case. This is known as a decoding error. This is a result of the fact that the number of errors introduced by the channel is beyond the error correcting capability of the code, which is one in this case.

### 2.5 Linear block codes

Block codes are always represented as $(n, k)$ codes where $k$ information symbols are encoded into $n$ codeword symbols. For binary linear block codes, $2^k$ blocks of information are encoded to produce $2^k$ codewords from a space of $2^n$ possible vectors. Each block of information maps uniquely on to a single codeword. Codes are desirable if they are linear, as this reduces encoding complexity.
Definition 2.1: A binary block code $C$ of length $n$ with $2^k$ codewords is called linear, if and only if its $2^k$ codewords form a $k$-dimensional subspace of the vector space of all the $n$-tuples over the field $GF(2)$ [14].

As a consequence of Definition 2.1, a binary block code is linear if and only if the modulo-2 sum of any two codewords results in another codeword [14][30].

![Systematic block code transmission](image)

**Figure 2.8: Systematic block code transmission adapted from [43]**

All $(n, k)$ linear block codes satisfy

\[ v = uG, \]

(2.16)

where $u$ is the block of $k$ information symbols, $v$ is the unique codeword of length $n$ information symbols and $G$ is a $k \times n$ matrix called the generator matrix. The generator matrix has linearly independent rows [14]. If the generator matrix can be written as

\[ G = [I_k P], \]

(2.17)

where $I_k$ is a $k \times k$ identity matrix and $P$ is a $k \times (n-k)$ matrix, the linear block code is systematic. This is a desirable structure in linear block codes. In systematic encoding, the
A codeword consists of the $k$ original message symbols and $(n - k)$ parity symbols [30][14]. The systematic codeword is of the form

$$v = uG = u[I_k \ P] = \left[ u_1, \ldots, u_k, p_1, \ldots, p_{(n-k)} \right].$$

(2.18)

A very important metric of linear block codes is the Hamming distance.

**Definition 2.2:** The Hamming distance is the number of positions in two equal length sequences at which the corresponding symbols differ [30].

For example, given two binary codewords, 1001101 and 1101100, their Hamming distance is two.

**Definition 2.3:** The Hamming weight of a codeword is its Hamming distance from the zero codeword. In binary codes, the Hamming weight of any codeword is the number of ones in the word [14].

For example, the binary codeword 1001101 has a Hamming weight of 4. The minimum weight of a code is the Hamming weight of the nonzero codeword with the lowest weight.

**Definition 2.4:** The minimum Hamming distance $d_{\text{min}}$ of a code is the minimum value of the Hamming distances of any two valid codewords.

The error correcting capability $t$ of a linear block code is defined as:

$$t = \left\lfloor \frac{d_{\text{min}} - 1}{2} \right\rfloor,$$

(2.19)

where $d_{\text{min}}$ is the minimum Hamming distance of the code. The minimum distance of a linear code is equal to the minimum weight of its non-zero vectors [60].

A less commonly used measure of the error correcting capability of codes is the weight distribution.
Definition 2.5: Considering a code $C$ with $A_i$ being the number of codes with a Hamming weight of $i$. The set $\{A_0, A_1, \ldots, A_n\}$ is the weight distribution of $C$ [42][61][62]. The weight distribution can be defined using a weight enumerator polynomial:

$$A(x) = A_0 + A_1 x + A_2 x^2 + \ldots + A_n x^n$$  \hspace{1cm} (2.20)

Given a generator matrix $G$, there exists a $(n - k) \times n$ parity check matrix $H$. A parity check matrix is used to decode linear block codes. A codeword $v$ is a valid codeword if and only if

$$vH^T = 0.$$  \hspace{1cm} (2.21)

This property of linear block codes is used to check and correct the received codewords for errors. If the received vector $r'$ has errors, we write the received codeword as follows

$$r' = v + e$$  \hspace{1cm} (2.22)

where $e$ is the error vector representing the codeword symbols corrupted during transmission. The syndrome $s$ of $r'$, is defined as

$$s = r'H^T$$  \hspace{1cm} (2.23)

If $r'$ is a valid codeword, then, $s = r'H^T = 0$. The syndrome is equal to an all zero vector, if the received vector is a valid uncorrupted codeword, or is corrupted beyond the minimum Hamming distance such that it is changed into another valid codeword. If the received codeword contains detectable errors, then, $s \neq 0$ [14].

Note that, if $G$ is of the form given by (2.17), then $H$ takes the form

$$H = \begin{bmatrix} P^T & I_{n-k} \end{bmatrix}.$$  \hspace{1cm} (2.24)
2.5.1 Repetition code as an example of a block code

Citing the repetition code presented earlier we can give examples of some of the terms that describe a block code. The number of information symbols \( k = 1 \) since the code transmits one information bit in each codeword. The codeword length is \( n = 3 \). The Hamming distance between the codewords 000 and 111 is \( d_H = 3 \) since they differ in all three positions. Because they are the only valid codewords, the minimum Hamming distance of the code is \( d_{\text{min}} = 3 \). The repetition code can be described as a \((3, 1)\) code with \( d_{\text{min}} = 3 \). The error correcting capability of the code is 1 from (2.19). The code rate \( R \) of the code, from (2.15), is \( = 0.333 \). The generator matrix of the code is given by

\[
G = \begin{bmatrix} 1 & 1 & 1 \end{bmatrix},
\]

and the parity check matrix is

\[
H = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \end{bmatrix}.
\]

If the received codeword is \( v = \begin{bmatrix} 1 & 0 & 1 \end{bmatrix} \), the syndrome will be

\[
s = vH^T = \begin{bmatrix} 1 & 0 \end{bmatrix}.
\]

From the syndrome, the received vector is determined to have errors. To correct the errors, the received vector is compared to all the possible valid codewords, in this case 111 and 000. The correct vector is the valid codeword which is the closest match to the received vector. The vector 101 differs in one place with 111, and in two places with 000. Since 111 is the closest match, the received vector is corrected by changing the second bit to 1.

2.5.2 Hamming codes

Richard Hamming discovered the first class of linear block codes in 1950 while working at Bell Labs [63]. They were named after him. At the time it was possible to detect errors using parity checks. Hamming required a technique that could be used to enable computers to detect
and correct their own errors. The computers Hamming was working on would stop when they
detected an error. He proposed a more complex pattern of parity checks that could not only
detect the presence of two errors, but could determine the location of the error if it was a single
error [63]. Hamming codes are defined by the parameters \((n,k,3)\). The first Hamming code was
the \((7,4,3)\) Hamming code [58]. In general the parameters for a Hamming code are,

\[
\begin{align*}
\text{Codeword length} & \quad n = 2^m - 1 \\
\text{Number of information bits} & \quad k = 2^m - m - 1 \\
\text{Number of parity bits} & \quad n - k = m
\end{align*}
\]

where \(m \geq 3\). The code rate of Hamming codes increases with an increase in \(m\), but their
error correcting capability remains the same. All Hamming codes have \(d_{\text{min}} = 3\). Therefore they
can only correct a single error. This limits their use. They are used in channels that have a low
probability of error. Hamming codes are in a class of codes known as perfect codes.

If a systematic \((7,4)\) has generator matrix

\[
G = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 0
\end{bmatrix}
\]

the corresponding parity check matrix would be

\[
H = \begin{bmatrix}
1 & 0 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

Hamming codes can be decoded using syndrome decoding. The received codeword is
multiplied with the transpose of the parity check matrix. If the result is 0, then no errors are
present in the codeword, or the errors are undetectable. If the syndrome corresponds to the \(i^{th}\)
column of the parity check matrix, the \(i^{th}\) bit in the codeword is changed, assuming only a single
error has occurred [64].
2.5.3 BCH codes

Bose, Chaudhuri, and Hocquenghem (BCH) codes fall in a category of block codes known as cyclic codes. BCH and Reed-Solomon (RS) codes are the most commonly used cyclic codes [30]. An \((n,k)\) linear code \(C\) is called a cyclic code if every cyclic shift of a codeword in \(C\) results in a valid codeword in \(C\). Binary BCH codes were discovered by Hocquenghem in 1959. Then in 1960 they were discovered independently by Bose and Chaudhuri. They presented a means of designing codes over \(GF(2)\).

RS codes are a non-binary subclass of BCH codes. They were discovered by Reed and Solomon in 1960 independently. In 1961 Gorenstein and Zierler generalized BCH codes to nonbinary codes proving the relationship between BCH codes and Reed-Solomon codes. It was later realized that RS codes are a subclass of BCH codes. The approach used to construct RS codes was independent of the work done to construct BCH codes.

**Defining BCH codes**

BCH codes are a generalization of Hamming codes. Unlike Hamming codes, they are capable of correcting multiple errors. They are cyclic codes, consequently they can be described in terms of their generator polynomial \(g(x)\). The interest of this study is on binary BCH codes. The following parameters describe \((n,k,t)\) binary BCH codes for \(m \geq 3\) and \(t < 2^{m-1}\)

- **Codeword length**
  
  \[ n = 2^m - 1 \]  
  \(\text{(2.28)}\)

- **Parity check bits**
  
  \[ n - k \leq mt \]  
  \(\text{(2.29)}\)

- **Minimum distance**
  
  \[ d_{\text{min}} \geq 2t + 1 \]  
  \(\text{(2.30)}\)

where \(t\) is the maximum number of correctable errors.

A \(t\) error correcting binary BCH code is capable of correcting \(t\) or fewer errors in a codeword of \(n\) bits. BCH codes are designed from a specification of \(n\) and \(t\). The value of \(k\) is not known until the generator polynomial \(g(x)\) is found [62].

A \(t\)-error correcting BCH code over \(GF(2)\) of length \(n\) is designed as follows:
1. Determine $m$ such that (2.28) is satisfied.
2. Define a primitive element $\alpha$, whose primitive polynomial has a degree $m$.
3. Write down a list of $2t$ consecutive powers of $\alpha$
   
   \[ \alpha, \alpha^2, \alpha^3, \ldots, \alpha^{2t} \]
4. Determine the minimal polynomial of each of these powers. Given an element $\alpha$ in the field $GF(p^t)$, the minimal polynomial of $\alpha$ is the monic polynomial of smallest degree which has coefficients in $GF(p)$ and $\alpha$ as a root.

The generator polynomial $g(x)$ of the BCH code is the lowest-degree polynomial over $GF(2)$ such that $\alpha, \alpha^2, \alpha^3, \ldots, \alpha^{2t}$ are its roots. It is the least common multiple of the minimal polynomials of each $\alpha^i$ term [30].

The value of $k$ is given by the equation

\[ k = n - \deg(g(x)) \]

where the degree of the generator polynomial is the value of its greatest exponent.

To design a BCH code of length $n = 15$, which can correct 2 errors, we choose $\alpha$ as the primitive element in $GF(2^4)$. We need to find the consecutive minimal polynomials of the elements from $\alpha$ to $\alpha^{2t}$. Here $\alpha, \alpha^2$ and $\alpha^4$ have the same minimal polynomial $g(x) = x^4 + x + 1$ and that of $\alpha^3$ is $g(x) = x^4 + x^3 + x^2 + x + 1$. Therefore the generator polynomial is:

\[
g(x) = (x^4 + x^3 + x^2 + x + 1)(x^4 + x + 1) \\
= x^8 + x^7 + x^6 + x^4 + 1
\]

The value of the greatest exponent is 8, therefore the degree of the generator polynomial is 8, and $k$ is

\[ k = 15 - \deg(g(x)) = 15 - 8 = 7, \]

where $\deg(g(x))$ is the degree of the generator polynomial $g(x)$.
For product codes, the component codes have to be systematic [1]. The systematic codeword $c(x)$ is obtained from the coefficients of the polynomial resulting from multiplying the message polynomial, $m(x)$ by $x^{(n-k)}$ and adding $\text{rem}(x)$ to the result as follows

$$c(x) = \left[ \text{rem}(x) + m(x) x^{(n-k)} \right],$$

(2.32)

where

$$\text{rem}(x) = \text{mod} \left( \frac{m(x) x^{(n-k)}}{g(x)} \right).$$

Using (2.32), we can construct the $i^{th}$ row of the generator matrix $G$ as follows

$$\left[ \text{rem}(x_i) : m(x_i) \right],$$

where

$$m(x_i) = x^{(\deg(g(x))+i)}.$$

For the $(15,7)$ BCH code with the generator polynomial $g(x) = x^8 + x^7 + x^6 + x^4 + 1$, the first row of the generator matrix is as follows:

$$m(x_1) = x^{(\deg(g(x))+1)}$$

$$= x^{(15-8)+1}$$

$$= x^8$$

and

$$\text{rem}(x_1) = \text{mod} \left( \frac{g(x) m(x_1)}{g(x)} \right)$$

$$= \text{mod} \left( x^8 + x^7 + x^6 + x^4 + 1 \right) x^8) .$$

$$= x^7 + x^6 + x^4 + 1$$

Therefore the first row $G_{r_1}$ of the generator matrix is

$$G_{r_1} = [1 \ 0 \ 0 \ 0 \ 1 \ 0 \ 1 \ 1 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0].$$
and the generator matrix is:

\[
G = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}.
\]

The data is encoded using (2.18).

**Decoding BCH codes**

Any of the decoding algorithms used for cyclic codes can be used for BCH codes. The structure of BCH codes has made it possible to come up with a very efficient decoding algorithm. This algorithm involves three steps. If the transmitted codeword is \( v(x) = v_0 + v_1 x + v_2 x^2 + \cdots + v_{n-1} x^{n-1} \), the received vector is \( r(x) = r_0 + r_1 x + r_2 x^2 + \cdots + r_{n-1} x^{n-1} \) and the error pattern is \( e(x) \) then

\[
r(x) = v(x) + e(x)
\]

Like other block codes, the first step is to compute the syndrome from the received vector \( r(x) \). The syndrome of a \( t \)-error correcting BCH code consists of \( 2t \) components.

\[
S = [s_1 \ s_2 \ \cdots \ s_{2t}] = r \cdot H^T
\]

where \( H \) the parity check matrix can be written as

\[
H = \begin{bmatrix}
1 & \alpha & \alpha^2 & \alpha^3 & \alpha^4 & \alpha^5 & \cdots & \alpha^{n-1} \\
1 & (\alpha^2) & (\alpha^2)^2 & (\alpha^2)^3 & (\alpha^2)^4 & (\alpha^2)^5 & \cdots & (\alpha^2)^{n-1} \\
1 & (\alpha^3) & (\alpha^3)^2 & (\alpha^3)^3 & (\alpha^3)^4 & (\alpha^3)^5 & \cdots & (\alpha^3)^{n-1} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots \\
1 & (\alpha^2t) & (\alpha^2t)^2 & (\alpha^2t)^3 & (\alpha^2t)^4 & (\alpha^2t)^5 & \cdots & (\alpha^2t)^{n-1}
\end{bmatrix}
\]
The $i^{th}$ component of the syndrome is given by

$$s_i = r(\alpha^i) = r_0 + r_1\alpha^i + r_2\alpha^{2i} + \ldots + r_{n-i}\alpha^{(n-1)i},$$  \hspace{1cm} (2.36)

where $1 \leq i \leq 2t$. The syndrome components are elements in the Galois field $GF(2^n)$. Dividing $r(X)$ by the minimal polynomial $\phi_i(X)$ of $\alpha^i$, the remainder $b_i(X)$ is obtained. The syndrome component $S_i$ can be obtained by evaluating $b_i(X)$ with $X = \alpha^i$ [14][30][65].

Since $\alpha, \alpha^2, \alpha^3, \ldots, \alpha^{2^t}$ are the roots of each code polynomial, $v(\alpha^i) = 0$ for $1 \leq i \leq 2t$. From (2.20) and (2.21), the relationship between the syndrome and the error pattern for $1 \leq i \leq 2t$ can be defined as follows

$$s_i = e(\alpha^i).$$  \hspace{1cm} (2.37)

This means that the syndrome depends on the error vector only. Suppose the error vector has $l$ errors at locations $x^h, x^h, \ldots, x^h$, meaning

$$e(x) = x^h + x^h + \ldots + x^h$$  \hspace{1cm} (2.38)

where $0 \leq j_1 < j_2 < \cdots < j_l < n$. From (2.22) and (2.23) we obtain a set of $2t$ equations:

$$s_i = (\alpha^h)^i + (\alpha^{j_1})^i + \ldots + (\alpha^{j_l})^i,$$  \hspace{1cm} (2.39)

where $\alpha^h, x^{j_1}, \ldots, x^{j_l}$ are unknown. The decoding algorithms of BCH codes solve these equations. Once $\alpha^h, x^{j_1}, \ldots, x^{j_l}$ have been found, the powers of $j_1, j_2, \ldots, j_l$, give the locations of the errors. $\alpha^h, x^{j_1}, \ldots, x^{j_l}$ are known as the error locators. Letting

$$x_j = \alpha^{j_q} \text{ for } 1 \leq q \leq l,$$

we can rewrite (2.39) as

$$s_i = \sum_{q=1}^{l} (x_q)^i = (x_1)^i + (x_2)^i + \ldots + (x_l)^i$$  \hspace{1cm} (2.40)
The $2t$ equations covered in (2.39) are known as the power-sum symmetric functions [30]. They are simultaneous equations in $\ell$. An exhaustive search of the equations would give the error locations. However this search would be computationally taxing [14]. A polynomial known as the error-location polynomial,

$$\sigma(x) \triangleq (1 + X_1x)(1 + X_2x)\cdots(1 + X_tx) = \sigma_0 + \sigma_1x + \sigma_2x^2 + \ldots + \sigma_t x^t,$$  

(2.41)

is defined. The error location polynomial is unknown and its coefficients have to be determined. The process of finding the error location polynomial is the most complex part of the decoding algorithm. The most commonly used algorithm for finding the error location polynomial for both BCH codes and RS codes is the Berlekamp-Massey algorithm. Another algorithm used for BCH codes is the Peterson algorithm. The roots of the error locator polynomial are at the reciprocals of the error location numbers [30]. After finding the error locator polynomial the next step of decoding is finding its roots. One approach would be to examine every element in the finite field to ascertain if it is a root. This is known as the Chien search. If the roots are distinct and all lie in the appropriate field, then we use them to determine the error locations. If they lie outside the field, then the received codeword has errors but they are beyond the error correcting capability of the code [66].

Thus the algebraic algorithm for decoding a BCH code consists of the following steps:

- calculating the syndrome to ascertain if the codeword is received in error,
- computing the $2t$ components of the syndrome,
- determining the error location polynomial,
- finding the roots of the error location polynomial, and
- calculating the error values.

For a binary BCH code, it is unnecessary to calculate the error values [30]. All the bits that are in error are flipped using a bitwise XOR.
2.6 Product codes

2.6.1 Defining product codes

Product codes are serially concatenated codes that were first presented by Elias in 1954. The concept of product codes is a method of combining two or more short constituent codes to produce a code with a longer block length with better distance properties. Considering two linear codes \( C_1 \) and \( C_2 \) with parameters \((n_1, k_1)\) and \((n_2, k_2)\) respectively, a linear code \( C_p \) with parameters \((n_1n_2, k_1k_2)\) can be formed. The codeword is a rectangular array of \( n_2 \) rows and \( n_1 \) columns in which every row and column is a systematic codeword. This two dimensional code is a product code of the constituent codes \( C_1 \) and \( C_2 \). Figure 2.9 shows the construction of a two dimensional product code.

![Diagram of Two Dimensional Product Code](image)

**Figure 2.9**: Two dimensional product code.

To obtain a product code from the two constituent codes, the following steps are carried out.

1. The information digits are arranged into a \( k_1 \times k_2 \) array.
2. The rows are encoded using the code $C_1$ to produce an array with $k_2$ rows and $n_1$ columns.

3. The columns are the encoded using the code $C_2$. The row parity checks are also coded resulting in bits that are checks on checks.

The generator matrix $G_p$ of the product code can be obtained from the generator matrices $G_{C_1}$ and $G_{C_2}$ of the constituent codes by taking the Kronecker product of the two as shown in the following equation:

$$G_p = G_{C_1} \otimes G_{C_2}. \quad (2.42)$$

The codeword $c$ is obtained by multiplying the generator matrix of the code with the information bits arranged in the $k_1 \times k_2$ array. The codeword $c$ can also be obtained by using the following equation

$$c = G_{C_1}^\dagger u G_{C_2}. \quad (2.43)$$

where the message $u$ is the data arranged in the $k_1 \times k_2$ matrix.

The minimum distance $d_{\min p}$ of a product code is a product of the minimum distances of the constituent codes. It is calculated as follows:

$$d_{\min p} = d_{\min C_1} \cdot d_{\min C_2}, \quad (2.44)$$

where $d_{\min C_1}$ is the minimum distance of $C_1$ and $d_{\min C_2}$ is the minimum distance of $C_2$. The product code has a larger minimum distance than the constituent codes, but it has a smaller fractional minimum distance than both constituent codes. Let $\delta_{C_1}$ and $\delta_{C_2}$ be the fractional minimum distance of the codes $C_1$ and $C_2$ respectively. Their fractional minimum distances are defined as:

$$\delta_{C_1} \triangleq \frac{d_{\min C_1}}{n_1}, \text{ and}$$

$$\delta_{C_2} \triangleq \frac{d_{\min C_2}}{n_2}. \quad (2.45)$$
\[ \delta_{C_2} \triangleq \frac{d_{\text{min}C_2}}{n_2}. \]  

(2.46)

The fractional minimum distance of the product code \( \delta_{C_2} \) is defined as:

\[ \delta_{C_2} \triangleq \frac{d_{\text{min}C_1}d_{\text{min}C_2}}{n_1n_2}, \]  

(2.47)

or

\[ \delta_{C_2} = \delta_{C_1}\delta_{C_2}. \]  

(2.48)

Since both \( \delta_{C_1} \) and \( \delta_{C_2} \) are less than zero, it follows that their product \( \delta_{C_2} \) is less than both \( \delta_{C_1} \) and \( \delta_{C_2} \). This makes product codes less appealing when compared to the other codes. In coding emphasis is put on finding codes with a large fractional minimum distance [58].

It is worth noting that the product code construction can be iterated to produce multidimensional product codes. This enables codes of even larger distances to be produced. The number of dimensions lowers the code rate, at the expense of better error-correcting capability. Product codes are at times referred to as turbo product codes, because most decoding algorithms developed for product codes are iterative [68].

2.6.2 Decoding product codes

Decoding of product codes can be done using both hard decision and soft decision decoding. In a binary code hard decision decoding, the demodulator output is quantized in two levels, denoted as 0 and 1. This results in a hard decision binary sequence vector. The decoder then processes the hard decision vector. This is referred to as hard-decision decoding. The metric used in Hard-decision decoding is the Hamming distance [14].
In soft decision decoding, the outputs of the demodulator are un-quantized or quantized in more than two levels. The demodulator attaches a confidence value to each symbol it demodulates. This value is passed onto the decoder and is used in error correction. A simple example would be a situation where a symbol is demodulated as a “0” but the demodulator has the least confidence in the value. If the decoder detects an error in the received vector, the value with the lowest confidence value is altered first. This is known as reliability-based soft decision decoding [69][70].

**Conventional decoding algorithm**

A lot of research on product codes has focused on finding efficient decoding algorithms. Since their introduction by Elias [1], many decoding algorithms have been presented. The first decoding algorithm (the conventional decoding algorithm) was presented by Elias in his original paper. Elias’s decoding algorithm involves a two-step process. First the rows are decoded, then the columns [1]. The rows or columns can be decoded if and only if the numbers of errors in the row or column is within the error correcting capability of the constituent code. The error patterns that are correctable in this algorithm are ones where, after correcting rows, there are correctable patterns in the columns [71]. Iterative decoding is used to improve this decoding algorithm. In iterative decoding, after correcting the errors in the columns, decoding is done column wise and row wise again until there are no errors, or a threshold of iterations is reached. Iterative decoding improves decoding at the expense of decoding delay.

The decoding algorithm proposed by Elias is not an optimum decoding algorithm. A product code has the error correction capability $t$ defined by the equation:

$$t = \frac{d_{\text{min}C} d_{\text{min}C_2} - 1}{2}.$$  \hspace{1cm} (2.49)

The decoding algorithm proposed by Elias is not capable of decoding some error patterns that lie within the error correcting capability of the code. Assuming the constituent codes are both Hamming codes, then the error correcting capability of the product code is four. Assuming the errors are arranged in a manner such that they are at the corners of a rectangular pattern as shown in Figure 2.10.
Figure 2.10: A permanent error in a two dimensional product code with Hamming code component codes

Though this is within the error correcting capability of the code, the pattern is not correctable. This is due to the fact that the number of errors in the rows and columns with errors is beyond the error correcting capability of the Hamming code [14]. This decoding algorithm, despite being suboptimal, is effective. Its complexity is approximately the sum of the decoding complexities of the constituent codes.

**Viterbi algorithm maximum likelihood decoding**

Product codes, like other linear block codes can be decoded using maximum likelihood (ML) decoding. ML decoding lowers the probability of decoding errors. The distance between the received codeword and every other codeword in the code space is computed. The codeword with the smallest distance from the received codeword is assumed to be the sent codeword. This method is very simple, but it is time consuming as all the codewords in the code space have to be compared. Its simplicity is overshadowed by the cumbersome task of comparing with all codewords. As the length of codewords increases, the decoding method becomes unattractive. Product codes are too long for this method of exhaustive searching. For example, for a (31, 26) binary Hamming decoded with the word correlation decoding method, the number of comparisons that have to be carried out is $2^{26}$. A compromise has to be made between the simplicity of the decoding algorithm, and the probability of decoding error. A desirable algorithm is one that uses less memory, requires less computing, is easily implemented on equipment and minimizes the probability of error [3].
Andrew J. Viterbi introduced a decoding algorithm for decoding convolutional codes in 1967. The algorithm has since been named after him as the Viterbi algorithm (VA). Viterbi wanted to prove an asymptotic optimum upper bound on the error probability of convolutional codes. The VA algorithm was later proved to be a ML decoding algorithm by Forney and Omura [72][73]. In [74], Bahl et al showed that block codes could be represented using a trellis. They proposed a brute force method for decoding block codes based on the trellis. In [75], Wolf defined a trellis as a compact method of cataloguing all the codewords of a linear block code, with each distinct path through the trellis corresponding to a codeword in the codeword space. Wolf showed that the VA could be used for decoding block codes. Convention was that the VA could only be used for convolutional codes.

For a parity check matrix $H$ of a (7,4) Hamming code

$$
H = \begin{bmatrix}
1 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 & 1
\end{bmatrix},
$$

and codewords

$$
c_i = [0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0],
$$

$$
c_u = [1 \ 0 \ 0 \ 1 \ 1 \ 1 \ 0],
$$

$$
c_m = [1 \ 0 \ 1 \ 1 \ 0 \ 0 \ 0],
$$

$$
c_r = [1 \ 1 \ 1 \ 1 \ 1 \ 1]
$$

the corresponding trellis of the code with paths are represented in Figure 2.11.
The trellis representation of the Hamming code is referred to as a terminated trellis. The trellis of an \((n,k)\) block code has a depth \(n\). At depth \(k = 0\), the trellis contains only one node, \(s_0(0)\), the all zero state which is a \((n-k)\) tuple. For each \(k = 0, 1, \ldots, (n-1)\), the collection of nodes at \((k+1)\) is obtained from the collection on nodes at depth \(k\). Lines are drawn from nodes at depth \(k\) to the nodes at \((k+1)\). For a binary block code, the nodes at depth \((k+1)\) are obtained from the set of nodes at depth \(k\) using the equation

\[
s_{(k+1)} = s_k + c_{(k+1)i}h_{(k+1)i},
\]

where \(c_{(k+1)i}\) is the bit at position \((k+1)\) in the received vector, and \(h_{(k+1)i}\) is the \((k+1)\) column of the \(H\) matrix. For example, in the Hamming code above, the two new states at \(s_i\) are

\[
\begin{bmatrix}
0 \\
0 + 1 \cdot 0 = 0 \\
0 + 0 \cdot 1 = 0
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
0 \\
1 \\
0
\end{bmatrix}
\]
Any nodes and paths that do not have a path to the all-zero state at depth \( n \) are removed. There is a one-to-one correspondence between the codes in the codeword space and the paths through the trellis. For a binary code, there are \( 2^k \) codewords, and therefore \( 2^k \) paths.

The objective of the VA is finding the shortest path through a trellis. It can be broken down into three steps:

1. The first step is calculating the branch metrics.
2. The second step is to recursively compute the paths through the trellis. Decisions are made from vertex to vertex. If two paths converge at the same vertex, the path with the lower metric is kept as the survivor path. The VA finds the shortest path through the trellis, therefore, where two paths converge, the shortest path is kept. The longer path is disqualified because it will never be the shortest path. The metric of the path at a vertex is a summation of the all the metrics leading to the vertex. This step is known as the add-compare-select (ACS) recursion stage of the algorithm.
3. For convolutional codes, in the final step, the metrics of all the survivor paths that reach the last vertex are compared. Depending on the metric used, the path with the lowest metric or the highest metric will be used. Assuming we are using a metric of distance between the received bit and the transition bit, we would choose the path with the smallest minimum distance at depth \( n \) of the trellis. It has the closest correlation to the received data. It is a unique path that can be traced back in time, and is the most likely signal path with the corrected codeword [76]. In block codes, the only paths that are considered, are the paths which terminate at the all zero state [75]. This is due to the fact that the syndrome of a valid codeword is at zero state. The path with the lowest metric is chosen as corrected codeword.

Wolf showed that soft decision ML decoding could be used for any linear block code (product codes included) using the VA [75]. When compared to the word correlation ML decoding algorithm, the VA offers a significant improvement as some possible codewords are discarded during the search process. The VA is practical for short codes with few vertices, because the number of vertices determines the decoding complexity of the code. The number of edges in the trellis is related to the number of vertices, and each edge is a symbol in the codeword. Long codes will have a large number of edges, and consequently a large number of vertices [30].
Generalized minimum distance (GMD) decoding

This decoding algorithm was presented by Forney in 1965 [77]. This soft decision decoding algorithm uses the reliability information of the received symbols to improve the algebraic decoding of both binary and non-binary codes. The decoding algorithm generates a list of \( \left\lfloor \frac{d_{\text{min}} + 2}{2} \right\rfloor \) candidate codewords based on an error-and-erasure algebraic decoding method and then selects the most likely one from the generated codewords. Assume a binary codeword is received with erasures and errors. The erasure positions can be filled with zeros. This can introduce more errors. The error-and-erasure decoding method can correct the combinations of \( e \) errors and \( \varepsilon \) erasures provided that

\[
2e + \varepsilon \leq d_{\text{min}} - 1
\]  

(2.50)

The erasure positions are considered the least reliable positions, and are the most likely positions to be in error. The decoding is carried out in 4 steps as follows:

1. Assign a reliability value to each of the symbols in the received vector \( v' \).
2. Generate a list of \( \left\lfloor \frac{d_{\text{min}} + 2}{2} \right\rfloor \) sequences by modifying \( v' \). If the minimum distance of the code is even, modify \( v' \) by erasing the least reliable symbol, then the three least reliable symbols, incrementing in odd numbers until the \( d_{\text{min}} - 1 \) least reliable symbol. If the minimum distance is odd modify \( v' \) by erasing no symbol, then the two least reliable, and increment in even numbers till \( d_{\text{min}} - 1 \).
3. Decode the modified codewords using an error-and-erasure algebraic decoding algorithm to generate the candidate codewords.
4. Compute the soft decision decoding metric for the candidate codewords. The candidate codeword with the best metric is chosen as the decoded solution.

Generally less than \( \left\lfloor \frac{d_{\text{min}} + 2}{2} \right\rfloor \) candidate codewords are generated as some of the sequences may fail at step 3 [14].
**BCJR MAP decoding**

The maximum a posteriori (MAP) decoding algorithm is one of the most commonly used soft decision decoding algorithms. It is also known as the BCJR algorithm, named after Bahl, Cock, Jelenic, and Raviv who proposed it originally in 1974 [30][45]. The MAP decoding algorithm can be applied to any code for which a coding trellis can be drawn [74]. It works by computing the a posteriori probability of symbols from Markov sources transmitted through discrete memoryless channels. The BCJR algorithm is similar to the Viterbi algorithm in that respect. The difference between the two algorithms is that, the Viterbi algorithm makes a hard decision at each edge in the trellis. The BCJR algorithm computes soft outputs in the form of posterior probabilities for each of the message symbols. The continuous path through the trellis formed by the Viterbi algorithm produces the maximum likelihood codeword. This means there is no way to establish the reliability of the individual symbols in the corrected codeword. The BCJR algorithm produces the most likely sequence of message bits. The sequence of symbols produced by the MAP algorithm may be disjointed. The probabilities of the message bits produced in the BCJR algorithm are used in some iteratively decoded product codes (turbo product codes).

In turbo decoding, the received codeword is MAP decoded row wise. The real values obtained from the row wise decoding are used for the column wise decoding. The new results are then used for the next row wise decoding, and the process is continued until the results concur or a predefined number of iterations is reached. Compared to the Viterbi algorithm, the MAP algorithm is computationally complex. It is also sensitive to SNR mismatch and inaccurate estimation of noise variance. For long block codes, the memory requirements for MAP-based decoding algorithms become extremely large. The complexity for the gain is a hindrance when using MAP decoding. In order to solve the complexity problem other MAP decoding algorithms have been suggested. They include a Log-MAP algorithm, MAX-Log-MAP algorithm and the Chase-Pyndiah MAP decoding algorithm.

### 2.7 Bit flipping decoding

The objective of this research is to study the performance of a bit flipping decoding algorithm to see if it can be used as a low complexity decoding algorithm for product codes. In this section
we discuss how a bit flipping decoding algorithm works. We base the discussion on the bit flipping decoding algorithm presented by Gallager for Low-density parity-check (LDPC) codes. LDPC codes are codes specified by a parity check matrix containing mainly 0’s and few 1’s. They are defined as \((n, j, k)\) low-density codes, where \(n\) represents the block length of the low-density code matrix, \(j\) represents the number of 1’s in each column of the matrix and \(k\) represents the number 1’s in each row [3].

LDPC codes can be presented using Tanner graphs. Tanner graphs are bipartite graphs. This means, Tanner graphs consist of two sets of nodes. The first set of \(n\) nodes represents the \(n\) bits of a codeword. These are called bit nodes. The second set of \(n - k\) nodes is a set of the parity bits of the codeword. These are known as the check nodes. The graph has edges between the bit nodes and the check nodes. A bit node has an edge with a check node if and only if that bit node is used in the computation of the check node. Consequently a Tanner graph is a graphical depiction of the parity check matrix of the code [30].

Given the following parity check matrix for a systematic \((7, 4)\) Hamming code

\[
H = \begin{bmatrix}
1 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 \\
\end{bmatrix}
\]

The corresponding Tanner graph of the code is presented in Figure 2.12.

![Figure 2.12: Tanner graph of a systematic (7, 4) Hamming code](image)
Three parity equations exist for the Hamming code defined by the $H$ matrix above. For this Tanner graph the following set of parity check equations can be obtained:

\[ p_1 = (c_1 + c_4 + c_5 + c_6)_2 = 0 \]  
\[ p_2 = (c_2 + c_4 + c_6 + c_7)_2 = 0 \]  
\[ p_3 = (c_3 + c_5 + c_6 + c_7)_2 = 0 \]

The parity $p_2$ is influenced by the codeword bits $c_2$, $c_4$, $c_6$ and $c_7$.

Several decoding algorithms exist for LDPC codes. The one of most interest in this study is the bit flipping decoding algorithm proposed by Gallager. The decoding algorithm is applicable to binary codes. Gallager proposed it be used in the Binary Symmetric Channel at very low rates. The algorithm’s simplicity is a very attractive feature. The decoder computes all the parity checks. Any bit that is contained in more than a defined number of unsatisfied parity check equations is flipped or the bit involved in the most number of parity check equations is flipped. Using the new values of the bits, the parity checks are recomputed and the process repeated until such a time that the parity checks are all satisfied.

Using the Hamming code stated earlier in the section, assuming the transmitted data was 1010, the codeword $c$ would be 0011010. Assuming the received vector is 0010010, the parity check equations would be computed as

\[ p_1 = (0 + 0 + 0 + 1)_2 = 1 \]  
\[ p_2 = (0 + 0 + 1 + 0)_2 = 1 \]  
\[ p_3 = (1 + 0 + 1 + 0)_2 = 0 \]

Assuming a single error has occurred, the next objective is finding the bit that affects both parities $p_1$ and $p_2$. From the parity check equations bits $c_4$, and $c_6$ both influence parities $p_1$ and $p_2$, but $c_6$ can be ruled out because it also influences $p_3$. The solution is to flip the bit $c_4$. 

\[51\]
After flipping $c_4$, the parity checks are computed again. This time all parities check, meaning error correction is complete.

### 2.8 Conclusion

This chapter provides background information on Information Theory. Section 2.2 of the chapter gives an overview of the digital communication system, showing where error control is introduced in the system. The chapter presents two error control techniques that are used in wireless communication, namely ARQ and FEC, stating the advantages and disadvantages of using them in wireless communication.

Section 2.4.2 defines FEC as a means of recovering lost information (erasures) and corrupted information (errors) from redundant information. The code rate is defined as a measure of the redundancy added to the encoded information. FEC codes can be subdivided into two subclasses: block codes and convolutional codes. In this report, block codes are used. Block coding schemes divide the information to be transmitted into non-overlapping blocks and each block is encoded separately. Convolutional codes were first presented by Elias in 1955. They use a sliding window when encoding. This allows the same data to be encoded a number of times depending on the size of the sliding window.

Section 2.5 gives a description of three different block codes, namely, Repetition codes, Hamming codes, and BCH codes. Repetition codes are a simple form of error correction coding where the message vector is repeated at least three times. Hamming codes were first presented by Richard Hamming in 1954. They are perfect codes, only capable of correcting a single code. BCH codes were discovered by Bose, Chaudhuri, and Hocquenghem. They fall into a category of block codes known as cyclic codes. They are the chosen codes for this research because they offer the flexibility of choosing the error correcting capability of the component codes.

Section 2.6 defines product codes as serially concatenated codes. Product codes were first introduced by Elias in 1954. The section defines the different parameters of product codes including the minimum distance, code rate, and the fractional minimum distance. Product codes
have a larger minimum distance than their constituent codes, but they have a lower fractional minimum distance.

Section 2.6.2 gives a description of the different decoding algorithms that are used for product codes. The decoding algorithms used for block codes can be used to decode product codes. Most of the decoding algorithms used for product codes encourage decoding the rows then the columns iteratively as Elias had first suggested.

Section 2.7 presents the bit flipping decoding algorithm first presented by Gallager for LDPC codes. The section includes an example on how the algorithm can be used to decode a Hamming code. The simplicity of the algorithm makes it an attractive decoding algorithm for product codes.

Chapter 3 presents a review of the literature survey of the study. When Elias [1] presented product codes, he used the codes that had been discovered at the time, Hamming and Golay codes. He stated that product codes could be obtained from any systematic codes. Chapter 3 presents literature on cyclic product codes and single parity check product codes. The chapter also presents literature on derivatives of product codes, like array codes, augmented product codes and turbo product codes. It also presents literature on the decoding algorithms for product codes.
Chapter 3 - Literature Survey

3.1 Introduction

This chapter presents a review of the literature of the study. The literature traces the development of product codes from the time they were first proposed by P. Elias in 1954, to the single parity check product codes introduced by Battail. It is worth noting that the encoding process of product codes has not varied much from that which was proposed by Elias. Most of the research on these codes has been focused on finding better ways of decoding them. The survey also presents literature on the decoding algorithms that have been used in decoding product codes. We also consider bit flipping, a method that was presented by Gallagher as a hard decision decoding algorithm for LDPC codes. This method may also be used in decoding product codes, and a variation of the algorithm is used in this study.

3.2 Development of product codes

Generally it has been shown that the decoding complexity of a block code is directly dependent on its error correcting capability. To build a powerful block code, one has to use long block codes. It should be clarified that the term powerful in this context refers to a code with
high error correcting capability. Generally increasing the block length of a code, increases its decoding complexity [30]. One of the objectives of forward error correction is to build powerful codes yet keep the decoding complexity low. Elias proposed the use of iterated codes as a means of creating powerful codes while keeping the decoding complexity low. These codes are defined as product codes [1]. Elias proposed using simple codes, like the ones that had been discovered by Hamming and Golay, to build the product codes. Although Elias used Hamming codes when he presented product codes, his paper shows that other codes can also be used. He stipulated that the codes be of the check-digit, or systematic type, so that the check digits could be computed from the preceding information digits and appended onto the message. Elias also stated that it was not necessary to use the same type of code in each dimension of the product code.

The procedure to create a product code is to arrange the data to be transmitted into a multidimensional array, then encode the data in each dimension, encoding the parity bits as well. This creates a systematic code with some bits being checks on checks [1][78]. Initially, as stated, Elias presented product codes using Hamming and Golay codes. Later works show that product codes could be extended to other linear block codes, as long as they were systematic [79][80]. This led to the development of cyclic product codes and single parity check product codes which are discussed in Sections 3.3 and 3.4.

In 1966 Forney introduced concatenated codes. He defined concatenation as a method of building longer, powerful codes from short codes [58]. Algebraic coding focused on building codes with large minimum distances as a means of increasing error correcting capability. Concatenated codes were based on the concept of product codes that had been introduced earlier by Elias [77]. A concatenated code consists of two linear codes. The outer code is a non-binary code like a Reed Solomon code over a finite field $GF(2^k)$. The inner code is typically a binary code. When encoding, the outer code is used first. The bits are arranged into $k$ rows of $k_2$ bits. The $k_2$ bits are encoded into RS codewords over the finite field. The resultant $k$ tuples of binary bits are encoded using the binary inner code. Product codes are sometimes defined as serially concatenated codes [29][81]. Some decoding algorithms used for decoding concatenated codes are used for decoding product codes [29].

Another spin-off of product codes is a group of codes named array codes [1][82][83]. Array codes work on the premise of product codes, of simple component codes with low complexity
decoding methods. Array codes, like product codes, are constructed using component codes. A single parity check product code is also known as a row-and-column (RAC) array code [82][84]. The RAC consists of a rectangular array of information bits with row and column parity checks.

![Figure 3.1: Single parity check product code or row-and-column (RAC) array code, adapted from [82]](image)

Unlike product codes, array codes can be non-systematic. Array codes were first presented by Elias in 1954 [1][85]. They are most often binary codes. Array codes are also defined as structured LDPC codes [86].

After Elias introduced product codes in [1], a lot of research was carried out on them. It was noted that, for a given error correcting capability, the number of parity check symbols required by a product code is relatively higher than that of other linear block codes. This is a disadvantage when using product codes in practical data communication systems [87]. Augmented product (AP) codes are used to ensure high code rates while not affecting the minimum distance of the code or reducing it marginally [88][89]. A codeword is augmented by increasing the number of information symbols while keeping the length of the codeword constant. The resultant code has a higher code rate, but it might have a lower minimum distance [45]. Augmented product codes
were first presented by Goldberg in [90]. Goldberg augmented an extended Hamming code with a single parity check code to result in a product code shown in Figure 3.2.

![Diagram of an augmented product code]

**Figure 3.2: An augmented product code** [90]

Turbo codes were first presented for convolutional codes. They are sometimes referred to as parallel concatenated codes. Until the introduction of turbo codes, the decoding complexity of codes was hindering the development of codes that could provide performances close to the Shannon limit [91]. Turbo codes can be distinguished from other codes by the fact that they use an iterative decoding algorithm [30]. A product code is only a turbo product code if an iterative decoding algorithm is used to decode it.

The first turbo product code was presented by Lodge *et al.* [81], in 1993. A filtered signal is fed to the decoders, and the decoders interpret the signal amplitude to a soft decision. The *a priori probabilities* of the input symbols are used, and a soft output based on the reliability of the decision is calculated. The result is iterated between the two decoders until a reliable codeword is obtained. Lodge *et al.* [81] presented a decoding algorithm for product codes that could be generalized for multi-dimensional product codes. In their paper the algorithm is used to decode a two dimensional code. A one dimensional maximum a posterior (MAP) filter is used to obtain a refined set of probabilities row-wise. The new probabilities are then further refined by doing a column-wise decoding. The process is iterated until the probabilities have converged, meaning they are consistent, or the predefined maximum number of iterations is reached [81][30].
3.3 Cyclic product codes

Cyclic product codes were introduced by Burton and Weldon in 1965 [92][93]. Having noted the ease of implementing cyclic codes, they worked on a new sub-class of cyclic codes, namely, cyclic product codes. Cyclic code implementations either have good burst error correcting capability but poor random error correcting capabilities or good random error correcting capability but poor burst error correcting capability. The Fire codes have good random error correcting capability but poor burst error correcting capability. The Bose-Chaudhuri-Hocquenghem (BCH) codes [92] on the other hand have good burst error correcting capability but poor random error correcting capability. Burton and Weldon proposed the use of cyclic product codes as a means to address this problem in cyclic codes. Cyclic product codes could provide a compromise between random and burst-error correcting codes, thereby providing error correction for channels in which both occur like the switched telephone network. The sub-codes of product codes did not necessarily have to be the same code. Cyclic product codes also impart an algebraic structure to a subclass of cyclic codes. Burton also proposed cyclic product codes to construct codes that are powerful but with relatively low decoding complexity [94].

Given two cyclic codes $C_1$ and $C_2$, their product is a two dimensional code $C$ whose rows and columns are codewords in $C_1$ and $C_2$. This is how Elias defined product codes. The component codes $C_1$ and $C_2$ in $C$ maybe cyclic, but it does not necessarily follow that $C$ will be cyclic as well [95]. Cyclic product codes were first defined by Burton and Weldon, and they proved that under certain conditions a two dimensional product code whose sub-codes were cyclic codes, could also be a cyclic code [92]. The first of the two conditions is that the lengths of the sub-codes has to be relatively prime. This was further proved by Tang and Chien in [22]. The second condition is that the mapping between locations in the two dimensional arrays and the terms in the polynomial representation of the cyclic code has to follow a defined function. In the cyclic product codes proposed by Burton and Weldon, the data is not arranged into a matrix before encoding as Elias had proposed. The data is coded, and then a mapping function used to determine the order of sending the data in the cyclic code. In [93], it was shown that there exists more than one mapping that would result in a cyclic product code. Though the cyclic product codes defined by Burton and Weldon are different in structure from those defined by Elias, they
have the same advantage. They are formulated using shorter component codes hence their decoding complexity may be considerably simpler than codes of the same length [94].

In their paper [22] in 1966, Tang and Chien recognized the need to have variable code rates in cyclic product codes. Messages in communication systems vary in importance, so there was a need to add more redundancy to the important ones and less in the ones that were deemed less important. The channel is ever-changing hence in some cases when the SNR is high, less redundancy is required. To cater for this Tang and Chien realized the need to address two problems, the first of which was selecting the codes that offer variable redundancy. The second, though not addressed in their paper, was determining efficient methods to inform the receiver of the change in the code [22]. The objective of the study was selecting efficient, variable redundancy simple codes using cyclic product codes. Burton and Weldon had shown in [92] that the generator polynomial of a two dimensional cyclic product code is obtained by finding the tensor product of the generator polynomials of the two component codes. To vary the redundancy of the product code, Tang and Chien changed the generator polynomials of the component codes. Tang and Chien proposed a two dimensional product code with two sub codes obtained from the generator polynomials \( g_1(x) \) and \( g_2(x) \). The high redundancy code is generated with the generator polynomial \( g(x) = g_1(x) \cdot g_2(x) \). The low redundancy code is generated with the polynomial \( g_1(x) \).

In 1967, Abramson showed a method for constructing cyclic product codes by interlacing cyclic codes. The data is arranged into an array, and encoded row-wise, then encoded column-wise as Elias had done. Abramson showed that the resultant code would have a Hamming distance that would be the product of the Hamming distances in each dimension [2]. In his paper Abramson showed that the decoding algorithm proposed by Elias for decoding product codes, where the decoding is done row-wise then column-wise does not decode all error patterns with errors within the error correcting capability of the code [2]. This can be illustrated using a Hamming code. The minimum distance of a Hamming code is 3. A two dimensional product code using Hamming codes as subcodes has a minimum distance of 9. In principle the code should be able to decode up to 4 errors from (2.19). If the received codeword has two errors in two rows and the errors are also in two columns resulting in an error pattern shown by the Figure
2.1, the method proposed by Elias will not correct these errors even though it is within the error correcting capability of the code. The Hamming code can only correct a single error per row or column.

Abramson defined this as a permanent error pattern. The decoding strategy proposed by Elias does not take advantage of the interlacing used when constructing the code. Abramson proposed using a cascade decoder. In the conventional method of constructing product codes, the data received from the communication channel is in the form of strings of digits in one dimension. Before the codeword can be decoded, it has to be mapped into the original multi-dimensional array. The original method for mapping the digits is to map the rows sequentially. Abramson proposed constructing the product code by interlacing the column and row codewords. Then the output of the communication channel would be fed directly into an interlaced decoder for the sub codes. The cascade of decoders will then result in decoding first each column then each row. Cascade decoding offers the advantage of distributing any burst errors over successive rows or column codes. This decoding method takes advantage of the structure of product codes, thereby improving the error correcting capability of the code. It allows the decoding of permanent error patterns [2]. Further literature on decoding of product codes is covered in Section 3.5.

3.4 Single Parity Check Product Codes

A single parity check (SPC) code has a single check digit appended at the end of the block. In binary codes, this digit is a modulo 2 summation of all the information digits. These are simple codes that have a minimum distance of two. They cannot correct any errors, rather they can detect the presence of one error. Bahl and Chien introduced SPC product codes in 1971. They used SPC codes as constituent sub-codes for cyclic product codes. The focus of their study was on single and multiple burst error correcting capabilities of cyclic codes [96]. The idea of using SPC codes in product codes was also looked into by Rao and Reddy [79]. Rao and Reddy presented a code that had the highest code rate with a codeword length of 48 and a minimum distance of 8. They accomplished this by combining a (16,11,4) extended Hamming code with a (3, 2, 2) SPC code to produce a (48, 22, 8) augmented product code. The motivation of their
work was finding high rate codes with a high error correcting capability using augmented product codes [89]. Their work inspired other researchers to look into improving the fractional minimum distances of product codes [87].

The desire to create long codes with a low decoding complexity led Battail [97] to investigate the use of the SPC codes as constituent product codes in 1989. Battail used Elias’s iterated approach to combine SPC codes to create single parity check product codes [97]. To decode the product code, Battail used successive soft-out decodings. The performance of the code was good for the minimum distance of the code. The minimum distance of a SPC code is two, and a two dimensional product code would have a minimum distance of four. Battail concluded that the minimum distance is not a sufficient criterion to be used for judging the performance of long binary codes, rather to look at the distance distribution. He proposed that long codes with a distance distribution close to random codes would perform well despite the low minimum distance. Battail did not formally prove that the iterated product of SPC codes asymptotically approaches the average distance distribution of random coding [97].

In [97], Carie et al. studied further what Battail had done years earlier. Initially Battail proposed using different length SPC codes, but Carie et al. used SPC codes of equal length. When decoding the SPC product codes, Battail proposed decoding the shortest dimensions first using weighted-output decoding. The decoded codeword provides both the decisions and reliability estimates for decoding the next longer codeword. This is done until all the codewords had been decoded. The decoding is not iterated though. The reason for decoding the shorter codewords first is because shorter codewords are less susceptible to noise. They will have fewer errors than longer codewords. Decoding the shorter codewords makes it possible to decode the longer codewords [97].

The decoding algorithm proposed by Battail works for product codes whose sub-codes are not equal in length. In [97], Carie et al. proposed a new decoding algorithm to cater for single parity check product codes whose were of equal length. The algorithm is based on weighted threshold decoding. The decoding algorithm uses an iterated replication decoding algorithm. This improved the results of the coding scheme to those obtained by Battail. Replication decoding is an iterative symbol-by-symbol MAP decoding algorithm. It is used for redundantly encoded messages. The decoding algorithm is optimal when all symbols are taken into account [98].
The general structure of SPC product codes remained the same until a new structure was proposed by Xu and Takawira in 2004 [37]. In the conventional SPC product code, a single parity bit is appended at the end of each row and column. The resultant codeword has an even number of ones in every row and column (i.e. modulo-2 addition is zero). The conventional structure of a SPC product code is shown in Figure 3.1. To decode the codeword, iterative decoding is used. In [99], Kousa investigated the erasure decoding capability of SPC product codes. To decode erasures, row-wise and column-wise iterative decoding is used. Using parity checking allows for recovery of data from single erasures. If more than one bit is erased in the row or column, the row or column is skipped. Decoding is performed in many iterations until all the erasures have been recovered or the erasure pattern does not permit further decoding [99].

In [37], it was noted that the decoding method proposed by Kousa could not recover errors in a sub-pattern such that every occupied row and every occupied column in that sub-pattern has at least two erasures. The sub-pattern is shown in Figure 3.3(b). This pattern had been identified as a permanent error by Abramson in [2].

![Figure 3.3: An example of a permanent error](image)

In [37], it was noted that the error pattern could be recoverable if more parity check equations were used and the parity equations covered any of the bits in the error pattern. Xu and Takawira were concerned that increasing the number of parity check equations would impact negatively on the code rate of the product code. SPC were developed because conventional product codes have a low code rate compared to linear codes of the same error correcting capability [100]. To ensure the code rate of the system remained the same as a conventional SPC code, more than \( n \)
information bits could be used to obtain each parity bit. From the message passing algorithm, it is preferable to have a parity bit with a low degree, calculated from few parity bits. In [37], the parity check bit for the product code is generated by using every two rows and every two columns of \( n \) information bits. The structure of the code is shown in Figure 3.4.

![Figure 3.4: SPC-Product code proposed by Xu and Takawira [37]](image)

The SPC product code proposed by Xu and Takawira can only be two dimensional [37].

### 3.5 Decoding product codes

Decoding is the most complex part of the FEC system. The decoder in the FEC system attempts to determine the location of the errors from the discrepancies between the received vector and the recalculated parity bits [40]. Most of the decoding algorithms used for block codes can be used for product codes. This is because product codes can be decoded by decoding their component codes row-wise and column-wise. Few decoding algorithms look at decoding the entire codeword as a whole, due to the fact that, decoding the constituent codes first ensures the decoding complexity of the system is kept low, which was the objective of Elias presenting product codes [1]. This section provides a literature survey on the decoding algorithms used for product codes.

The first decoding algorithm for product codes, is the algorithm that was proposed by Elias in [1]. The component codes used to encode the rows and columns are used to decode the row and
column codewords as long as the errors are within the error correcting capability of the component codes. This decoding algorithm has been deemed effective by [14], but it is not optimal. The received vector is decodable if and only if the error pattern obtained after decoding the rows is within the error correcting capability of the column component codes. Breaking the decoding into row-wise and column-wise decoding processes makes decoding manageable for large blocks of code [77]. Studies, for instance [2] and [37], have shown that this method of decoding does not always correct errors within the error correcting capability of the code for certain error patterns. One such pattern is the permanent error pattern illustrated by Figure 3.3. A lot of research has been carried out on finding efficient decoding algorithms of product codes. Some of the algorithms are adapted from algorithms proposed for other codes.

3.5.1 Majority-logic decoding

Majority-logic (MLG) decoding is also known as threshold decoding [101]. The first majority logic decoding algorithm was presented by Reed in 1954, for Reed-Muller codes. The simplest of these decoding algorithms is the one used in the replication code [102]. In MLG decoding the multiple estimates of a bit value are obtained, and the decoded value is the value which occurs in the majority of estimates. MLG decoding is an attractive decoding algorithm for cyclic codes because of its simplicity to implement. It became more attractive as more cyclic codes were discovered [103]. MLG has been mainly used in product codes that have cyclic codes as component codes.

One of the first implementations of MLG decoding for product codes was by Bahl and Chien in 1969 [104]. Bahl and Chien were investigating the multiple burst error correcting capabilities of cyclic product codes. Their cyclic product code is based on SPC codes of relatively prime block lengths. The properties of cyclic product codes had been presented by Burton and Weldon in [92], and Calabi and Haefeli in [105]. Bahl and Chien proved that multi-dimensional cyclic product codes can be decoded using MLG decoding. In [106], Gore used extended Reed-Solomon codes as the constituent codes of the product code. The resultant product code was an extended generalized Reed-Muller code which was MLG decodable [106]. Lin and Weldon in [94], generalized that the product of two MLG decodable cyclic codes is also MLG decodable,
provided that one of the component codes is one-step decodable. In [94], BCH codes were used as the component codes. Lin and Weldon also proposed an algorithm for deriving the majority-logic parity checks of the product code. In [107], the MLG decoding algorithm proposed in [94] was improved. The improvement consisted of using the parity checks of the column code and incorporating them in the other checks for the product code. The decoding algorithm was still restricted to product codes that consisted of only MLG decodable component codes. Reddy [108] proposed an algorithm that decodes product codes using MLG decoding if only one of the component codes is MLG decodable. Reddy presented the decoding algorithm to improve on the decoding algorithm proposed by Elias. Reddy adapted the decoding algorithm from one proposed for some convolutional codes in [109].

3.5.2 Maximum Likelihood Decoding

A true maximum likelihood (ML) decoder works by correlating the received vector sequence to all the possible codewords, and choosing the codeword where the correlation discrepancy is lowest. The computation is done iteratively, thereby achieving an exhaustive search of the code space. For large codes, this can be computationally intensive as the received vector has to be compared to all the possible codewords [110]. ML decoding can be achieved by finding the shortest path through a code trellis. The Viterbi algorithm provides an efficient solution for finding the most likely path through a trellis [111]. The algorithm was proposed in 1967 by Andrew J. Viterbi as a decoding algorithm for convolutional codes [72].

In [75], Wolf showed that the Viterbi algorithm can be used for decoding any \((n,k)\) linear block code over \(GF(q)\) with a trellis with no more than \(q^{n-k}\) states. Wolf showed that a \((n,n_2,k_1,k_2)\) product code requires \(q^{k_1(n-k_2)}\) states. By symmetry, the algorithm requires \(q^{k_2(n-k_1)}\) states. Wolf stated that if one of the codes was a low-rate code and the other a high-rate code, the number of states required improves on the decoding complexity of the code when compared to algorithms that require \(q^{k_k}\) states [75]. Wolf’s paper also shows that for long block codes, the number of states required is large thereby making the decoding complexity too high.
Trellis decoding for product codes was proposed by Lodge et al. in [81]. Lodge noted that the symbol-by-symbol MAP algorithm could be used by any code that could be represented by a trellis of finite duration. Decoding trellises existed for convolutional codes as well as for linear block codes [75]. Lodge et al. note that creating a single trellis for an $N$-dimensional code requires excessive computation, rather it would be better to use separable digital filters, thereby a trellis for each row or column. One dimensional MAP filters are used sequentially in each dimension of the product code. Considering a two dimensional product code, one dimensional MAP filtering is done across the rows, giving a set of refined probabilities taking into account only the horizontal structure of the code [81]. The probabilities are further refined by performing a one dimensional filtering along the columns. This is a single filtering cycle. This process can be iterated, thereby improving performance. A MAP filter computes the *a posteriori* probabilities of the coded bits whereas a MAP decoder computes the *a posteriori* probabilities of the decoded bits.

### 3.5.3 Generalized Minimum Distance decoding

Generalized Minimum Distance (GMD) decoding was first presented by Forney in [77] and [112]. The GMD decoder makes use of the fact that an erasure-and-error decoder is capable of correcting twice as many erasures as errors. The algorithm works by deliberately erasing the least reliable symbols then correcting them using an erasure-and-error decoder [61]. A number of candidate codewords are obtained. The candidate codewords are checked to see if they are within the minimum distance of the received word according to a generalized minimum distance criterion. The one that lies within the criterion is the unique required codeword [112].

In 1972, Chase proposed three soft decision decoding algorithms that are also based on the GMD algorithm. They are referred to as the Chase-1, Chase-2 and Chase-3 decoding algorithms. [14][113]. The algorithms Chase presented are based on the GMD proposed by Forney. Chase showed that they could be applied to all block codes [113]. Chase stated that the objective of binary decoding is finding the codeword that differs in the least number of places from the received sequence. The binary decoder will find a unique codeword if the proposed codeword differs from the received sequence by a number of bits within the error correcting capability of
the code. The first step of Chase’s algorithm is to determine the positions of the least reliable 
bits of the received sequence using the channel measurement information. Each bit in the 
received sequence has a corresponding confidence value on the reliability of that bit. The 
algorithms differ in the number of least reliable bits selected. In the Chase-1 algorithm, $d_{\text{min}} - 1$
bits are selected, in the Chase-2, $\left\lfloor \frac{d_{\text{min}}}{2} \right\rfloor$ bits are selected. In the Chase-3 algorithm $\left\lfloor \frac{d_{\text{min}}}{2} + 1 \right\rfloor$
candidate codewords are generated [30].

The Chase-2 algorithm has the best performance of the three. Error patterns are defined with 
all the possible errors confined to the $\left\lfloor \frac{d_{\text{min}}}{2} \right\rfloor$ least reliable bits of the received vector. A modified 
vector of the received vector is formed by complementation of the received vector for each error 
pattern. The modified vector is then corrected using an error-correction-only algebraic decoder to 
produce a candidate codeword. A soft decision decoding metric is then computed for the 
generated candidate codewords. The codeword with the best metric is selected as the final 
candidate codeword [14],[29],[113].

In 1994, Pyndiah et al. presented an improvement of the Chase algorithm for decoding 
product codes [29][114]. They noted that large powerful codes like product codes cannot be 
decoded using one step as it would be computationally intensive. It is easier to decode large 
product codes by decoding their component codes first. The authors proposed a decoding 
algorithm for product codes that was based on Chase’s decoding algorithm. On receiving the 
vector sequence, the decoder performs soft decision decoding of the rows. The soft decision 
decoding is performed using Chase’s decoding algorithm. Unlike the Chase algorithm that yields 
binary values, the Pyndiah algorithm yields a soft output. The soft output is then subtracted from 
the soft input to yield extrinsic information. A factor of the extrinsic information is added to the 
original information, and this is used as soft input for the decoding of the columns. This process 
is iterated [29][114].
3.5.4 The Bit flipping decoding algorithm

In 1962, when Gallager presented LDPC codes, he presented two decoding algorithms for them. The first decoding algorithm was a hard decision decoding algorithm. It could only be applied to a binary symmetric channel at rates far below capacity [3]. In this decoding scheme, the decoder computes all the parity checks. It then changes or flips the digit that is contained in more than a fixed number of unsatisfied parity check equations. The process of computing the parity checks and flipping digits is done iteratively until all the parity checks are satisfied. Researchers agree this bit flipping (BF) decoding algorithm presented by Gallager is simple, but performs poorly when compared to the Belief propagation algorithm. The BF algorithm, though, offers a better trade-off between error performance, complexity and decoding speed or latency [115].

Most research on the BF algorithm has been on improving the performance of the algorithm to make it competitive to the belief propagation algorithm. In 2001, the weighted BF decoding algorithm was presented as a means of improving the performance of the BF algorithm by Kou et al. [116]. Reliability information is added to the received vector sequence. An error pattern vector is then created based on a weighted check sum of the code bit. The least reliable bit is flipped. The least reliable bit is the bit with largest weighted checksum. The weighted BF algorithm is a soft decision decoding algorithm [116]. The complexity of the weighted BF is greater than that of the original BF algorithm presented by Gallager, but so is its performance. Further research on the BF decoding algorithm has yielded other BF algorithms like the bootstrap weighted BF algorithm and the modified weighted BF algorithm [31][117]. To further improve the performance of BF algorithms the parallel weighted BF (PWBF) algorithm was proposed in [36]. The earlier BF algorithms flipped only one bit at a time. The PWBF flips a number of bits at the same time to enable faster convergence.

3.6 Conclusion

Section 3.2 covers the development of product codes. The section presents codes that are spin-offs from product codes like array codes, and concatenated codes. The SPC product code is sometimes referred to as an array code. Block product codes are sometimes defined as serially
concatenated codes. The section also presents information on how product code augmentation is been used to improve the code rate of product codes. Product codes have been shunned because of their low fractional minimum distance.

Sections 3.3 and 3.4 present cyclic product codes and SPC product codes. Cyclic product codes were first investigated by Burton and Weldon, because they could offer a compromise between random error correction and burst error correction. Burton and Weldon did not use the method proposed by Elias to encode the data by first arranging it into a matrix. They used mapping functions to order the transmission of the data. Battail combined the simplest codes, single parity check codes, to present SPC product codes. He showed that the weight distribution of the codes was a better measure of the error correcting capability of the codes rather than the minimum distance. Battail’s SPC product codes had the added benefit of high code rates.

Section 3.5 presents the different decoding algorithms that can be used for product codes. The decoding algorithms used for block codes can be used for decoding product codes, because decoding of product codes is usually carried out by decoding of the component codes. Many researchers have proved that the decoding algorithm proposed by Elias can fail to decode an error pattern known as a permanent error. Various researchers have proposed different ways for solving the problem. Takawira and Xu proposed changing the structure of the SPC product code to solve the permanent error.

Section 3.5.4 of the chapter presents the development of the bit flipping decoding algorithm first presented by Gallager for LDPC codes. The algorithm has been used mainly for LDPC codes, because of the manner in which they are structured. A single bit affects more than one parity check. This enables the determination of the bit in error by using the parity checks that fail. The algorithm is simple to implement. Little research has been done on using bit flipping for product codes other than single parity check product codes. It is used in LDPC codes because it offers a good compromise between decoding complexity and performance.

Chapter 4 presents the new decoding algorithm for product codes. The algorithm is based on finding the Candidate Error Matrix, a matrix that shows the bits that are probably in error and flipping the bits in the shadow area. The objective of the algorithm is to converge the shadow area. Two types of error patterns were identified when the algorithm was developed, namely the
simple error pattern and the complex error pattern. The simple error pattern is identified by that, when flipping all the bits in the shadow area, the shadow area becomes smaller. The complex error pattern is identified by that, when flipping all the bits in the shadow area, the shadow area remains the same. Chapter 4 explains how the two error patterns are flipped in order to correct the errors in a binary product code.
4.1 Introduction

This chapter presents the methodology used to carry out the research. The chapter presents a novel bit flipping decoding algorithm for binary product codes. The bit flipping decoding algorithm was first presented by Gallager for LDPC codes. This research is based on binary product codes, hence in this chapter the product codes referred to, are two dimensional binary product codes unless otherwise stated. Every bit in a product code affects the same number of parity checks as the dimensions of the product code. The proposed decoding algorithm takes advantage of this to correct errors using a simple algorithm.

4.2 Proposed decoding algorithm

Generally, the decoding complexity of block codes increases with their increase in length. Let $r$ represent the received vector corresponding to the codeword $c$. Due to noise in the channel, $r$ may not be identical to $c$, instead, the received vector is most likely to be equal to $c$ plus an error pattern or error vector $e = (e_0, e_1, e_2, \ldots, e_{n-1})$ caused by the channel noise.
where \( e_i = 1 \) if \( r_i \neq c_i \) and \( e_i = 0 \) if \( r_i = c_i \) [41][118]. The objective of decoding is two-fold. The first objective is to determine if the error pattern \( e \) is the zero vector. This is known as error detection. The second objective is to find the most probable error pattern \( e \) so that the original transmitted codeword can be recovered. This is known as error correction. Error correction is more complex than error detection [61]. Various error decoding algorithms have been proposed. An objective of developing decoding algorithms is correcting all the errors that will occur during communication while keeping the decoding complexity low.

### 4.2.1 Finding the Candidate Error Matrix

Decoding of block codes can be done using the parity check matrix. Generally this type of decoding consists of two stages. The first stage checks whether the received vector sequence corresponds to a valid codeword. This stage is actually an error detection stage. Error detection involves deciding whether all the parity checks are satisfied in the received sequence. For block codes, error detection can be done using syndrome checking using (2.23). The result is the syndrome, of the received vector sequence. The syndrome is equal to zero if the received sequence is a valid codeword, but not equal to zero if the received sequence has errors. This stage is likely to be the easier of the two stages in decoding [41].

The second stage in decoding is in determining the position and the magnitude of the errors in the received sequence. This stage is generally the more complex of the two stages. Finding a simple algorithm to carry out the second stage could improve the decoding complexity of block codes. In this project we present a simple decoding algorithm that is based on syndrome checking to declare erasures in product codes. In a product code the information is arranged into an array and the rows and columns are encoded separately. The resultant codeword is actually a collection of codewords. Each row or column is a codeword. By using syndrome checking on the rows and columns, erasures can be declared in the product code.

Assume a \((n_1n_2,k_1k_2)\) product code, we can define the following terms:
**Definition 4.1:** Row Parity Check Vector $X$ of dimension $n_2 \times 1$

$$X = \left[ x_1, x_2, \ldots, x_{n_2} \right]^T,$$

where $x_i = \begin{cases} 0, & \text{if } s_i = 0 \\ 1, & \text{if } s_i \neq 1 \end{cases},$

and $s_i$ is the syndrome of the received row $i$.

**Definition 4.2:** Column Parity Check Vector $Y$ of dimension $1 \times n_1$

$$Y = \left[ y_1, y_2, \ldots, y_{n_1} \right],$$

where $y_i = \begin{cases} 0, & \text{if } s_i = 0 \\ 1, & \text{if } s_i \neq 1 \end{cases},$

and $s_i$ is the syndrome of the received column $i$.

From the Row Parity Check Vector and the Column Parity Check Vector, the Candidate Error Matrix can be obtained.

**Definition 4.3:** The Candidate Error Matrix $M$ is a matrix that shows the possible locations of the errors in the received vector sequence.

The Candidate Error Matrix $M$ of dimensions $n_2 \times n_1$ is defined as

$$M = X \times Y.$$

$$M = \begin{bmatrix}
m_{(1,1)} & m_{(1,2)} & m_{(1,3)} & \cdots & m_{(1,n_2)} \\
m_{(2,1)} & m_{(2,2)} & m_{(2,3)} & \cdots & m_{(2,n_2)} \\
m_{(3,1)} & m_{(3,2)} & m_{(3,3)} & \cdots & m_{(3,n_2)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
m_{(n_2,1)} & m_{(n_2,2)} & m_{(n_2,3)} & \cdots & m_{(n_2,n_2)}
\end{bmatrix},$$

where $m_{(i,j)} = \begin{cases} 1, & \text{if } c_{(i,j)} \text{ is possibly in error} \\ 0, & \text{if } c_{(i,j)} \text{ is not in error} \end{cases}$. 

(4.5)
The $M$ matrix is obtained by deploying syndrome checking on the rows and columns. Some ambiguity exists in $M$. In some cases more than one error pattern could result in the same parity checks failing, resulting in the same Candidate Error Matrix $M$.

Supposing the received sequence is as shown in Figure 4.1

![Figure 4.1: Erasure declaration using syndrome checking](image)

The syndromes fail for rows $r_1$, $r_2$ and also for columns $c_1$ and $c_2$. The values of $X$ and $Y$ are as follows

$$X = [0, 0, \ldots, x_{r_1} = 1, 0, 0, \ldots, x_{r_2} = 1, 0, 0, \ldots, 0]^T$$

and

$$Y = [0, 0, \ldots, y_{c_1} = 1, 0, 0, \ldots, y_{c_2} = 1, 0, 0, \ldots, 0]$$

For example, if the component codes are (7, 4) Hamming codes, and assuming $r_1$ is the third row and $r_2$ is the fifth row, then

$$X = [0 \ 0 \ 1 \ 0 \ 1 \ 0 \ 0]^T$$

and if $c_1$ is the third column and $c_2$ is the fifth column, then
\[ Y = [0 \ 0 \ 1 \ 0 \ 1 \ 0 \ 0] \]

thus, yielding

\[
M = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

The ones in \( M \) correspond to the positions of the possible errors. The Candidate Error Matrix does not show the exact positions of the errors, rather it shows the possible locations of the errors. In Figure 4.1, the syndromes fail for rows, \( r_1 \) and \( r_2 \) and for columns \( c_1 \) and \( c_2 \). This indicates that for the set of indices \( \{ (r_1, c_1), (r_1, c_2), (r_2, c_1), (r_2, c_2) \} \) two or more errors are present.

For the following error combinations, the same parity checks will fail, (yielding the same \( M \) matrix):

- for two diagonal error combinations, i.e \( (r_1, c_1) \) and \( (r_2, c_2) \) or \( (r_1, c_2) \) and \( (r_2, c_1) \),
- any of the four combinations of three errors, and
- when all four positions are in error.

The last of these cases was defined as a permanent error by Abramson in [2]. He proposed using cascade decoding of product codes to solve for permanent errors. Xu and Takawira proposed a new type of single parity check product code to solve permanent errors in [37].

4.2.2 Error patterns

Having identified the possible positions of the errors, a new decoding algorithm for correcting the errors is proposed. The positions which are suspected to be erroneous are from henceforth referred to as the shadow area.
Definition 4.4: The shadow area is the area indicated in the Candidate Error Matrix $M$ by ones.

For example in Figure 4.1 the shadow area is the four possible positions with errors $(r_1,c_1), (r_1,c_2), (r_2,c_1)$ and $(r_2,c_2)$ shown in Figure 4.2

![Candidate Error Matrix showing shadow area](image)

The objective of the decoding algorithm is to decrease the number or errors by flipping the bits in the shadow area iteratively until the shadow area is zero. The flipping of the bits is dependent on the error pattern. Two types of error patterns exist. Before presenting our decoding algorithm it is necessary to explain these error patterns

Definition 4.5: Simple error pattern, an error pattern in which after flipping all the bits in the shadow area, the new shadow area is smaller. This the first type of error pattern that was identified when developing the decoding algorithm. For example in the case of the Candidate Error Matrix from Figure 4.1, this would be the situations where

- there are three errors in any combination, and
- all four positions have errors.

Assuming we have three errors in our received vector sequence and they are distributed in the manner shown in Figure 4.3a.
From syndrome checking we note that for two rows and two columns the parity checks fail. This means we have a minimum of two errors or a maximum of four errors as stated in Section 4.2.1. All the bits in the shadow area are declared as erasures and flipped. The resultant sequence has created a new error as shown by Figure 4.3b, but has corrected the initial three errors. The new pattern is simpler than the initial one, as we have only one row and one column with failed parity checks. Simple patterns are patterns that result in a simpler or smaller pattern after flipping all the bits. Another simple pattern is illustrated in Figure 4.4. After flipping all the bits in the shadow area, all the errors in the received sequence have been corrected. All the row and column parity checks pass, and the new sequence has no errors.
**Definition 4.6:** Complex error pattern, a pattern where flipping the bits in the shadow area results in a new shadow area which is equal in size to the original one. In the case of the Candidate Error Matrix from Figure 4.1, this would be in situations where the errors are diagonally across each other. This type of error pattern is illustrated in Figure 4.5.

![Complex error pattern](image)

**Figure 4.5: A complex error pattern**

Flipping all the bits in the shadow area does not decrease the shadow area in both cases, as the cases are a mirror image of each other. The complex error pattern requires a different way of selecting which bits to flip.

To solve the complex error pattern, a combination of a number of rows or columns that have been determined to have errors, is flipped. A value known as the bit flipping complexity is used to keep track of the number of rows or columns being flipped. The bit flipping complexity is incremented from one row or column at a time, to a combination of at most half the total number of rows or columns with errors.

Considering the complex error pattern in Figure 4.5, when the bit flipping complexity is 1, the first row is flipped. The result is a simpler pattern covering a smaller shadow area as shown in Figure 4.6.
4.2.3 Bit flipping algorithm

The objective of the algorithm is to decrease the shadow area until no errors can be detected. At that point, the assumption is, all the errors would have been corrected and the final vector will be identical to the initial codeword that was sent. Figure 4.7, gives an overview of the proposed bit flipping decoding algorithm.

![Diagram of bit flipping decoding algorithm]

Figure 4.7: Overview of bit flipping decoding algorithm
The syndromes of the rows and columns are checked to compute the Candidate Error matrix and obtain the shadow area. All the bits covered by the Candidate Error matrix in the received vector sequence \( r \) are flipped using a bitwise XOR function as follows

\[
r' = M \oplus r
\]  

(4.6)

where \( r' \) is the new sequence and \( M \) is the Candidate Error Matrix for the sequence \( r \). A new Candidate Error Matrix \( M' \) is computed from the new sequence. If \( M' \) is identical to \( M \) it implies that the error pattern in \( r \) is a complex error pattern. If \( M' \) is not equal to \( M \) it implies the error pattern in \( r \) is a simple error pattern. If flipping the bits has decreased the shadow area, then the operation is repeated with \( r' \) and \( M' \) used as input for (4.6). This process is repeated every time \( M \) is not equal to \( M' \) after flipping the bits.

After flipping the bits, if \( M' \) is identical to \( M \), we compare the number of rows to the number of columns that have errors. If the number of rows with errors is less than the number of columns, we flip the bits covered by the shadow area, by flipping a single row at a time. On the other hand, if the number of rows with errors is more than the number of columns, we flip a single column at a time. Every time we flip a row or column we compare \( M' \) to \( M \) to see if they are identical. If they are, we flip the next row. If they are not, it means the shadow area has decreased, and we start the process afresh by flipping all the bits in the shadow area. If after flipping all the rows and the shadow area has not decreased, we flip the columns one by one checking the shadow area after flipping each column. If the shadow area has remained the same after flipping the column we flip the next. If the shadow area decreases after flipping a column, we start the process from the beginning by flipping all the bits in the new shadow area.

If after flipping one row or column at a time and the shadow area has not decreased, we flip a combination of rows or columns. Initially we flip a combination of two rows or columns and increase the number of rows or columns in the combination while the combination of rows or columns is less than or equal to half the total number of rows or half the total number of columns with errors. After trying all the combinations and the vector still has a shadow area, it means the decoding algorithm has failed to correct the errors. Other means are then used to recover the codeword, like those in Section 2.4.1.
The algorithm can be summarized by the pseudo code in Algorithm 4.1

Algorithm 4.1: Iterative decoding of binary product codes using bit flipping

**Input**: received sequence \( r \),

**Initialization**: find \( M \) from the received vector sequence

While we have a shadow area, and all combinations have not been tried

Flip bits covered by \( M \) to get a new vector, \( r' = M \oplus r \)

Find new Candidate Error Matrix \( M' \) based on \( r' \)

If \( M' \) is not identical to \( M \) then

Save the new vector to be the received vector, \( r = r' \)

Save the new Candidate Error Matrix to be \( M = M' \)

Else the error pattern is complex

Flip combinations or rows or columns (see Algorithm 4.2)

End if

End while

**End simple flipping**

The flipping of combinations of rows or columns is covered by the pseudo code in Algorithm 4.2. The algorithm for flipping row or column combinations is the same. Even though the pseudo code is written for the rows, the same applies when flipping the columns.

Algorithm 4.2: Combination flipping of rows or columns

**Input**: current received vector \( v \) and current Candidate Error Matrix \( M \)

**Initialization**: \( C = 0 \), initialize the complexity by setting it to zero. The complexity is used to keep track of the number of rows or columns being flipped in combination flipping.

Find \( R \), a vector that stores the indexes of the rows with errors.

While the new shadow area is identical to the current shadow area, \( (M' == M) \), and \( C \leq \) half the number of rows with errors

\[ \text{End while} \]
Increment the complexity by one, \( C = C + 1 \)

Find the possible combinations \( \mathcal{Q} \) of the rows with errors based on \( C \) and \( \mathbb{R} \)

\[
\mathcal{Q} = \begin{bmatrix} \mathbb{R} \\ C \end{bmatrix}
\]

Use the next combination and \( M \) to create a Flip Matrix, \( F \), to be used for flipping the combination of rows or columns

Flip the bits using \( F \),

\[
 r' = F \oplus r
\]

Find new Candidate Error Matrix \( M' \) based on \( r' \)

End while

If \( M' \neq M \) then

Save the new vector to be the received vector,

\[
 r = r'
\]

Save the new Candidate Error Matrix to be

\[
 M = M'
\]

Else the error pattern cannot be corrected

Set flag to show all possible combination have been tried but the received vector still has errors

End if

End complex flipping

4.3 Numerical stepwise example of bit flipping algorithm

Assume an all zero codeword with (15,7,2) BCH component codes is sent, and the error sequence \( e \) showing the grid of the errors is as follows:

\[
e = \begin{bmatrix}
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 \\
\end{bmatrix},
\]
where the positions marked by 1s are the errors. For demonstration purposes we track changes in the positions of the errors in $e$. It must be noted that, in reality the actual positions of the errors in the received sequence are unknown. The first step of the algorithm is finding the current Candidate Error Matrix $M$ of the current received vector. $M$ is found using (4.4). Assuming the rest of the received vector has no errors besides the ones in $e$, from (4.5), the Row Check Vector will be

\[ X = [1 \ 1 \ 1 \ 1]^T, \]

and the Column Check Vector will be

\[ Y = [1 \ 1 \ 1 \ 1], \]

and the Candidate Error Matrix will be

\[
M = X \cdot Y \\
= \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix} \cdot \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \end{bmatrix}.
\]

Flipping all the bits using $M$ yields a new error sequence

\[ e' = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 1 \end{bmatrix},\]

with a new Candidate Error Matrix

\[
M' = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \end{bmatrix}.
\]
Because $M'$ is identical to $M$, the flip is discarded and the original error sequence is used for the next step. The algorithm proceeds by flipping a combination of rows or a combination of the columns. A value to keep track of the number of columns or rows being flipped known as the complexity is set to 1. We then create the Flip Matrix, $F$, based on the complexity, and the indices of the rows with errors. The Flip Matrix is still based on (4.4), but we change $X$ or $Y$ to reflect the rows or columns we are flipping.

Assuming the complexity is 2 and we are flipping the first 2 rows, then

$$X_i = [1 \hspace{1em} 1 \hspace{1em} 0 \hspace{1em} 0]^T.$$ 

Note that $Y$ remains the same, since we are only flipping based on a combination of the rows, therefore

$$F = \begin{bmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}.$$ 

In our case, the complexity is 1, therefore,

$$X_i = [1 \hspace{1em} 0 \hspace{1em} 0 \hspace{1em} 0]^T,$$ and

$$F = \begin{bmatrix}
1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}.$$ 

The new error sequence is obtained by flipping using;

$$e' = F \odot e = \begin{bmatrix}
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0
\end{bmatrix}.$$ 

Two new errors have been introduced by the flipping, but the last column no longer has errors.
The new error sequence is saved for the next stage of flipping. The process restarts by setting

\[ M = M' \quad \quad e = e' \]

All the bits are flipped using \( M \) as follows

\[ e' = M \oplus e = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} \]

The new error vector has no errors in the first column, and the shadow area is reduced to

\[ M' = \begin{bmatrix} 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 \end{bmatrix} \]

therefore, \( M = M' \) and \( e = e' \). Again all the bits are flipped using \( M \). After flipping, \( M' \equiv M \), so the flip is discarded and flipping using combinations of the rows or columns is used. Since the number of columns with errors is less than the number of rows with errors, combination flipping is done using a combination of the columns with errors. The complexity is set to 1 and a single column is used, resulting in the following Flip Matrix,

\[ F = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} \]

The flipping is done as follows
\[ e' = F \oplus e \]
\[ = \begin{bmatrix} 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}. \]

The corresponding Candidate Error Matrix for the new error sequence is,

\[ M' = \begin{bmatrix} 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}. \]

Since \( M \neq M' \), so \( M = M' \) and \( e = e' \). Due to the fact that the shadow area has become smaller, the algorithm flips all the bits in the shadow area using \( M \) resulting in

\[ e' = M \oplus e \]
\[ = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}. \]

The decoding is complete when there is no shadow area, \( M \) is all-zero, or combination flipping does not yield a new error vector with a different shadow area. While running testing the algorithm in simulations, it was discovered that it was possible to have no shadow area, but still have errors in the corrected vector. This was defined as the Hidden error pattern, and is discussed in Section 5.2.3. In such a case, the conventional algorithm is used to correct the errors in the rows with errors until a shadow area is obtained, then the bit flipping algorithm is used to correct the rest of the errors.

### 4.4 Analysis of bit flipping decoding algorithm

The major reason for proposing the development of the bit flipping algorithm is the simplicity of the bit flipping algorithm presented by Gallager for LDPC codes. Hard decision decoding
algorithms are simple, fast and easy to implement in hardware. Of the hard decision decoding algorithms, bit flipping has been touted as one of the simplest to implement on hardware. The turbo decoding algorithms for product codes, though they approach the Shannon limit, are complex and computationally intensive to implement. The development of our decoding algorithm means we use the advantages of bit flipping to decode product codes by using a low complexity decoding algorithm.

For a two dimensional product code, the bit flipping algorithm makes use of the row and column parities to correct errors. The conventional decoding algorithm makes use of one parity at a time, either the row parity when decoding the rows or the column parity when decoding the columns. Sometimes the conventional algorithm introduces new errors in the columns when decoding the rows. The bit flipping algorithm on the other hand ensures that if new errors are introduced, they are only introduced in columns or rows that already have errors. This is done by ensuring the shadow area never becomes bigger when flipping. Only bits in columns and rows with errors are changed.

The bit flipping algorithm and the conventional algorithm both use syndrome checking. They have to first determine whether a row or column has errors. The difference in complexity between the two algorithms is down to their differences in the methods they use for error correction. The conventional algorithm uses the respective base codes to correct the rows then the columns. For a BCH code, this is the combined complexity of the Berlekamp-Massey algorithm and the Chien search. The bit flipping algorithm uses the less complex method of bitwise XOR. The simplicity of bit flipping is well documented. The algorithm has been used for decoding LDPC codes, and is attractive as it offers an effective compromise between error correcting capability and decoding complexity. We show in Chapter 6 that the complexity of the bit flipping decoding algorithm is comparable to the conventional decoding algorithm at the higher SNRs.

Turbo decoding also uses the multi-dimensional parities of product codes to achieve performance close to the Shannon limit. The method uses a soft-in soft-out approach. The decoding of the rows results in reliability values of the row information symbols, which are taken into consideration when decoding the columns. The process is iterated with the values from decoding the columns taken into consideration when decoding the rows, until the values of the
rows and columns concur [119]. Soft decision decoding generally outperforms hard decision decoding, in some cases having a gain of up to 3dB over hard decision decoding. The major disadvantage of soft decision decoding is the complexity as soft decision decoding algorithms are generally more complex than hard decision decoding algorithms. Likewise turbo decoding may offer better performance over our bit flipping decoding algorithm, but it is more complex than the conventional decoding algorithm, and therefore expected to be more complex than our algorithm.

4.5 Conclusion

Section 4.2 presents a new bit flipping decoding algorithm. The algorithm can be used for error correction of binary systematic product codes. It works with the premise of finding a shadow area. This is done by using syndrome checking of the rows and columns in the received vector. In most decoding algorithms the process of detecting errors presents less of a challenge, when compared to the process of finding the positions of the errors, and correcting them. The decoding algorithm uses the simplicity of syndrome detection to find the likely positions of the errors by mapping out a shadow area. Using iterative bit flipping, for different types of error patterns, the errors in the received vector are corrected.

Section 4.3 gives a numerical stepwise example of the bit flipping algorithm. The example clarifies the workings of the algorithm by showing how the bits are flipped in a vector received with errors. It shows that in some instances the algorithm introduces new errors, but the shadow area never increases in size. This is an advantage of this algorithm because it leaves room for the development of an ARQ technique that could have only the rows or columns that have errors resent instead of the entire codeword, thereby saving on bandwidth and power. The conventional decoding algorithm at times increases the number of rows and columns with errors.

Chapter 5 presents the results from simulations run to compare the developed bit flipping algorithm, and the conventional decoding algorithm that was presented by Elias for product codes. Coding systems can be compared using the block error rate (BLER) or word error rate (WER), symbol error rate (SER) and the bit error rate (BER). In Chapter 5 the decoding
algorithms are compared in terms of the WER and BER performance. A comparison of the decoding complexities of the algorithms is done.
Chapter 5 - Results and Analysis

5.1 Introduction

This chapter presents the results that were obtained during the study. The results were obtained from simulations carried out on Matlab\(^1\).

5.2 Error Patterns

The error pattern of the received sequence greatly influences the decoding complexity. The error patterns were classified into four groups according to the distribution of errors in the Error Matrix, namely

- Simple error pattern
- Complex error pattern
- Hidden error pattern
- Un-decodable error pattern

\(^1\) All results in Chapter 0 are based on the (15,7) BCH code, unless otherwise stated. The Berlekamp-Massey decoding algorithm was used as the conventional decoding algorithm.
5.2.1 Simple error pattern

In this error pattern, the number of errors in one or more rows and or columns is equal to the width or the height of the Candidate Error Matrix, the shadow area. It should be noted that the width of the Candidate Error Matrix is the number of columns denoted as having errors by the Column Parity Check Vector, and the height is the number of rows denoted as having errors by the Row Parity Check Vector.

In a simple error pattern, if all the bits in the Candidate Error Matrix are flipped using bitwise XOR, the size of the shadow area will decrease.

After sending an all zero codeword, if the received sequence \( r \) has errors (denoted by 1s) distributed as follows

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
\]

this is a simple error pattern. The width of the shadow area is 2, and the height of the shadow area is 2. Row has 2 errors and column 2 also has two errors.

After flipping a simple error pattern, the resultant error pattern could be either a complex error pattern or another simple error pattern. The simple error patterns and complex error patterns occur anytime during the course of decoding using the bit flipping algorithm irrespective of the SNR. They are dependent on the distribution of the errors.

5.2.2 Complex error pattern

In a complex error pattern, the size of the shadow area will remain the same after a bitwise XOR of all the bits in the Candidate Error Matrix is done. The number of errors in all rows and columns is less than the height or the width of the area under shadow.
To decrease the size of the shadow area, a bitwise XOR of a combination of one or more rows or columns has to be done. If it is a combination of rows, it has to be such that there exist one or more columns with errors only in the selected row or rows. If it is a combination of columns, there has to be one or more rows where there are errors only in the selected column or columns. It should be noted that as bit flipping is done, the successive error pattern could be either be complex or simple. Assuming an all zero codeword was sent, and the 1s depict errors, the following sequence depicts a complex error pattern;

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

Flipping all the bits in the shadow area will result in a sequence with the same size shadow area. Flipping a combination of rows or columns using the stated criteria has to be used to decrease the shadow area. For example combinations of rows 3, 4, and 6 or of 3 and 5 or of 4 and 6 could be used to decrease the shadow area. If the combination of rows 3 and 5 is taken into account, the combination works because they are the only rows with errors in columns 2 and 4. The combination of rows 3 and 6 does not work because, the only column with errors they have in common has an error in row 4. The rest of their columns do not have errors in common. Flipping a combination of rows decreases the number of columns with errors and vice versa.

5.2.3 Hidden error pattern

The hidden error pattern is a result of the short comings of syndrome checking. If the number of errors in a row or column is equal to or more than the minimum distance of the component code, this can result in the received row or column vector becoming a different but valid codeword. The Candidate Error Matrix is a result of the multiplication

\[
M = X \times Y
\]
where $M$ is the Candidate Error Matrix, $X$ is a transpose of the Row Parity Check Matrix and $Y$ is the Column Parity Check Matrix. Assuming the hidden error pattern is a row, the Column Parity Check Matrix will have ones for the columns with errors, but the Row Parity Check Matrix will be all zero. The resultant Candidate Error Matrix will be all zero, giving the impression there are no errors in the received vector.

Hidden errors are prevalent at low SNRs. A product code with $(15, 7, 2)$ BCH codes as component codes was used to illustrate the Hidden error pattern. The minimum distance of each of the component codes was 5. After sending an all zero codeword, the first six rows of the received sequence were:

$$r = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1
\end{pmatrix},$$

where the 1s depict errors. The corresponding rows of the Candidate Error Matrix illustrate the Hidden error pattern,

$$M = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}. $$

Despite the fact that there are errors in row two of the received vector, the Candidate Error Matrix does not have errors in row two. This is because row two of the received vector has errors such that the row becomes another valid codeword. Hidden errors can be detected by the presence of errors in rows but none in the columns or errors in the columns but none in the rows. If the errors are in the rows, the conventional decoding algorithm is used to decode row-wise in
the rows with errors until a non-zero Candidate Error Matrix is obtained. If the errors are visible column-wise then the conventional decoding is done column-wise.

Hidden errors also occur after decoding using the bit flipping algorithm. After sending an all zero codeword for a product code with $(7,4,3)$ BCH constituent codes, the received sequence with errors $r$ was:

$$
\begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{bmatrix}
$$

Hidden errors also occur after decoding using the bit flipping algorithm. After sending an all zero codeword for a product code with $(7,4,3)$ BCH constituent codes, the received sequence with errors $r$ was:

$$
\begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{bmatrix}
$$

and the corrected vector $r'$ was

$$
\begin{bmatrix}
1 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{bmatrix}
$$

$X'$ and $Y'$, the Row Parity Check and Column Parity Check vectors for the corrected vector were:

$$
X' = [0 \ 0 \ 0 \ 0 \ 0 \ 0]^T \quad Y' = [1 \ 0 \ 1 \ 1 \ 0 \ 0] \ .
$$

$X'$ does not show any errors in the corrected sequence, whereas $Y'$ shows that three columns have errors. The Candidate Error Matrix for the corrected sequence was:
5.2.4 Un-decodable error pattern

The un-decodable error pattern is prevalent at low SNRs. This error pattern occurs when the height and or the width of the shadow area is larger than the minimum distance of the component codes. Flipping all the bits covered by the Candidate Error Matrix may result in hidden errors.

To avoid hidden errors, we decrease the size of the shadow area to an area such that the number of the rows and the columns with errors is less than the minimum distances of their respective constituent codes before using the bit flipping algorithm. Two methods can be used to decrease the size of the shadow area. The first method uses the conventional decoding algorithm to decrease the number of rows and columns with errors. If the number of rows with errors is greater than the minimum distance of the component code, but the number of columns is less, then the conventional decoding algorithm is used to decode the rows otherwise it is used decode the columns. If both the number of rows and columns with errors are greater than the minimum distances of the respective component codes, conventional decoding is done row-wise then column-wise. This is done iteratively until the numbers of both are less than the minimum distance or one of them is. If only one of them is less than the minimum distance, then only row-wise or column-wise decoding is done depending on the one that is less, as stated.

The second method flips a maximum of $t$ bits in the rows or columns with errors to decrease the size of the shadow area. This method is less likely to decrease the number of rows with or columns with errors more-so at low SNRs where the number of bits with errors may be more than the error correcting capability of the component codes. The method may also require a large number of flips to correct the errors in a row or column. It has the advantage of being less likely to increase the number of errors in the received vector.
To decrease the number of rows or columns with errors we used the first method of using the conventional decoding algorithm to decrease the number or rows or columns with errors. We noted that at very low SNRs, while using the conventional decoding algorithm to decrease the number of rows with errors, errors could be introduced in the columns. For example, an all zero codeword was sent through the channel at SNR of 1 dB. The first six rows of the received sequence were as follows:

\[
\begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]

After using the conventional decoding algorithm to decrease the number of rows with errors, new errors were introduced in the columns. The new errors are:

\[
\begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
\end{bmatrix}
\]

The conventional decoding algorithm uses the Berlekamp-Massey algorithm. If the number of errors in the row or column is beyond the error correcting capability of the code, it is likely to introduce more errors. This is prevalent and expected at low SNR. The method is further complicated when we decrease the number of columns with errors after decreasing the rows. The columns introduce errors in rows. Though the method fails at very low SNR, it works when the total number of errors in the received sequence is within the error correcting capability of the product code.
5.3 Performance of coded communication systems

The performance of a coded communication system can be measured by its probability of decoding error, called the error probability, and its coding gain over an un-coded system transmitting information at the same rate [14]. There are three types of error probability, probability of word (or block) error, probability of symbol error and probability of bit error. The probability of word error is the probability that a decoded word or block at the decoder is in error. This is known as the block error rate (BLER) or word error rate (WER). The BLER is not dependent on the number of symbols or bits in error. The symbol error rate (SER) is defined as the ratio of erroneously decoded information symbols (constellation points) to the total number of transmitted symbols. The bit error rate (BER) is the probability that a decoded information bit at the output of the decoder is in error. BER is the ratio of error-bits received to the total bits sent.

The SER depends on the modulation scheme being used for transmission. For a BPSK modulated signal, the BER and the SER are equal because there is a single bit per symbol. In QPSK, each symbol has two bits. The performance of coded systems can be studied through the analysis of their BLER, SER and BER.

5.3.1 Performance comparison of Hamming product codes

The performance of a one coded communication system can be measured by its probability of decoding error, called the error probability, and its coding gain over an another coded system transmitting information at the same rate. In our case, since the same encoding method is used, it means the difference in the two systems is down to the differences in their decoding algorithms.
Figure 5.1 shows a comparison of the bit flipping decoding algorithm and the conventional decoding algorithm. The component code used was a (7, 4) Hamming code. At 1.9 dB, the bit flip decoding algorithm has the same BER as the conventional decoding algorithm. After 1.9 dB, the bit flipping decoding algorithm outperform the conventional algorithm at same SNRs. At a BER of $10^{-4}$, the bit flipping decoding algorithm has a 0.4 dB gain over the conventional decoding algorithm. The bit flipping decoding algorithm exhibits a steeper gradient curve showing a better BER for a smaller increase in signal strength.
Figure 5.1: BER comparison of bit flipping and conventional decoding algorithms - (7, 4) Hamming constituent code

Previous studies have shown that the conventional decoding algorithm fails to decode some error patterns within the error correcting capability of the code [37]. The results from the performance comparison of the conventional decoding algorithm and bit flipping decoding algorithm were not as expected. The expected results were that the bit flipping decoding algorithm would always outperform the conventional decoding algorithm. The BER curves give the impression that in low SNR channel conditions, the conventional decoding algorithm outperforms the bit flipping decoding algorithm. Both algorithms perform better than the upper bound of the constituent code.
Simulations were run to compare the WER of the bit flipping and conventional decoding algorithm. From Figure 5.2, it can be noted that the bit flipping decoding algorithm corrects more codewords than the conventional decoding as expected.

The bit flipping decoding algorithm being an iterative decoding algorithm, as expected outperforms the conventional decoding algorithm, which only decodes using a single cycle of row decoding followed by column decoding.

The reason the conventional decoding algorithm outperforms the bit flipping decoding algorithm at lower SNRs when considering the BER, is because of the very nature of the algorithm. The algorithm relies on syndrome detection. If the bit flipping introduces a number of errors greater than the minimum distance, this can result in a decoding failure for the row or column. At low SNR, this occurrence is prevalent as the bit flipping algorithm introduces more errors by flipping entire rows or columns. The decoded data tends to have more errors in the bit flipping decoding algorithm than in the conventional decoding algorithm.

Figure 5.2: WER comparison of bit flipping and conventional decoding algorithms – (7, 4) Hamming constituent code (AWGN channel)
This is illustrated by Figure 5.3. To plot the curves in Figure 5.3, the total number of errors in each of the decoded blocks was counted. A comparison of the block with the greater number of errors was done. Figure 5.3 shows the number of times each of the decoding algorithms has a larger number of errors after decoding per block for each SNR. At low SNRs, the bit flipping decoding algorithm has a greater total number of blocks that have more errors than the conventional decoding algorithm. This number accounts for the poor performance in terms of the BER of the bit flipping decoding algorithm when compared to the conventional decoding algorithm at low SNR.

![Comparison of bit flipping vs conventional decoding](image)

**Figure 5.3: Comparison of total number of errors per codeword – (7, 4) Hamming constituent code (AWGN channel)**

### 5.3.2 Performance comparison of BCH product codes

Hamming codes are perfect codes. They all have a minimum distance of three. For any two dimensional product code with Hamming codes as the constituent codes, the minimum distance will be nine. This is in spite of the block length. BCH codes offer the flexibility of being able to change the error correcting capability of the product code. The component codes can be chosen with their error correcting capability in mind. A comparison of the performance of the conventional decoding algorithm and the bit flipping decoding algorithm was done.
Figure 5.4 : BER comparison of bit flipping and conventional decoding algorithm - (15, 7) BCH constituent code (AWGN channel)

Figure 5.4 shows the BER curves for the conventional decoding algorithm and the bit flipping decoding algorithm for a two dimensional product code with a (15, 7, 2) BCH code as the component code.

The results of the BER comparison of the two codes are consistent with those of the Hamming product code. The conventional decoding algorithm outperforms the bit flipping algorithm at low SNRs. At about 3.2 dB, the bit flipping algorithm starts to outperform the conventional algorithm. This is a little later than in the Hamming product code.
Figure 5.5: WER comparison of bit flipping and conventional decoding algorithm - (15, 7) BCH constituent code

The results of the WER comparison are also consistent with those of the Hamming product code. The small difference in WER between the two algorithms at low SNR accounts for the later change in performance in the BER curves. At $10^{-3}$ WER, the bit flipping decoding algorithm has a gain of 0.75dB.

5.4 Impact of SNR on shadow area

The size of the shadow area has an impact on the BER curve. At low SNRs, the shadow area covers more than the error correcting capability of the code.
In Figure 5.6, at 0.5 dB, the shadow area is 210 bits. The error correcting capability of the code is 12. This impacts on the BER curve of the code, as shown in Figure 5.7. At low SNR, the BER is at its highest.
As the shadow area decreases, the BER decreases exponentially. When the shadow area is less than 50, there are no errors in the decoded sequence. This is consistent with the results that can be inferred from Figure 5.4 and Figure 5.6.

### 5.5 Rayleigh fading channel results

Fading is a multiplicative change in the amplitude of the signal. In wireless communication, unlike wired communication, the signal is subject to multiple reflections. The reflectors and the transmitter may also be moving with respect to each other. In wireless communication, in the urban environment, a signal may reflect off of buildings and cars before reaching the intended recipient. The received signal becomes a superposition of the reflected signals. The signals travel different distances to get to the receiver, increasing the likelihood of them arriving at the receiver out of phase with each other. If the signals are out of phase, they will add destructively, and thus fading occurs [30].

Different fading channel models have been proposed for studying wireless communication. The Rayleigh fading channel model is used for simulating multipath propagation of the signal. This makes it suitable for studying the behaviour of coding systems in mobile environments where there are many obstacles that reflect the signal sent from the base station to the cell phone. The channel model can also be used when studying high frequency ionospheric radio wave propagation where refractions occur at many points within the ionosphere. It can also be used for studying tropospheric radio wave propagation. To study the behaviour of the bit flipping decoding algorithm in wireless communication, we chose the Rayleigh fading channel as it is used to model a wide range of wireless telecommunications systems. For this study we chose a flat fading Rayleigh channel, modelled as a single tap filter with a Rayleigh fading response with zero mean and unit variance, and where the noise contributed by AWGN is Gaussian distributed with zero mean and unit variance.

Figure 5.8 shows a performance comparison between the bit flipping decoding algorithm and the conventional decoding algorithm in a Rayleigh fading channel.
The BER curve in Figure 5.8 was obtained using the single bit flipping method to cater for the Un-decodable error pattern and the Hidden error pattern. To compare the method of using the conventional decoding algorithm to decrease the size of the shadow area and the second method of flipping bits, simulations using the method of using the conventional algorithm were run. The results of the simulations are portrayed in Figure 5.9. Using the conventional decoding algorithm to reduce the size of the shadow area improves the BER of the bit flipping decoding algorithm. This is evident from comparing Figure 5.8 and Figure 5.9. The (15,7) BCH code for the code using the conventional decoding has a gain of over 4 dB at the BER of $10^{-4}$ over the single bit flipping method.

The results from Figure 5.9, differ from the results of the other simulations. The bit flipping decoding algorithm outperforms the conventional decoding algorithm at the low SNRs. This is because the method incorporates the conventional decoding algorithm, which improves the performance of the
algorithm at the lower SNRs. To reduce the size of the shadow area, the conventional decoding was used iteratively. Iterative decoding of product codes has a better decoding gain than the conventional method used by Elias [76]. The resultant decoding algorithm has better performance than using single bit flipping to reduce the shadow area. The conventional decoding has been proven to be a sub-optimal decoding algorithm. A simulation was run to compare the WER of the two algorithms. The WER simulation shows that bit flipping decoding algorithm outperforms the conventional decoding algorithm from 1dB. Between -1 and 1dB, both decoding algorithms fail to correct all the errors in all the received vectors.

![BER performance comparison of bit flipping decoding algorithm and conventional decoding algorithm for product codes in flat fading Rayleigh channel](chart)

**Figure 5.9:** BER comparison of bit flipping decoding algorithm and conventional decoding algorithm in Rayleigh fading channel – Method One
5.6 Varying the code rate

Using a single code rate for a communication channel with varying channel conditions, compromises on the payload of the communication system. To ensure a high throughput, digital communication systems use varying code rates. The results in Figure 5.11 show the BER curves of different code rate two dimensional product codes using the bit flipping decoding algorithm in an AWGN channel. The longer codes tend to outperform the shorter codes at higher SNRs as expected.
BCH codes consist of four steps.

The generator polynomials of BCH codes have as roots $2^t$ consecutive powers of an element of order $n$. They are attractive codes because they can be designed to a desired error correcting capability, and efficient decoding algorithms exist for their decoding. The decoding procedure for BCH codes consist of four steps.

The first step is the evaluation of the received vector’s syndrome. If $r(x)$ is the received vector, and $\alpha^i, i = 1, 2, \ldots, 2^t$, are the roots of the generator polynomial, then the syndromes are given by (2.46). The syndromes can be calculated by diving $r(x)$ by the minimal polynomials of the roots and then evaluating the remainder polynomials at the roots. The complexity of the step is

5.7 Decoding complexity

5.7.1 Complexity of conventional algorithm

The generator polynomials of BCH codes consist of four steps. If $r(x)$ is the received vector, and $\alpha^i, i = 1, 2, \ldots, 2^t$, are the roots of the generator polynomial, then the syndromes are given by (2.46). The syndromes can be calculated by dividing $r(x)$ by the minimal polynomials of the roots and then evaluating the remainder polynomials at the roots. The complexity of the step is

Figure 5.11: BER comparison of different code rate codes ($d_{\text{min}} = 9$) – BCH constituent codes (AWGN channel)
\[ \sim 2t(n-1). \]  

(5.1)

The second step of decoding a BCH code is determining the Error-locator polynomial. This step is the most complex step in the decoding of BCH codes. Two popular methods for computing the error-locator polynomial are the Berlekamp-Massey algorithm and the Euclidean algorithm [120]. The Berlekamp-Massey algorithm has complexity

\[ C_\mu = 4t^2 + 2te - e^2 + 10t + e, \]

(5.2)

where the number of errors \( e \leq t \), the error correcting capability of the code [120]. The Euclidean algorithm is less efficient than the Berlekamp-Massey algorithm. It has a complexity given by the following equation

\[ C_\mu = 8te - \frac{1}{2}e^2 + \frac{13}{2}e. \]

(5.3)

Once the error-locator polynomial is known, the third step in the algorithm is determining its roots. This is done using the Chien search. The complexity of the Chien search is

\[ C_\mu = e(n-i), \]

(5.4)

where \( 1 \leq i \leq n \) and \( \alpha^i \) is root, and \( i \) is the index of the least root [120]. The Chien procedure searches, in the order \( \alpha, \alpha^{-1}, \ldots \), hence its complexity is determined by the root with the smallest index [120]. The error positions are the inverses of the roots of the error-locator polynomial.

The fourth step is calculating the magnitude of the error. For Binary BCH codes, the error magnitude is always one. Flipping the bits in error corrects the errors. For non-binary BCH codes, the error magnitudes have to be determined. Forney’s algorithm can be used to determine the error values [121]. In this study we do not use non-binary BCH codes, hence we will not look into the complexity of Forney’s algorithm.

The complexity of decoding the product code using the conventional algorithm is:
\[ T(n) = O(n^4) \]

5.7.2 Complexity of bit flipping algorithm

The decoding complexity of the bit flipping algorithm is dependent on two operations. The first is the complexity of computing the syndromes of all the rows and columns. The second is the complexity of the actual bit flipping.

On receiving a codeword sequence, the syndromes of the rows and columns are computed. To ensure a lower computational complexity, the syndromes of the rows and columns are stored in two lookup tables, one for the rows and the other for the columns. Each lookup table is structured as follows

\[
L = \begin{bmatrix}
S_1 & S_2 & S_3 & \ldots & S_n
\end{bmatrix},
\]

where \( S_i \) is the syndrome of row or column \( i \). For example, if an all zero codeword was sent, and the received sequence was:

\[
r = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0
\end{bmatrix},
\]

with the parity check matrix of the constituent codes as

\[
H = \begin{bmatrix}
1 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 & 1
\end{bmatrix},
\]

then the row lookup table \( L_r \) would be

[Table of syndromes for rows and columns]
and that of the column lookup table \( L_c \) would be

\[
L_c = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0
\end{bmatrix},
\]

where each column in the lookup table is the syndrome of the corresponding row or column of the received sequence. From syndrome decoding, changing the \( i \)th bit in a row changes the syndrome of the row in the manner

\[
S_{\text{new}} = (h_i + S_r)_2,
\]

(5.5)

where \( S_{\text{new}} \) is the new syndrome of the row, \( h_i \) is the \( i \)th column of \( H \) and \( S_r \) is the current syndrome of the row. Instead of recalculating the syndromes of the rows and columns using (2.23), the syndromes of the rows and columns in which the flipped bits lie are updated in the respective lookup tables using (5.5). For example the syndrome of the 1st row is

\[
S_r = [1 \ 1 \ 0].
\]

If the 2nd bit in the row is flipped, the new syndrome of the row would be

\[
S = \begin{bmatrix}
1 \\ 1 \\ 0
\end{bmatrix} + \begin{bmatrix}
1 \\ 1 \\ 1
\end{bmatrix} = \begin{bmatrix}
0 \\ 0 \\ 1
\end{bmatrix}_2.
\]

Addition is computationally less complex than recalculating the syndrome using multiplication. This lowers the complexity of the bit flipping decoding algorithm, as the syndrome has to be calculated once for each row and column.

The complexity of the bit flipping decoding algorithm \( c_\beta \) can be defined as the complexity of finding the initial syndromes of the rows and columns plus the complexity of correcting errors using the bit flipping. This can be summarized by the following equation
\[ c_β = c_s + 2c_e \] (5.6)

where \( c_s \) is the complexity of finding the syndrome and \( c_e \) is the complexity of error correction. For a product code \( c_s \) has a complexity \( T(n) = O(n^3) \).

The complexity of error correction, \( c_e \), is the total number of bits that have to be flipped to correct the received sequence. Every bit flipped is a modulo 2 addition, and for every bit flipped, the lookup table has to be updated using a modulo 2 addition. Not that \( c_e \) is dependent on the total number of errors, and also the distribution of the errors. The distribution of the errors plays a vital role in the number of flipping operations that will be carried out. For example, if we send an all zero codeword, and the received sequence has four errors distributed in the manner,

\[
e = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

then in this case flipping all the bits would require one operation, and only four additions are required. If the errors are distributed in the manner,

\[
e = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix},
\]

the number of bits that need to be flipped in order to correct the errors are sixteen. The complexity of correcting errors is also dependent on the SNR of the channel. At low SNRs, more errors are introduced in the received sequence, therefore, the bit flipping algorithm may prove to be more complex than the conventional decoding algorithm as more bits need to be flipped.
In Figure 5.12, the average number of bits flipped was computed for each SNR. At lower SNRs, a larger number of bits were flipped. Though the complexity of decoding using the bit flipping algorithm is lower than that of using the conventional algorithm, because of the large number of bits that are flipped at the low SNRs of less than 10 dB, the bit flipping decoding algorithm maybe more complex. At higher SNRs, upwards of 10 dB, the bit flipping algorithm because of the lower complexity order could be less complex than the conventional algorithm.

5.8 Conclusion

This chapter presents the results of simulations carried out. The first section of the chapter presents the error patterns that we came across during the development of the algorithm. Four classes of error patterns were identified in the development of the decoding algorithm namely, the hidden error pattern, the simple error pattern, complex error pattern and the un-decodable error pattern. Two methods were proposed for solving the hidden error pattern and the un-decodable error pattern. Single bit flipping or the conventional decoding algorithm could be used to solve both problems. Results from simulations using both showed that using the conventional decoding method to decrease the shadow area into one that could be managed by the bit flipping algorithm yielded a better BER performance.
The BER performance results showed that the conventional decoding algorithm outperformed the bit flipping algorithm at low SNRs, and the bit flipping algorithm outperformed the conventional algorithm at higher SNRs. This was not expected. A WER comparison was done, and it showed that the bit flipping algorithm corrected more block errors than the conventional. The reason for the conventional algorithm outperforming the bit flipping at low SNRs can be attributed to the fact that the bit flipping changes more bits when decoding. When there is a decoding failure, more errors are introduced by the bit flipping algorithm. This was proved in Figure 5.3, where a comparison of the frequency of each algorithm having more erroneous bits after decoding. At lower SNRs, the bit flipping decoding algorithm was more likely to have more errors after decoding than the conventional.

Section 5.7 discusses the decoding complexities of the two algorithms. The Section presents a breakdown of the decoding complexity of the conventional decoding algorithm according to the major steps carried out in decoding a BCH code. The section then presents the complexity of decoding using the bit flipping decoding algorithm as the summation of the complexity of finding the row and column syndromes and the complexity of correcting the errors. The complexity of finding the syndromes is the same for the bit flipping algorithm and the conventional decoding algorithm. The difference in complexity lies in correcting errors. The complexity of the bit flipping algorithm is dependent on the number of errors and the error pattern, thereby the SNR. At low SNRs, the number of required flips could increase the complexity of the algorithm such that it is more complex than the conventional algorithm. At high SNRs, the number of required flips is so low such that the bit flipping algorithm would be lower in complexity when compared to the conventional algorithm.
Chapter 6 – Conclusion

6.1 Introduction

Most product code decoding algorithms decode the rows initially then use the information obtained from decoding the rows when decoding the columns. This method was presented by Elias [1] when he first presented product codes. The method presented by Elias does not take advantage of the fact that each bit in a binary product affects the same number of parity checks as the dimensions of the code. A new decoding algorithm is presented in this study which takes advantage of the multidimensional nature of product codes. Using the fact that a single bit in a product code affects more than one parity a new algorithm based on the simple bit flipping algorithm presented by Gallager for LDPC codes in [3] is developed. This chapter presents the concluding remarks on the novel algorithm.

6.2 Concluding Remarks

FEC has been identified as a means to improve the reliability of the wireless communication channel, by correcting errors that may occur. The factors that influence the development of a FEC system include [53]:

the error correcting capability of the decoding algorithm,
the delay introduced by the decoding algorithm,
and the complexity of the decoding of the algorithm.

In this study we present a novel decoding algorithm for product codes, that addresses the complexity of the decoding algorithm by using the bit flipping algorithm commonly used for LDPC codes and the error correcting capability by ensuring the decoding algorithm addresses the permanent error pattern identified by Abramson in [2]. The bit flipping algorithm has been shown to be a simple algorithm.

The error patterns that were introduced when information was transmitted through an AWGN channel were studied. Four types of error patterns were identified namely, simple error patterns, complex error patterns, un-decodable error patterns and hidden error patterns. Grouping the error patterns was done by identifying a shadow area (a region showing the possible error positions), and checking whether the shadow area became smaller after flipping all the bits in the shadow area. Simple error patterns resulted in a smaller area, complex error patterns resulted in the same shadow area, and hidden error patterns did not yield a shadow area despite the presence of errors. From the error patterns a decoding algorithm was developed. The aim of the algorithm is to reduce the shadow area until syndrome checking of the rows and columns would result in all the syndromes checking.

The un-decodable error pattern has a shadow area that is wider and higher than the minimum distance of the component codes. Two methods are proposed to reduce the width and height of the shadow area for un-decodable error patterns, before the actual bit flipping algorithm can be used. The first method, which yields better BER performance results, uses the conventional decoding algorithm to decode the rows and/or columns with errors until the height and the width of the shadow area are less than the minimum distances of the component codes. The second method uses flipping of a combination of bits in the rows or columns with errors. This method is more complex, and BER performance results showed that it is outperformed by the first.

The algorithm was compared to the conventional decoding algorithm proposed by Elias. BER comparisons show that in the Rayleigh fading channels and AWGN channels, the conventional decoding algorithm outperforms the bit flipping algorithm at low SNRs. These results are not as
expected, as the bit flipping decoding algorithm can correct error patterns the conventional decoding algorithm cannot. The results from a WER comparison show that the bit flipping decoding algorithm outperforms the conventional decoding algorithm. WER results are a better measure of the performance of a communication system because they show the performance of a network in terms of the number of successfully decoded codewords. The reason the conventional decoding algorithm is outperforming the bit flipping algorithm in terms of the BER can be attributed to the fact that when the bit flipping algorithm fails, it introduces more errors to the received sequence than the conventional algorithm does.

At high SNRs, the bit flipping algorithm outperforms the conventional decoding algorithm. The BER comparison carried out in the Rayleigh fading channel, show that the bit flipping algorithm has a 4 dB gain over the conventional decoding algorithm at a BER of $10^{-4}$ when using the conventional algorithm to reduce the size of the shadow area when un-decodable error patterns occur.

Simulation results show that the complexity of the algorithm is high at low SNRs. At a SNR of 10 dB, the complexity of the algorithm improves considerably. The results show that the complexity of the algorithm could be better than those of the conventional decoding algorithm which uses the computational intensive Berlekamp-Massey algorithm to find the error locator polynomial for the row and column codewords in a BCH code.

### 6.3 Further work

Parts of the study can be improved or extended in the future. In this section we present some possible ways the study can be further improved upon.

#### 6.3.1 The Rician Channel

Two mathematical models are used when simulating wireless communication, the Rayleigh fading channel and the Rician fading channel. The Rayleigh fading channel is used to simulate wireless channels where there is no direct line of sight between the transmitter and the receiver. For this study only the Rayleigh fading channel was used. The study can be further enhanced by
carrying out simulations on the Rician channel. The Rician channel is used for simulations of wireless channels where there is direct line of sight between the communicating devices. Direct line of sight wireless communication is used in some backhaul access technologies like Wi-Max. The performance of the decoding algorithm in line of sight communication can be ascertained by studying its performance using the Rician channel.

### 6.3.2 Soft decision decoding

The complexity of the algorithm could be greatly improved if the reliability of the bits in the shadow area could be used when deciding which bits to flip. This could also reduce the occurrences of decoding errors. The current decoding algorithm relies on reducing the shadow area into an area that has a number of rows with errors which is less than the minimum distance and a number of columns with errors which is less than the minimum distance, before using the bit flipping algorithm. This is done to ensure the bit flipping algorithm does not have decoding failures and introduce hidden errors. Soft decision decoding can be used to improve the complexity of this process. The least reliable bits will be flipped first. Using reliability information, enhances the algorithm and moves it closer to finding an algorithm that decodes product codes without using iterative decoding of the rows then the columns, and still offer good performance in the wireless environment.

### 6.3.3 Implementation on a communication channel

This study has been carried out using Matlab based simulations. Simulating on software offers the advantage of being able to manage the attributes of the communication channel and testing the performance of the algorithm for given conditions of the channel. The simulation software also gives tractable conditions for developing the algorithm. Live networks have ever changing conditions. It would be ideal for the algorithm to be tested on a live network. This will give a clear indication of the performance of the decoding algorithm in a live setup. Testing on a live wireless network could be done to also validate the results obtained from simulations.
6.3.4 Generalization of the algorithm

Chapter 3 of the thesis shows that product codes have been developed into other codes like augmented codes and concatenated codes. The algorithm can prove to be beneficial if it can be generalized and applied to other codes that have a structure similar to that of product codes, like generalized concatenated codes.
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