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Recent developments in machine learning along with a general shift in the public attitude towards digital personal assistants has opened new frontiers for conversational systems. Nevertheless, building data-driven multi-domain conversational agents that act optimally given a dialogue context is an open challenge. The first step towards that goal is developing an efficient way of learning a dialogue policy in new domains. Secondly, it is important to have the ability to collect and utilise human-human conversational data to bootstrap an agent’s knowledge. The work presented in this thesis demonstrates how a neural dialogue manager fine-tuned with reinforcement learning presents a viable approach for learning a dialogue policy efficiently and across many domains.

The thesis starts by introducing a dialogue management module that learns through interactions to act optimally given a current context of a conversation. The current shift towards neural, parameter-rich systems does not fully address the problem of error noise coming from speech recognition or natural language understanding components. A Bayesian approach is therefore proposed to learn more robust and effective policy management in direct interactions without any prior data. By putting a distribution over model weights, the learning agent is less prone to overfit to particular dialogue realizations and a more efficient exploration policy can be therefore employed. The results show that deep reinforcement learning performs on par with non-parametric models even in a low data regime while significantly reducing the computational complexity compared with the previous state-of-the-art.

The deployment of a dialogue manager without any pre-training on human conversations is not a viable option from an industry perspective. However, the progress in building statistical systems, particularly dialogue managers, is hindered by the scale of data available. To address this fundamental obstacle, a novel data-collection pipeline entirely based on crowdsourcing without the need for hiring professional annotators is introduced. The validation of the approach results in the collection of the Multi-Domain Wizard-of-Oz dataset (MultiWOZ), a fully labeled collection of human-human written conversations spanning over multiple domains and topics. The proposed dataset creates a set of new benchmarks (belief
tracking, policy optimisation, and response generation) significantly raising the complexity of analysed dialogues.

The collected dataset serves as a foundation for a novel reinforcement learning (RL)-based approach for training a multi-domain dialogue manager. A Multi-Action and Slot Dialogue Agent (MASDA) is proposed to combat some limitations: 1) handling complex multi-domain dialogues with multiple concurrent actions present in a single turn; and 2) lack of interpretability, which consequently impedes the use of intermediate signals (e.g., dialogue turn annotations) if such signals are available. MASDA explicitly models system acts and slots using intermediate signals, resulting in an improved task-based end-to-end framework. The model can also select concurrent actions in a single turn, thus enriching the representation of the generated responses. The proposed framework allows for RL training of dialogue task completion metrics when dealing with concurrent actions. The results demonstrate the advantages of both 1) handling concurrent actions and 2) exploiting intermediate signals: MASDA outperforms previous end-to-end frameworks while also offering improved scalability.
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Chapter 1

Introduction

In 1950, Alan Turing proposed the *Imitation Game* (Turing, 1950), where he stated:

"The question and answer method seems to be suitable for introducing almost any one of the fields of human endeavour that we wish to include."

The so-called Turing test re-defines the quest of creating a machine that can think and exhibit human-level intelligence through a conversational perspective. Rather than defining the nature of human consciousness or self-awareness, the thoughtful machine could equivalently try to impersonate a real human in open conversation without revealing its identity. Since then Conversational Artificial Intelligence (Conversational AI) has become one of the long-standing challenges in computer science and artificial intelligence fields.

The recent progress in machine learning, particularly in deep neural networks (LeCun et al., 2015; Schmidhuber, 2015), significantly increased the rate of adoption of data-driven systems throughout many industries (Lorenzo-Trueba et al., 2019; Wu et al., 2016). The area of digital conversational assistants might be seen as a prominent example of this rapid change, as Apple’s Siri, Google’s Assistant or Amazon’s Alexa have become daily companions for an unprecedented number of people.\(^1\) Although natural language understanding components are powered by deep neural networks trained on a large amount of data and interactions (Henderson et al., 2017; Kim et al., 2018), the reasoning systems behind these assistants are highly handcrafted. Therefore, the market demand led to the creation of modern variants of the Imitation Game like the *Alexa Prize* Challenge (Ram et al., 2018). The challenge requires social bots to converse coherently and engagingly with humans on popular topics such as sports or politics over 20 minutes. It is perhaps striking that many of the proposed systems have found solutions dating back to the early ’60s often useful as a system response. These systems use a pattern matching approach with the conversational logic-driven entirely

through handcrafted rules. A prominent example of these early models, ELIZA, imitated the language of a psychotherapist with simple word reordering (Weizenbaum et al., 1966). A majority of the challenge participants used similar handcrafted sub-policies as a part of their systems. The above findings suggest that human conversation is inherently complex and ambiguous, and training an open-domain conversational AI that can perform arbitrary tasks is still very far-off (Vinyals and Le, 2015).

As a consequence, instead of focusing on creating ambitious conversational agents that can reach human-level intelligence, the industrial practice has focused on building task-oriented dialogue systems (Young et al., 2013a) that can help with specific tasks, such as flight reservations (Seneff and Polifroni, 2000) or providing bus information (Raux et al., 2005). Such systems operate on well-defined problems where human users interact with a predefined goal, and the dialogue assistants merely help with providing a service. Nevertheless, task-oriented spoken dialogue systems (SDS) are still complex, as they have to solve many challenging problems at once under significant uncertainty. For example, spoken language needs to be automatically recognised, the meaning of the utterances has to be decoded, and the user’s goal must be comprehended. Further, SDS has to keep track of the history of a conversation, determine what information to convey to the user, convert that information into natural language, and synthesise the sentences into speech that sounds natural. A statistical approach to dialogue modelling has proven to be an effective way of building such conversational agents (Young et al., 2013a).

The above advancements established the necessary technology for building the first generation of commercial SDSs deployable as regular household items. Examples of such systems are Amazon’s Alexa, Google’s Home or Apple’s Siri. Although these systems brought dialogue assistants into our households, they are very limited in terms of the dialogue breadth, providing only basic services. The incorporation of new services and domains is inevitable. However, this raises the question of the scalability of current frameworks.

1.1 Motivation

The central part of dialogue systems concerns dialogue reasoning over the current state of the conversation and taking a useful action for the next conversation’s turn (referred commonly as dialogue policy or dialogue management). The most common industrial practice is currently to model the dialogue manager (DM) through hard-coded rules (Pieraccini and Huerta, 2005). This approach requires domain and dialogue experts for the system’s conception and maintenance. On the other hand, interaction-based approaches allow for learning the dialogue policy through conversations with human subjects (Gašić et al., 2011) alleviating the need for
writing non-trainable logic rules. However, these approaches suffer from scalability issues and a lack of grounding in natural conversations. The main goal of this thesis is to make policy management more efficient and scalable to more complex and long-term conversations over a much larger range of domains.

The first objective is approached by making neural-based approaches more interaction-efficient. The current state-of-the-art Gaussian Process SARSA (GP-SARSA) estimates uncertainties and samples actions that lead to a better user experience but at the expense of a greater computational complexity (Gašić and Young, 2014). Deep reinforcement learning methods are very promising but rely on heuristical exploration, subjecting the user to a random choice of actions during learning (Fatemi et al., 2016; Su et al., 2017). This problem is tackled by applying Bayesian approaches to action exploration. Bayesian uncertainty estimates allow a guided search targeting under-explored parts of the policy. As a result, the best policy can be found with a smaller number of interactions.

The second and main objective is tackled through the reinforcement of data-driven approaches to dialogue modelling. This starts from a critical analysis of the currently available corpora illustrating how under-resourced task-oriented dialogue modelling is, in terms of data. To combat this issue, this thesis proposes a new data-collection paradigm of human-human conversations that led to the collection of the largest task-oriented multi-domain corpus publicly available. The acquired dataset validates the framework and creates a new set of challenges for a variety of dialogue problems. The dataset serves as a foundation for training a neural multi-domain dialogue system. The naturalness of conversations in the corpus shows the necessity of incorporating a richer expressivity of dialogue agent actions. This is achieved by issuing multiple actions at once with new reinforcement learning approaches.

1.2 Contributions

The main topic of this thesis is multi-domain dialogue policy management. The thesis is split into two main parts, starting with an overview of the architectures behind spoken dialogue systems. Chapters 2 and 3 cast dialogue policy management as a reinforcement learning problem and present how uncertainty estimates can increase the efficiency of neural network-based models. Then, Chapters 4, 5, and 6 move to data-driven dialogue management. Below, we briefly summarise all subsequent chapters.

Chapter 2 - Overview of Spoken Dialogue Systems. This chapter presents a typical architecture behind spoken dialogue systems. It briefly discusses the main components of the
system including automatic speech recognition, natural language understanding, dialogue management and natural language generation. The dialogue policy optimisation problem is discussed extensively. We show how it can be cast as a reinforcement learning paradigm. The literature overview is presented summarising major works in the area with a discussion of their applicability to multi-domain conversations. The chapter concludes with a discussion of the potential of emerging end-to-end approaches.

Chapter 3 - Efficient Neural Network-based Dialogue Policy Management. This chapter shows how uncertainty estimates can improve learning speed in policy optimisation with neural networks. Several Bayesian methods are benchmarked against a state-of-the-art non-parametric approach. The results show that Bayes-by-Backprop (Blundell et al., 2015) consistently provides superior performance being on par with a non-parametric model while greatly reducing computational complexity. Moreover, the explicit modelling of uncertainty estimates improves the robustness of the learnt policy in adversarial environments. This research work has been presented in the publication:

- C. Tegho, P. Budzianowski, M. Gašić, Benchmarking Uncertainty Estimates with Deep Reinforcement Learning for Dialogue Policy Optimisation, In Proceedings of ICASSP, 2018. (C. Tegho ran evaluation of different models and write evaluation chapters in the paper, P. Budzianowski proposed the research agenda, developed benchmarked models and wrote a draft of the paper, M. Gašić co-wrote the paper)

Chapter 4 - MultiWOZ - Large-Scale Dataset for Multi-Domain Modelling. The chapter starts by addressing the fundamental challenge of dialogue modelling: a lack of large-scale datasets of task-oriented natural conversations. To address this problem, a data collection procedure is proposed that relies entirely on crowdsourcing without the need for hiring professional annotators. As a result of the approach, the Multi-Domain Wizard-of-Oz dataset (MultiWOZ) is presented – a fully-labelled collection of human-human written conversations spanning over multiple domains and topics. Part of the research work has been presented in the following publications:


- O. Ramadan, P. Budzianowski, M. Gašić, Large-Scale Multi-Domain Belief Tracking with Knowledge Sharing, In Proceedings of ACL, 2018. (O. Ramadan proposed a new model, design the model structure and ran evaluation, and co-wrote the paper, P.
Budzianowski prepared the data for model development, oversaw the model inception and benchmarking, and co-wrote the paper, M. Gašić co-wrote the paper.

Chapter 5 - Towards End-to-End Multi-domain Dialogue Modelling. In this chapter, a set of benchmarks is defined – dialogue state tracking, policy optimisation and dialogue-act-to-text generation. The complexity of a new dataset is demonstrated across all three problems. A particular focus is given to building a multi-domain dialogue architecture with a cross-domain database pointer and the attention over the input sequence. The results of this baseline model show the usability of the data and set a baseline for future studies. Part of the research work has been presented in the following publication:


Chapter 6 - Multi-Action and Slot Dialogue Agent for Managing Concurrent Actions. This chapter presents a Multi-Action and Slot Dialogue Agent (MASDA) model. The model introduces a novel reinforcement learning (RL)-based approach for training multi-domain policies. Building upon the baseline from the previous chapter, MASDA models system acts and slots using intermediate signals, resulting in an improved task-based end-to-end framework. The model can also select concurrent actions in a single turn: this enriches the representation of generated responses. Its effectiveness is demonstrated by achieving state-of-the-art results.

Lastly, Chapter 7 concludes the thesis and provides a critical summarisation of the proposed methods and models and discusses how the presented research could be incorporated into conversational assistants already deployed. The chapter finishes by outlining potential future research in the light of recent tremendous advances in the area of transfer learning. The conclusions has been guided by the following initial work:

Chapter 2

Overview of Spoken Dialogue Systems

This chapter provides a background to the building blocks of spoken dialogue systems. Modular and end-to-end approaches are discussed with a typical taxonomy of task-oriented dialogue systems.

2.1 Architecture of Dialogue Systems

Spoken dialogue considered in this thesis is a simplified proxy of natural spoken conversations. The conversation happens always between only two parties. Typically, one of the sides acts as a petitioner (*user*) with either an implicit or explicit pre-defined goal to achieve. The second side acts as a service (*system*) providing the necessary help for achieving the user's goal. Such goal-oriented dialogue systems are commonly composed of a series of blocks each performing distinct roles (Young et al., 2013b). Figure 2.1 presents an archetypal structure of spoken dialogue systems.

The longstanding research paradigm divides the understanding, reasoning and generation into separated modules. In this pipelined procedure, the waveform of the user’s speech forms the input and the system outputs the audio with the answer. This constitutes *one turn* of a conversation. In recent years, the sequence-to-sequence learning approach (Sutskever et al., 2014) pushed the unification of core components (grey block) into one model. A more detailed overview of each component and architecture type is given in the following sections.

2.2 Automatic Speech Recognition

Automatic speech recognition (ASR) is a speech interface transcribing the audio signal into textual form. Early approaches relied on combining speech-dependent heuristics with finding
Fig. 2.1 An architecture of spoken dialogue systems consists of six main blocks. In the typical modular approach, the components are trained separately. The end-to-end approaches combine internal modules (the grey block).

An optimal recognition path over the Markov network. One of the most successful examples was the Harpy system, which could recognize over 1,000 words by the end of the 1980s (Lowerre, 1976). A leap forward in the transcription quality was achieved by applying Hidden Markov Models (HMM) (Baum et al., 1970) to estimate transition probabilities along with Gaussian Mixture models for estimating state probabilities (Gales et al., 2008). Recent breakthroughs using deep architectures replaced acoustic and language parts modelling by feed-forward and recurrent neural networks, respectively (Bengio et al., 2003; Dahl et al., 2011; Hinton et al., 2012). However, the supremacy of pure neural-based models working on the raw signal has been achieved only recently (Chiu et al., 2018; Li et al., 2019; Zeyer et al., 2018).

Although these models achieve human-level (or greater) performance on large vocabulary continuous speech recognition, the more demanding environments still pose a significant challenge (Barker et al., 2018). As of today, state-of-the-art models have substantial problems reaching a level of quality that allows for reliable transcription in open and noisy environments. That is why, the next parts of the dialogue system components often heavily rely on the n-best list of transcription hypotheses (Henderson et al., 2014b). These multiple hypotheses provide a more robust estimation of the user’s speech, making the system more resistant to noise. The resulting top hypotheses can often have a considerable difference.
in meaning, especially if sentences are short and are not accompanied by enough context. Therefore, dialogue systems often bias the ASR module depending on the current state of the dialogue. For example, if a system asks for confirmation from the user, the biasing can involve increasing the probability of the expected answer and corresponding keyword, for example: yes or no.

2.3 Domain Ontology and Databases

The focus on a specific task constrains the domain of analyzed conversations. This is why the core components of the task-oriented dialogue system (Figure 2.1, grey block) often operate on a pre-defined set of concepts called an ontology. The definition of an ontology is tightly coupled with the knowledge bases used by a system. The entities (for example hotels) in domain knowledge bases have particular properties (like price, size, location, name, phone number). Users inform about their preferences by providing values for specific slots, called informable slots. They can also request detailed information about a particular entity (for example phone number), which are typically called requestable slots (Williams et al., 2013). The ontology defines the list of possible slots and values of these entities, which consequently defines the communication channel between users, systems, and databases.

Task-oriented dialogues are tightly coupled with external knowledge bases or databases. The communication channel requires sending discrete API calls for retrieval or direct changes to the database state. For example, a booking procedure requires an update to the database state by sending an API call based on the dialogue state. Further, in many domain-specific applications, the database is an external black-box outside the control of the operating system. This means modelling SDS is not self-contained and prevents training the dialogue policy in an end-to-end fashion. However, some works treat the knowledge base (if it is immutable) as a part of the system (Dhingra et al., 2016; Eric et al., 2017; Madotto et al., 2018).

2.4 Natural Language Understanding and Dialogue State Tracking

The transcribed input from the ASR component is processed in the Natural Language Understanding (NLU) module. NLU seeks to extract the core information from the natural language representation. The fundamental goal of NLU in the case of task-oriented dialogues is the prediction of the right domain and extracting slot-value pairs from the text spoken in a given turn (often called Spoken Language Understanding, SLU (Raymond and Riccardi,
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Originally, systems were based on template-matching (Ward, 1994). Even for relatively small and simple ontologies, the keyword matching approaches fall short when the values are given implicitly. For example, "I don't care about cost" does not directly translate to the expensive value. This led the way to more data-driven models thanks to the creation of common benchmarks. The Air Travel Information System (ATIS) (Price, 1990) has been commonly used for evaluating SLU models. The first models treated intent determination and inferring slot-value pairs independently (Raymond and Riccardi, 2007; Tur and Deng, 2011). Standard machine learning models were employed based on the Support Vector Machine (Haffner et al., 2003) or Conditional Random Fields (Jeong and Lee, 2008). More recent approaches rely on embedding a sentence through convolutional neural networks (Barahona et al., 2016; Celikyilmaz et al., 2015) or recurrent neural networks (Liu and Lane, 2016; Mesnil et al., 2015). Positive results are being achieved in inferring the semantic meaning directly from audio features without the intermediate text representation (Serdyuk et al., 2018) or merging semantic parsing with deep models (Gupta et al., 2018).

The meaning and information extracted at each turn are useful only if they are considered in the context of the conversation. Carrying the memory across multiple turns is an inherent part of human dialogue. Aggregated information about the progress of such dialogue at each stage of the conversation is called the dialogue state (Traum and Hinkelman, 1992). Due to the accumulation of errors coming from transcription and extraction, the dialogue state is represented as a belief state with the corresponding distribution of hypotheses over all possible dialogue states. Figure 2.2 presents the updating mechanism of DST.

So far, there have been three lines of approaches to the problem of state tracking (Mrkšić et al., 2017a). The initial systems were based on hand-crafted rules considering only top ASR/NLU hypotheses (Larsson and Traum, 2000; Zhu and Zhao, 2002), with more recent models taking into account top-n hypotheses (Wang and Lemon, 2013). Nevertheless, the lack of any learning from observed data and time-consuming parameter tuning for new domains has spurred more data-driven research. The first statistical approaches used deep belief networks to predict the posterior over latent dialogue state given the NLU hypotheses (Thomson and Young, 2010; Williams and Young, 2007). The scalability issues over larger ontologies have been overcome by discriminative approaches directly predicting the conditional probability of the dialogue state given the dialogue history. This includes log-linear models such as the maximum entropy linear model (Lee, 2013) or conditional random fields (Ren et al., 2013). The application of deep recurrent neural networks pushed the performance further achieving state-of-the-art results on recently introduced more challenging corpora (Henderson et al., 2013; Mrkšić et al., 2017a; Perez and Liu, 2017). The dependence on the fixed ontology becomes very restrictive for more complex domains. Wu et al. (2019a)
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Fig. 2.2 The dialogue state tracking module carries across turns the key concepts brought up so far in the conversation. The tracking involves both detecting newly mentioned slots and updating the values of the previously mentioned slots.

Proposed generating dialogue states from utterances using a copy mechanism, facilitating knowledge transfer when predicting (domain, slot, value) triplets not encountered during training. Zhang et al. (2019) merged generation with classification achieving the state-of-the-art results in multi-domain dialogue state tracking. Dialogue state tracking can be also posed as question-answering problem, thus making it naturally extensible to unseen domains, slots, and values (Zhou and Small, 2019).

Throughout this thesis, the true (ground-truth) dialogue state will be considered as known for both training and evaluation of presented systems. This means that the true intent(s) and slot-value pairs from user responses are available to the dialogue system. Access to the true dialogue state allows us to also model a variety of scenarios of noise errors propagated either from wrong transcriptions or errors in DST. In turn, it gives a way to test the robustness of the policy logic of the system. We acknowledge that this assumption is not valid when deploying dialogue systems in the wild, but it does offer clear benefits for policy construction and evaluation - the core focus of this work. It facilitates direct comparisons of different policy models by deconflating the mistakes of the policy manager from the errors of preceding modules.
2.5 Dialogue Act and Dialogue Action Spaces

The ontology defines a domain-constrained vocabulary on which dialogue manager operates. The semantics of this language is encoded through dialogue acts both for user and system replies (Traum, 1999). The semantics typically consists of three parts: dialogue act type and a set of slot-value pairs defined by the ontology. Figure 2.3 shows an excerpt of a conversation with the corresponding dialogue act annotations. The dialogue act type embodies the main action or intent of the sentence and was built upon the speech act concept (Searle, 1969). Although there has been extensive research done on speech act classification in computational linguistics (Stolcke et al., 2000), no automated discovery of speech acts proved superior. In the case of complex utterances, the translation to a semantic layer can be encoded through a set of dialogue acts with corresponding slot-value pairs. The particular subset of dialogue acts that is extensively used in this work, known as the action space, consists of actions that the user or the system can respond with. Although it is impossible to list all possible actions, there is a fundamental action set that works as a core set of actions for most task-oriented domains. This set includes:

1) **Request action**: The request intent with a particular slot signifies that the interlocutor requires more detailed information about the mentioned concept (slot). It is a basic dialogue

![Example Dialogue Act Taxonomy](image)

**User**: I need to find a luxury hotel close to the train station.

**Dialog act**: inform

**System**: Sure, what date are you looking for?

**Dialog act**: request

**User**: I need it for from next Tuesday for the whole week

**Dialog act**: inform

**System**: Sure, let me try to book for you.

**Dialog act**: inform, book

Fig. 2.3 The dialogue act taxonomy allows a summarization of the key semantics behind the user or system utterances. Several dialogue acts could be used to fully encompass the semantical meaning of more complex utterances.
act often used at the beginning of the conversation. The example realization could be: request(time, date) - *What date and time would like to book a table?*

2) **Confirm action** The confirm act allows for resolving uncertainty or reassuring the second party about the current belief state. The uncertainty about the dialogue state often comes from the errors being accumulated along with the conversation. These errors include automatic transcription errors due to noise, wrong predictions of the NLU component, or a misunderstanding of the user or system/user intentions from previous turns. The confirmation action can also serve here as proof of the understanding capabilities for the user when combined with a request action. The example realization is: confirm(date=26.10.2020, people=4) - *To recap, we will book you a room on the 26th of October for 4 people. Is that right?*

3) **Select action:** If there are multiple entities that satisfy the user’s requirements, the system can ask to directly choose one of the options. An example of realizations could be:

```plaintext
select(hotel(name=The Great Northern Hotel),
       hotel(name=The Black Lodge))
```

which is equivalent to *There are two hotels in this area - Great Northern Hotel and Black Lodge. Which one would you prefer?*

4) **Recommend action:** In the case of a large pool of options (for example all hotels in a city), the system can recommend a list of entities to the user that satisfy the requirements already given. The recommendation can consist of one or more entities. For example: recommend(hotel(name=The Great Northern Hotel)) - *Amongst all the hotels in this area Great Northern Hotels stands out with its reviews.*

5) **Inform action:** This dialogue act is used to inform the second party about the state of the world or executed internal actions. The inform dialogue act is typically combined with a set of slot-value pairs. In the case of the system, this might be information about the entity that satisfies the client’s requirement. For example:

```plaintext
inform(hotel(name=The Black Lodge,check-in=14:00))
```

is equivalent to *You can check-in at Black Lodge around 2 pm.* In the case of the user, it might be information requested by the system, for example: inform(price=expensive) - *I want something luxurious.* The inform act can be equipped with both slots and values as well as overloaded through hidden actions. These actions typically concern sending or receiving API calls to external databases. For example, if payment for the service is required, the system can issue a dialogue act: inform(payment-completed) - *We have finalized your transfer* or if the system needs to update the booking slots: inform(book(hotel(name=The Black Lodge))) - *The room at Black Lodge has been reserved and your confirmation number is ER293.*
6) **Request anything more action**: If the main task of the system was achieved, the system can confirm if it should proceed with finishing the conversation by issuing a request-anything-more act. An example of natural realization is: *Is there anything more I can do for you?*

Finally, every dialogue system is equipped with a set of **small talk** actions that enable more human-like interactions such as: **hello** action or **goodbye** action, signifying greetings and the intention to finish the conversation respectively.

### 2.6 Dialogue Management

The **dialogue manager** (DM) module is a central part of the dialogue system combining the information from the NLU module with the state of knowledge bases to form an action (reply). The action can be either directly realized through the natural language or through system acts that work on the dialogue act level. The former approach belongs to **retrieval-based** systems (Henderson et al., 2017; Lowe et al., 2015). In this work, the latter approach is considered although the action space does not have to be defined explicitly.

The progress in building effective dialogue policies is coupled with better understanding capabilities in the NLU module. Initial approaches modelled the dialogue policy directly by incorporating all possible dialogue realizations through handcrafted rules that create finite-state automata with nodes representing system actions and user responses encoded on edges (Abowd et al., 1995; McTear, 1998). Later on, a method using tree-like structures with decisions at each node corresponding to a finite number of possible user inputs at that particular node was proposed by McTear (2002). Although these policies are easy to design and easy to visualize, they do not scale to more complex domains with many input/output channels. To combat scaling issues, **frame-based** managers were proposed wherein the dialogue state is represented as a frame with slots that need to be filled throughout the dialogue (Kim et al., 2008). However, merely filling appropriate slots cannot model more complex interactions. Traum and Larsson (2003) proposed to use richer (more expressive) representations of the state to perform more sophisticated forms of reasoning. The current state can be modified upon the observation of a new user dialogue move, and the system action is chosen based on the information presented in this updated state. All of these system designs allow for rapid prototyping of dialogue policies with a possibility to visualize dialogue flows. They also guarantee predictable system behaviour that is important from an industry perspective. However, they rely on expert human knowledge about both dialogue management and a specific considered domain. This makes maintenance and scaling to more
complex scenarios problematic. Moreover, the noisiness accumulated in the ASR and NLU modules theoretically leads to infinite possible dialogue scenarios even in very restricted domains making modelling through hand-coded rules highly ineffective.

The above limitations led to more data-driven statistical approaches (Levin et al., 2000; Singh et al., 2000b; Young, 2002) that perform automatic optimisation of the dialogue policies either through interactions with the user or through learning from past dialogues. Statistical models provide a framework to incorporate the uncertainty of the dialogue state without writing any logic related to the complexity of the interaction (Lemon and Pietquin, 2007; Williams and Young, 2007). Given the distribution over the input, a probabilistic policy outputs the distribution over policy actions. In a naive approach, the dialogue policy can be seen as a classification task where the dialogue manager needs to choose the right action given the dialogue state. This imitation approach allows for bootstrapping initial policies but cannot achieve planning capabilities. Moreover, the corpus datasets often lack sufficient coverage of all possible situations, and a perfect imitation on the given corpus does not necessarily lead to a successful dialogue interaction (Su et al., 2017).

However, dialogue can be perceived as a sequential decision process optimising a long-term goal, and it can be cast as a control/planning task using reinforcement learning (Sutton and Barto, 1999). Learning dialogue policy through reinforcement learning (policy optimisation) defines the conversation as a sequence of actions between two agents with an implicit or explicit reward function. The system aims at learning the policy of actions that will bring the highest reward. In this work, it is associated with helping the user achieve their goal. Originally, the systems were trained assuming a perfect language understanding, leading to casting policy optimisation as a Markov decision process (MDP) (Levin et al., 1998; Singh et al., 2000b). The introduction of multiple hypotheses from NLU led to models that can take advantage of modelling uncertainty in the state. The problem becomes a partially observable Markov decision process (POMDP) (Thomson and Young, 2010; Zhang et al., 2001).

As policy optimisation is the main topic of this work, the dialogue management component is now analyzed in detail. We cast the policy optimisation problem as a partially observable Markov decision problem. The main reinforcement learning strategies applied to dialogue systems are introduced along with an overview of the literature. We discuss the application of data for training dialogue policies and provide an overview of models proposed for tackling complex dialogues spanning several domains.

2.6.1 Dialogue Management as a Reinforcement Learning Problem

Conversations typically involve at least two parties and take multiple turns. Except for small talk, conversations have either implicit or explicit (often long-term) goals. The task-oriented
dialogues, specifically, aim at creating value for the user. Both the system and user have goals that they achieve through mutual communication that involve adaptation to the other party through the imperfect channel of natural language. From the perspective of the system, the user is a part of the uncontrollable environment that it interacts with. Early dialogue managers controlled the dialogue flow through a set of hand-crafted rules (Cohen et al., 2004; Mazor and Zeigler, 1995). The policy trees depend heavily on the domain and require significant restructuring of the logic if new entities or properties are added to the ontology (Section 2.3). Moreover, those systems had to also take into account inherent uncertainty related to speech-understanding errors which is a challenging task on its own (Section 2.4). Finally, the hand-crafted logic does not capitalize on interactions with the real user and it does not improve over time. The conversational domain is also not a standard classification problem as taken actions directly affect the environment. Furthermore, just following patterns does not directly translate to the goal of dialogue and as such cannot be fully incorporated through a supervised task.

Rather, goal-oriented dialogues fit in a planning framework in which the system learns the optimal way of achieving the goal. Reinforcement learning (RL) (Bertsekas and Tsitsiklis, 1996; Sutton and Barto, 1999) is a branch of machine learning that addresses the problem of learning an optimal behavioral strategy. The optimal policy of actions is the one that leads to maximisation of the reward that approximates how likely the dialogue system will help to achieve users’ goals. The agent through direct interactions with its environment learns to approximate it either directly or through value function estimation. Dialogue, as such, can be perceived as a sequential decision process in terms of state, action and optimal policy.

2.6.2 Markov Decision Process

Learning through interactions with the environment can be modeled as Markov Decision Process (MDP). For simplicity, first, a discrete-time, finite state and action space case is considered (Puterman, 2014). The MDP can formally be defined as a 5-tuple \((S,A,T,R,\gamma)\). At a given time \(t\) an agent observes a world’s state \(s_t\) that belongs to a finite set of states of the environment \(S\) and executes an action \(a_t\) selected from a finite set of actions \(A\). The agent receives a reward \(r_t\) which is a realization of a random variable \(R(s_{t+1}|s_t,a_t)\) called the reward function \(R: S \times A \times S \rightarrow \mathcal{R}\), where \(\mathcal{R}\) is a set (possibly continuous) of rewards. Finally, given the chosen action \(a_t\) and state \(s_t\), the agent finds itself in the next state \(s_{t+1}\) with probability \(T: P(s_{t+1}|s_t,a_t)\), where \(T: S \times A \times S \rightarrow [0,1]\) is the transition function. The agents main objective is to maximize cumulative discounted reward over (potentially) infinite horizon:

\[
R = R(s_{t+1}|s_t,a_t) + \gamma R(s_{t+2}|s_{t+1},a_{t+1}) + \ldots
\]  (2.1)
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Here, $\gamma \in [0, 1]$ is a discount factor determining how much importance agent gives to the returns of far off future. If $\gamma < 1$, the infinite sum has a finite value as long as the reward sequence is bounded (Sutton and Barto, 1999). The process can be depicted as in Figure 2.4 (left). The MDP satisfies the Markov property if transition probabilities depend solely on the previous state and the action taken, i.e.:

$$P(s_{t+1}|s_t, a_t, s_{t-1}, a_{t-1}, ..., s_0, a_0) = P(s_{t+1}|s_t, a_t).$$

(2.2)

This property holds in the rest of this chapter.

![Diagram](image)

Fig. 2.4 Markov Decision Process (left) and Partially Observable Markov Decision Process (right). In both cases the next state $s_{t+1}$ is dependent on history of states only through the previous state.

The agent takes decision according to the behaviour determined by its policy. A policy $\pi$ is a function $\pi : S \times A \rightarrow [0, 1]$ that with probability $\pi(s, a)$ takes action $a$ in the state $s$. For any policy $\pi$ and $s \in S$, a particular function is of high importance for a family of value-based RL methods - value function $V^\pi$ corresponding to $\pi$:

$$V^\pi(s) = \mathbb{E} [r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + ... \mid s_t = s, \pi],$$

(2.3)
where \( r_t = \mathbb{E}_{a_t \sim \pi(s_t, \cdot)} R(s_{t+1} | s_t, a) \). The goal of optimisation is to find an optimal policy \( \pi^* \), i.e. a policy that maximizes the value function in each state:

\[
V^*(s) = \max_{\pi \in \Pi} V^\pi(s). \tag{2.4}
\]

Conversely, we might approximate the unique optimal value function \( V^* \) which corresponds to any of the optimal policies. Algorithms that seek an optimal policy are called policy search methods while methods approximating value function are called value function estimation algorithms. In next sections we will look at classical algorithms that fall under one of these two categories.

The value function satisfies particular recursive relationships (Bellman, 1954):

\[
V^\pi(s) = \sum_{s' \in S} T(s'|s, \pi(s))[R(s'|s, \pi(s)) + \gamma V^\pi(s')], \tag{2.5}
\]

for \( s \) and \( s' \) being the current and next state respectively. Equation 2.5 is called the Bellman equation for \( V^\pi \) and is a base for dynamic programming methods. Applying Equation 2.4 we have:

\[
V^*(s) = \max_a \sum_{s' \in S} P(s'|s, a) \left[ R(s'|s, a) + \gamma V^*(s') \right], \tag{2.6}
\]

known as Bellman optimality equation.

The second function of interest is the \( Q \)-value function defined as:

\[
Q^\pi(s, a) = \mathbb{E}_{r_t + \gamma r_{t+1} + \ldots | s_t = s, a_t = a, \pi}[R_t], \tag{2.7}
\]

and the Bellman optimality equation for \( Q^* \) accordingly is:

\[
Q^*(s, a) = \sum_{s' \in S} P(s'|s, a) \left[ R(s'|s, a) + \gamma \max_{a'} Q^*(s', a') \right]. \tag{2.8}
\]

The optimal policy can now be obtained directly from \( Q^*(s, a) \):

\[
\pi^*(s) = \arg\max_a Q^*(s, a). \tag{2.9}
\]

With the assumption of the known world of \( S, R, T \) the exact solution to the problem can be obtained by applying recursively the Bellman updates.

Early approaches to dialogues modelled the conversation through the MDP framework. As the environment world is unknown, the empirical model can be built using training dialogue data. Walker (2000) modelled several real systems using simple MDPs, made
tractable by reducing the state space to focus on characteristics of specific interest. Singh et al. (2002) proposed building an initial dialogue policy that maps each state to a set of reasonable actions. An initial set of data can be collected following the exploratory behavior of the agent. Given the training data, empirical models of the MDP and reward function are approximate with the optimal policy through 2.8.

### 2.6.3 Partially Observable Markov Decision Process

The assumption of perfect observability of the world’s state is rarely met in practice. This is of central importance for SDS (Section 2.4). However, the problem can be cast within a Partially Observable Markov Decision Process (POMDP) which models an agent acting under uncertainty. The agent can maintain a distribution over all states at each step. This distribution is called the **belief state** and the goal of an agent is learn an optimal policy \( \pi(b(s)) \rightarrow a \). The POMDP can be formally defined as a 7-tuple \((\mathcal{S}, \mathcal{A}, T, R, \mathcal{O}, \gamma)\) (Kaelbling et al., 1998).

At each time step, the agent selects an action \( a_t \) moving to unobservable new state \( s_{t+1} \) with probability \( T(s_t, a_t, s_{t+1}) \) and producing a new observation \( o_t \) which belongs to the set of observations \( \mathcal{O} \). The observation probability \( \mathcal{O} \) is conditional on a current (unobservable) state \( s_t \) and chosen action \( a_t \), i.e. \( P(o_t|s_t, a_{t-1}) \). The belief at time \( t \) is given by the probability distribution over the state \( s_t \), conditioned on the observation \( o_t \), action taken in the previous turn \( a_{t-1} \) and the previous belief state, i.e.

\[
 b(s_t) = P(s_t|o_t, a_{t-1}, b_{t-1}).
\]

Figure 2.4 (right) presents graphically the relationship between variables in the POMDP framework.

The optimisation problem in the POMDP framework becomes more challenging than in the case of MDP as the true state is not known explicitly. Nevertheless, the optimal value functions can be computed in a closed form resembling the MDP case (Kaelbling et al., 1998). The optimal value function is defined as:

\[
 V^*(s) = \max_a \sum_{s' \in \mathcal{S}} P(s'|s, a) \left[ R(s'|s, a) + \sum_{o' \in \mathcal{O}} P(o'|s, a) \gamma V^*(s') \right],
\]

and the optimal Q-value function is:

\[
 Q^*(s, a) = \sum_{s' \in \mathcal{S}} P(s'|s, a) \left[ R(s'|s, a) + \max_{a'} \sum_{o' \in \mathcal{O}} P(o'|s, a) \gamma Q^*(s', a') \right].
\]
The optimal value function of the belief state can now be derived as:

\[ V^*(b(s)) = \sum_{s \in \mathcal{S}} b(s_t = s)V^*(s) \]  

and similarly the optimal Q-value function as:

\[ Q^*(b(s), a) = \sum_{s \in \mathcal{S}} b(s_t = s)Q^*(s, a). \]  

Policy optimisation for a POMDP, even in the case of known \((\mathcal{O}, T, R)\), is much more complex than for an MDP. In a POMDP, a belief state is a distribution over the underlying state set and is, therefore, a continuous variable. Except for a small set of discrete states, current exact algorithms are effectively computationally intractable. Most scalable approximate methods apply restrictions to value function computations by working on a finite subset of the belief space (Shani et al., 2013).

Early approaches focused on solving simple problems in a simulated environment. In order to avoid the intractability, Roy et al. (2000) proposed ranking belief vectors based on the most likely state and the entropy of the belief state. They found that using a POMDP framework led to better behaviour when recognition errors occurred. Zhang et al. (2001) extended this set-up to a larger ontology comparing the performance of a grid-based POMDP policy optimisation compared to various augmented MDPs. Again, the POMDP version consistently yielded better solutions making POMDP-based frameworks for SDS a promising way forward (Young, 2002).

The slow progress in solving exact POMDPs, even with simplifying assumptions, led research to further approximations. POMDPs can be viewed as a continuous space MDP where every belief is a state. By definition, the resulting MDP has to be considered in the continuous state space since there are infinite beliefs for any given POMDP (Kaelbling et al., 1998). In the following sections, we will assume that we are working in such a belief MDP.

### 2.6.4 Policy Optimisation Methods

Sections 2.6.2 and 2.6.3 laid the theoretical framework for learning dialogue policy with reinforcement learning. In principle, given the environmental dynamics \((\mathcal{O}, T, R)\) and finiteness of dialogue states \(\mathcal{S}\), the optimal policy can be obtained through Bellman recursive updates. In practice, none of these assumptions is true. The dialogue state is not discrete nor do we have access to the transition model of the world. Moreover, the reward function is also not known and it requires further approximations.
However, the progress in function approximation in general machine learning allowed agents to be learned without approximating the environmental dynamics relying entirely on modelling an optimal policy. In general, we can consider two principled ways of learning an optimal dialogue strategy. The value-based class of algorithms aims to build a value function that subsequently lets us define a policy. The second family of models, policy-based methods, parametrise and learn the policy directly. Both of these families were applied to learning dialogue policy and an overview of these approaches is given in this section.

### Value-Function Methods

**Monte Carlo Learning.** The most heuristic approach to approximating the state-action value function (Equation 2.7) is based on the Monte Carlo framework. As the value of a state-action pair is the expected cumulative future discounted reward, we can estimate it directly from experience. The average of the returns observed after visits to the given state should converge to the expected value by the law of large numbers (Bertsekas and Tsitsiklis, 1996). The first successful application of RL to dialogue management relied on Monte Carlo estimation of the value function (Levin et al., 1998) for learning a dialogue strategy for air travel information system. Nearest neighbor-based MCC model (Lefèvre et al., 2009) extended this model by using a $k$-nearest neighbor scheme. It interpolates the value function and smooths the decision process. In consequence, the model achieves better generalization with learnt policy along with increased robustness to noise coming from the user input.

**Fitted Q-learning.** The Q-learning family of algorithms (Watkins and Dayan, 1992) approximates the Q-value function using Equation 2.11. The expected immediate reward and the expected maximum action-value of the successor state are replaced by the samples obtained from direct interactions with the environment. The update for the Q-value function at the step $k$, $Q_k(s,a)$, has the following form:

$$Q_{k+1}(s,a) = (1 - \alpha)Q_k(s,a) + \alpha[r + \gamma \max_{a'} Q_k(s',a')],$$

(2.14)

where $\alpha$ is a learning-rate parameter that might be time-dependent. The $\alpha$ parameter regulates the speed of training. Under mild conditions $\{Q_k\}$ converges to $Q^*$ with probability 1 for a tabular case with any explorational policy (Bertsekas and Tsitsiklis, 1996).

The direct use of the update 2.14 proved to increase the sample efficiency of learning compared to previous methods (Pietquin and Dutoit, 2006; Scheffler and Young, 2002). However, the increased complexities of analyzed domains required more efficient approaches. Li et al. (2009) employed the least-squares policy iteration algorithm (Lagoudakis and Parr,
2003) where Q-function can be represented as a weighted sum of the features. Although there are no learning parameters to tune the solution scales cubically with the number of features.

Using a deep neural network as a function approximator led to learning of the first successful policies directly from high-dimensional sensory input in challenging game environments (Mnih et al., 2013). The resurgence of the deep learning pushed the advances as well in dialogue management. By applying a deep Q-learning (DQN) model, Cuayahuitl et al. (2015) showed that deep RL enables learning strategic agents with negotiation abilities. In their study, a deep RL algorithm with a high-dimensional state space was applied with success to strategic board games. The algorithm’s robustness relied on the experience replay pool which stores update tuples \((s, a, r, s')\) (Lin, 1992). from previous exploration episodes. The size of the pool is often a hyperparameter to optimize. Fatemi et al. (2016) achieved superior performance compared to the state-of-the-art in a noise-free environment on the summary state space. Moreover, Q-learning algorithms do not depend on the current target policy and can be naturally bootstrapped with samples from real-world dialogues (Fatemi et al., 2016; Su et al., 2017).

**SARSA.** Instead of relying on the experience tuple \((s, a, r)\), \(Q(s, a)\) can be approximated by following the policy of an agent while learning. This requires to storage of an extended tuple \((s, a, r, s', a')\). The update rule now becomes:

\[
Q_{k+1}(s, a) = (1 - \alpha)Q_k(s, a) + \alpha[r + \gamma Q_k(s', a')].
\]  

Contrary to the Q-learning algorithm which is off-policy, SARSA converges to \(Q^*\) with probability 1 only if we consider policy that is greedy with respect to the current action-value function in the limit (Singh et al., 2000a). However, as SARSA performs learning by following the current policy, it is more conservative than Q-learning which is important if training takes place in the real world where the cost of mistakes can be significant.

As in the case of Q-learning, SARSA was employed for dialogue modelling early on without any function approximations (Frampton and Lemon, 2006; Henderson et al., 2008). Learnt policies allow for learning of more effective dialogue strategies on larger input spaces. Moreover, substantial gains in sample efficiency can be achieved when the SARSA update is combined with function approximation. One way to achieve this is to model the Q-function as Gaussian Processes of the form:

\[
Q(b, a) \sim \mathcal{GP}(0, k((b, a), (b, a))),
\]
where \( k \) is the kernel describing correlations in different parts of the space (Engel, 2005). This GP-based Q-function (GPSARSA) is updated by calculating the posterior given the collected belief-action pairs \((b,a)\) and their corresponding rewards (Gašić and Young, 2014). The kernel function \( k \) is divided into the kernel for the belief space and the action space. The implicit knowledge of the distance between data points in observation space provided by the kernel made it efficient enough to be trained on a full belief space contrary to previous models (Lefèvre et al., 2009). Moreover, the efficiency of GPSARSA made it possible to train the dialogue policy directly with interaction with real users avoiding the cost of hand-crafting a user simulator (Gašić et al., 2011).

**Policy-Based Methods**

In policy-based methods, the training objective is to find a parametrised policy \( \pi_\theta(a|b) \) that maximizes the expected reward directly:

\[
\pi^* = \max_\pi J(\theta) = \max_\pi \mathbb{E}_{s_0,a_0,\ldots} \left[ \sum_{t=0}^{\infty} \gamma^t R_t \right].
\]  

(2.16)

The expectation is computed over all possible dialogue trajectories given a starting state \( s_0 \). The solution with respect to the policy’s parameters \( \theta \) becomes:

\[
\theta^* = \arg \max_\theta J(\theta) = \arg \max_\theta \mathbb{E}_{s_0,a_0,\ldots} \left[ \sum_{t=0}^{\infty} \gamma^t R_t \right].
\]  

(2.17)

As in the case of value-based methods, policy-based methods can be divided into model-based and model-free families. Early approaches focused on using model and gradient-free methods to optimize Equation 2.17 through evolutionary strategies (Davis, 1991). Recent works proved that they can often perform on par in robotics (Salimans et al., 2017). Nevertheless, as the sample efficiency is crucial for training dialogue policies through interactions with users, a family of gradient-based methods becomes a more suitable candidate.

**Gradient-based learning**

Denote by \( \tau = s_0, a_0, s_1, a_1 \ldots \) a trajectory of states while following policy \( \pi \). Given an initial state \( s_0 \) and computing the derivative of the discounted sum of rewards for each trajectory, it follows:

\[
\nabla_\theta J(\theta) = \int_\tau \nabla_\theta p(\tau|\pi) R(\tau) d\tau = \mathbb{E}_{\tau \sim \pi} [\nabla_\theta \log p(\tau|\pi) R(\tau)].
\]  

(2.18)
The trajectory probability is dependent on $\theta$ only through $\pi$ which leads to the REINFORCE update (Williams, 1992):

$$
\nabla_\theta J(\theta) = \mathbb{E}_{\tau \sim \pi(\tau)} \left[ \left( \sum_{t=0}^{T-1} \nabla_\theta \log \pi_\theta(a_t|b_t) \right) \left( \sum_{t=0}^{T-1} R(b_{t+1}|a_t,b_t) \right) \right].
$$

(2.19)

Contrary to value-based methods, as the policy is parametrised directly, the distribution over actions is given explicitly. This naturally leads to exploration of policies with higher uncertainty. Moreover, the policy-based optimisation has better convergence properties compared to value-based methods, since the policy is directly modelled and optimised towards the desired objective (Sutton et al., 1999).

Since this form of the gradient has a potentially high variance, a baseline function is typically introduced to reduce the variance whilst not changing the estimated gradient (Sutton and Barto, 1999; Williams, 1992). A natural candidate for this baseline is the value function $V_{\pi_\theta}(s)$. Specifically, the Q-value function can serve as an unbiased estimator of the total reward leading to policy gradient theorem (Sutton et al., 1999):

$$
\nabla_\theta J(\theta) = \mathbb{E}_{\tau \sim \pi(\tau)} \left[ \nabla_\theta \log \pi_\theta(a|b) Q_{\pi_\theta}(b,a) \right].
$$

(2.20)

If the Q-value function is modelled separately, most of the approaches in the previous section can be utilised. This can be viewed as a special case of the actor-critic architecture, where $\pi_\theta$ is the actor and $Q_{\pi_\theta}(b,a)$ is the critic, defined by two parameter sets $\theta$ and $w$. The agent (actor) acts by learning the optimal policy while critic evaluates the action by computing the value function.

Early approaches for dialogue modelling with policy-based methods (Jurčiček et al., 2011; Misu et al., 2010; Thomson and Young, 2010) employed the natural actor-critic (NAC) algorithm (Peters and Schaal, 2008). NAC takes the advantage of the Fisher information matrix and it can be viewed as a correction term that makes the natural gradient independent of the parametrisation of the policy and corresponds to steepest ascent towards the objective (Martens, 2014). Fatemi et al. (2016) combined supervised pre-training with RL fine-tuning through interactions analysed showing superior performance compared to state-of-the-art in a noise-free environment. The benchmarks showcased the strong performance of actor-critic models compared to value-based models. More advanced actor-critic methods target the bias and variance problem often observed in empirical studies (Asadi and Williams, 2016; Su et al., 2017; Weisz et al., 2018). Su et al. (2017) employed experience replay with off-policy learning analyzing the effect to sample efficiency. Weisz et al. (2018) experimented with learning in a very large action space, which has two orders of magnitude more actions than
previously considered reaching successful policies in many domains. Finally, REINFORCE has been applied with success to dialogue policy learning in an end-to-end framework (Wen et al., 2017a). In this case, the model is pre-trained on human dialogues. The latent action space is discovered using the nearest neighbor approach and the dialogue manager module is finetuned with the REINFORCE algorithm. The finetuned system surpasses the standard modular framework in human tests.

Exploration-Exploitation Dilemma

During training, the agent faces uncertainty with each new action. The fundamental question, particularly important in the early stages of training, is whether to follow the best available policy or risk taking a different action to explore an environment. This problem is often referred to as the exploitation-exploration dilemma (Sutton and Barto, 1999). Selecting an optimal action according to the current policy (exploitation) increases the chance of non-deteriorating performance, however, taking a non-optimal action (exploration) to get more information about the environment may lead to the truly optimal policy. Balancing between both options plays a crucial role in achieving sample efficiency: i.e. the minimal amount of steps to learn an optimal policy.\(^1\) The sample efficiency is of crucial importance in real world RL. From an industrial perspective, each interaction of a sub-optimal agent with customers creates additional risks that might translate to financial costs. Therefore, the faster the agent learns a satisfactory policy, the better for both final users as well as the system designer.

The policy-based methods provide an explicit probability distribution over actions. The next action can be sampled according to the distribution naturally guiding the policy based on the uncertainty (Thompson, 1933). The policy gradient methods can also let the algorithm learn by itself how much exploration it needs by explicit entropy regularization (Williams and Peng, 1991). However, value-based methods provide the policy implicitly through maximisation of the value function. In this case, a widely-adopted strategy is the \(\epsilon\)-greedy method. This policy selects the optimal action based on the current policy with probability \(1 - \epsilon\), or a random action to explore the environment with probability \(\epsilon\). This naive approach introduces natural inefficiency by treating all actions equally. Recently, there has been a rise of interest in incorporating uncertainty estimates with deep architectures (Blundell et al., 2015; Gal and Ghahramani, 2016). These approaches were applied with success also within the deep RL framework (Houthooft et al., 2016; Osband et al., 2016).

\(^1\)If the optimal policy is unknown, it is equivalent to achieving a satisfactory level of reward.
2.6.5 Learning Policy from Data and Through Direct Interactions

Throughout this thesis, two training paradigms are considered: 1) learning from scratch\(^2\) and 2) bootstrapping the initial policy from data. The first paradigm is used when there is no domain-dependent data available and there is easy access to either simulator or human subjects. The second paradigm takes advantage of existing in-domain dialogues. In theory, DM requires both large corpora as well as direct interactions with real users. In practise none of them is available. The former data source poses high collection costs. Unlike object recognition in computer vision or automatic speech recognition, statistical dialogue modeling is a very ambiguous and not a well-defined problem simply because it lacks consistent annotations and universal well-defined metrics. Annotations in dialogue datasets are therefore also extremely complex. The conversation requires both sides to be active across many turns, and it relies on context: concepts introduced at the beginning of a conversation can be referred to much later. Finally, conversations are also grounded in the real world where visual or audio clues also serve as an integral conversational context. The challenges with the acquisition of the latter learning signal can be explained more trivially. Access to the final user of the system requires the deployment of an actual product. Nevertheless, several efforts were put in employing both sources of signal in training dialogue policies (Gašić et al., 2011; Henderson et al., 2008; Singh et al., 2000b).

Initial approaches to dialogue management employed a small batch of data collected from live use of SDS running a random policy designed to explore the state-action space (Singh et al., 2002, 2000b; Walker, 2000). The data allowed for building empirical MPDs or POMDPs on the state space and computing the optimal dialogue policy. A main limitation of the approach is a forced fixation of the state-space in advance before collecting data as new states (not seen during the collection) can not be added on the fly.

High costs and constraints imposed on the definition of the state-space led to the development of user simulators (El Asri et al., 2016; Schatzmann et al., 2006; Scheffler and Young, 2002). In theory, it provides access to an unlimited stream of data and it serves as a great playground for training behaviour policy through interactions entirely from scratch. In practise, since developing a user simulator can be seen as a reverse of creating a dialogue system, substantial simplifications are made in order to make a creation of a simulator possible. A user simulator is typically based on a corpus of human dialogues with agenda-based policy (Schatzmann et al., 2007). First, an initial goal for the user is sampled that might be either highly specific (the user is looking for particular entity) or it is not explicitly defined (the user is looking for a cheap hotel nearby). To introduce more complexity, the goal might not be reachable; for example, the booking dates are not available. The user simulator in

\[^2\text{It is often denoted as on-line learning in the literature (Gašić et al., 2011; Paek and Pieraccini, 2008).}\]
principle should behave rationally and maintain a coherent sequence of actions. In addition, an error model is typically utilised to distort the output in order to simulate noisy conditions (Schatzmann and Young, 2009).

The development of simulators opened the door to training dialogue managers on complex belief states through interactions from scratch (Jurčiček et al., 2011; Li et al., 2009; Scheffler and Young, 2002). Finally, this led to training the dialogue manager using the GP-SARSA algorithm entirely from scratch through direct interactions with human subjects in a narrow restaurant domain (Gašić et al., 2011).

The initial data collections lead to a more rigorous annotation scheme resulting in the creation of a commonly used benchmark in the community – Dialogue State Tracking Challenge (DSTC2) (Williams et al., 2013). The corpus is an example of the human-machine dataset in a restaurant-search domain. Several works used the DSTC2 corpus for bootstrapping in a supervised way through policy-based methods with RL fine-tuning leading to stronger performance on challenging baselines (Asadi and Williams, 2016; Fatemi et al., 2016; Su et al., 2017). However, such dialogues are often sub-optimal preventing the direct application of the RL framework.

The Wizard-of-Oz (WOZ) (Kelley, 1984; Rieser et al., 2005) annotation framework tackles this problem by employing human subjects on both sides of the conversation. Resulting dialogues follow natural human-like interactions providing an "ideal" conversational flow. However, contrary to the human-machine interactions, the annotation signals are not given away directly. Recently, Wen et al. (2017b) proposed a scalable way of collecting turn-level annotations without putting much burden on crowd-workers. This results in collection of several WOZ-style goal-oriented corpora – Cam676 (Wen et al., 2017b), Frames (Asri et al., 2017) and SMD (Eric et al., 2017).

New corpora again sparked research, Wen et al. (2017a) combined the benefits of pre-training dialogue policy with RL finetuning entirely based on the corpus leading to an improved performance against hand-crafted systems. Lei et al. (2018); Wen et al. (2017b) utilise REINFORCE on the generation level to increase the probability of key-words coupled with dialogue success metrics. Nevertheless, the small scale and lack of multi-domain conversations prevent us from pre-training and refining dialogue policies with more parameter-rich models. This will be addressed in more detail in Sections 5.1 and 6.1.

2.6.6 Multi-Domain Dialogue Modelling

All models presented so far targeted single domain conversations leading to highly-constrained frameworks (Ultes et al., 2017). This is in stark opposition to human conversations that often concern several domains, contain cross-references and entailments. However, over
the last couple of years, a number of frameworks were proposed for handling multi-domain conversations. The initial multi-domain policies (Cuayáhuitl, 2009; Cuayáhuitl et al., 2010) followed the hierarchical reinforcement learning paradigm (Dietterich, 2000). The agent contains a set of sub-policies that are governed by the meta-policy, each with its own value function. The main limitation of these works comes from the tabular approach which prevents the efficient approximation of state-space crucial for scalability of spoken dialogue systems to more complicated scenarios. Lison (2011) built a policy management algorithm based on the activation vector that governs the policy over domains. These vectors inform the hierarchical dialogue manager what policy is in focus at the current state of the dialogue. Wang et al. (2014) shows how central control policy in a master domain can be treated in a sequential planning paradigm rather than a standard classification task. The proposed system uses rule-based policies for sub-domains which can themselves consist of other sub-domains. Gašić et al. (2015) presented a policy committee for adaptation in multi-domain dialogue based on a Bayesian committee machine (BCM) idea. It consists of a number of policies trained on different domains that, at any given time, consult each committee member and chooses the next action using a BCM. Recently, Cuayáhuitl et al. (2016) built a dialogue manager with a set of deep neural networks with application to information-seeking spoken dialogue systems. Although the system operates on multiple domains, the model is not trained using a hierarchical approach as policies for sub-domains are not trained jointly. Instead, the SVM classifier is used to switch between domains that are trained on delexicalised sentences. Next, the chosen DQN is responsible for executing an action in the current turn. This framework allows for transition between domains without following a strict sequence of agents contrary to (Cuayáhuitl, 2009). Budzianowski et al. (2017); Peng et al. (2017) proposed a hierarchical dialogue manager based on the option framework (Parr and Russell, 1998) using deep Q-networks and Gaussian Processes as function approximators.

2.7 Natural Language Generation

The natural language generation (NLG) module takes the policy action in the semantic representation form and transforms it into a natural language that can be understood by users. As in the case of previous modules, the first systems relied on hard-coded templates designed for a specific domain. This can be seen as an inverse operation to the one applied in the NLU module. Figure 2.5 shows an example of natural realization of dialogue acts. If system actions are defined explicitly, the template-based generation allows for quick bootstrapping, which provides deterministic realization and robustness.
Fig. 2.5 The natural language generation module maps the dialogue acts with slot-value pairs to natural language.

However, the amount of rules typically does not scale linearly with the size and complexity of the domain. Moreover, templates require adaptation to the context of the current dialogue: the same system act should have a different realization with different dialogue states. Finally, by definition, they lack any variability which decreases human interaction satisfaction (Stent et al., 2005). The first attempts at data-driven language generators used sentence planning using rules learnt from the corpus (Walker et al., 2001) and applying boosting algorithms for a better sentence re-ranking (Stent et al., 2004). Another way is to train language models conditioned on the semantic representations using n-gram (Oh and Rudnicky, 2000) or phrase-based models (Mairesse and Young, 2014) and more recently through deep recurrent neural networks (Dušek and Jurčícek, 2016; Wen et al., 2015, 2016). Juraska et al. (2018) proposed an ensemble of three different encoders (exploiting both recurrency and convolution), reaching state-of-the-art levels on common NLG benchmarks (Dušek et al., 2020)

2.8 Text to Speech Synthesis

The text to speech synthesis (TTS) module is a final part of SDS, transforming the natural text or symbolic representation into audio waves mimicking human speech. The first speech synthesis systems concatenated pre-recorded speech fragments from a human corpus (Hunt and Black, 1996; Moulines and Charpentier, 1990). The limitations of this method, mainly
artificial and discontinuous sound due to different recordings, led to research on data-driven methods. The TTS witnessed similar progress, as was the case in ASR.

The first generation of parametric models was based on Hidden Markov Models (Yoshimura, 2002; Zen et al., 2009) that were later superseded by approaches based on deep neural networks (Ling et al., 2015; Ze et al., 2013). The application of autoregressive deep neural networks on raw audio signal pushed the state-of-the-art even further with models such as WaveNet (Oord et al., 2016), thereby achieving human-level quality in some closed domains. Recent models allow for biased speech generation towards specific characteristics of the voice, like gender or age, across many speakers (Ping et al., 2017).

TTS is often considered as an off-the-shelf module in SDS without a direct impact on the general reception of conversational systems. However, the human perception of system intelligence is greatly biased by purely speech synthesis-based characteristics (Cohn et al., 2019).

2.9 Modular and End-to-End Architectures

So far, the components discussed in this chapter have been treated separately, and this has been prominent industrial practice (Pieraccini and Huerta, 2005; Ponnusamy et al., 2019; Shum et al., 2018). However, the lack of knowledge sharing between components introduces many limitations. First, the lack of connection between modules requires to define how the user satisfaction score from interacting with a dialogue system should be translated into distinct components. Secondly, re-training one module affects the whole processing pipeline as the output distribution is the artefact involved in training dependent modules. For example, when one module (e.g. NLU) is retrained with new data, all the others (e.g DM) that depend on it become sub-optimal because they were trained on the output distributions of the older version of the module. The adjustment requires re-training the dependent modules without the assurance of maintaining at least a similar performance. Finally, distinct modules require different data annotation schemes. That led to many resources targeting similar domains but collected in different environments. These resources cannot be shared across modules, thereby reducing the amount of available data. The above-mentioned issues are targeted through modelling some dialogue modules (Figure 2.1, grey block) together. Originally employed for open-domain conversations (Vinyals and Le, 2015), such models often use structures that internally resemble modular systems (Li et al., 2017b; Wen et al., 2017b; Williams and Zweig, 2016). Three lines of architecture simplifications were advocated: 1) training NLU and dialogue management jointly, 2) combining policy design with generation and 3) merging all three components together following open-domain conversational models.
Merging NLU and DM The first family of models aims at merging understanding and reasoning by jointly working on the natural language input. Williams and Zweig (2016) employed a recurrent structure to update the dialogue state across turns and predict the next action. The hidden recurrent state consists of entity extraction, the results of API calls, and previous actions. Further, a hybrid approach taken by Williams et al. (2017) allows for the incorporation of business rules and other prior knowledge via software and action templates while still inferring a latent representation of the dialogue state. Zhao and Eskenazi (2016) avoided the reliance on entity extractors and incorporated state tracking labels directly into the loss. This greatly helps to improve the learning efficiency on a question-game dialogue simulator. Yang et al. (2017) introduced an end-to-end deep recurrent network with a contextual dialog memory that can be jointly trained by three supervised signals: user slot tagging, intent prediction and system action prediction. Liu et al. (2018) merged NLU with DM to tackle issues with mismatching the dialogue state distribution between offline training and online interactive learning stages. The dialogue policy is interchangeably trained through dialogue sampling with human interactions and re-training on collected conversations.

Combining DM and NLG The combination of reasoning and natural language generation was shown to yield performance improvements even in the case of state-based estimation (Lemon, 2011). Wen et al. (2017b) modeled these two components together through a policy network (a feed-forward network) that conditions the initial state of the natural language generator (a recurrent network) that directly outputs words. Their evaluation with human subjects shows a strong preference for the proposed model against the traditional modular architecture. Further, Wen et al. (2017a) added an explicit action layer that allow interpretation of the lower-level implicit system actions before the generation part. The network could be pre-trained with action labels inferred in an unsupervised way. The user-system turn pairs can be clustered together with the number of clusters becoming the size of the action space. The previous two models relied on pre-trained dialogue state trackers. Lei et al. (2018) advocated re-using the recurrent structure for both dialogue state tracking and language generation. The simplification of the architecture reduces the number of parameters and computational complexity while improving the final performance. A more thorough analysis of this family of models is provided in Chapter 5.

Blending NLU, DM, and NLG Together Finally, several architectures put all three core components together without explicit low-level signals of state tracking, dialogue actions or natural language generation. Bordes et al. (2017) showed that an end-to-end dialog system based on Memory Networks (Weston et al., 2014) can reach promising learning levels in
performing non-trivial operations: issuing and updating API calls, providing information, and learning basic latent dialogue state tracking mechanisms. The architectures analyzed so far rely on external databases and issue a symbolic query to the knowledge bases to retrieve entries based on their attributes. However, such symbolic operations break the differentiability of the system and prevent end-to-end training of neural dialogue agents. Recent works have proposed incorporating a knowledge base with the dialogue reasoning enabling the propagation of a learning signal throughout the whole network (Dhingra et al., 2016; Eric et al., 2017). Madotto et al. (2018) combined a memory network with the pointer mechanism (Vinyals et al., 2015). The multi-hop attention mechanism allows incorporating a knowledge base and control each generation step.

Experiments in various domains have showed that the above-mentioned models can outperform the state-of-the-art pipeline models in task-completion metrics indicating the potential of end-to-end approaches. Some progress has been achieved with transferring the end-to-end structures across domains in a zero-shot learning manner (Zhao and Eskenazi, 2018). In such a scenario, the dialogue system generalizes to a new domain where only a domain description is provided, and no training dialogues are available.

2.10 Summary

In this chapter, based on the prior work, the typical architecture behind spoken dialogue systems was described and dialogue management was cast in the reinforcement learning paradigm. Two families of algorithms for policy learning were analyzed with a focus on the exploitation-exploration dilemma. We discussed how real interactions can be used to initialize the policy. The overview of dialogue models for more complex, multi-domain dialogues was presented. The current shift towards neural, parameter-rich systems needs to accommodate for several challenges posed by multi-domain conversations. The state-of-the-art value-based algorithms for dialogue management rely on uncertainty estimates that have to be incorporated into neural networks. Moreover, the deployment of a dialogue manager without any pre-training on human conversations is not a viable option from an industry perspective. Finally, the neural-based research on combining multiple components of dialogue systems shows promise for scaling across many domains re-using data across modules. These outstanding issues will be explored further in the next chapters of this thesis.
Chapter 3

Efficient Neural Network-Based Dialogue Policy Management

This chapter aims at advancing the speed and robustness of the dialogue policy learning through reinforcement learning with Bayesian deep neural networks. The first part of the chapter gives an overview of leading methods to obtain approximate estimates of uncertainty with deep neural networks. In the second part, all these methods benchmark against a noisy and adversarial environment of spoken dialogue systems. The results show that Bayesian deep RL can lead to on par results with the state-of-the-art non-parametric models while greatly improving computational efficiency. What is more, the benefits are larger the more adversarial environment becomes, exceeding the performance of the non-parametric model.

The results from sections 3.4 have been joint work with Christopher Tegho as a part of his Master’s project and they were published in (Tegho et al., 2018).

3.1 Motivation

Policy management optimisation through reinforcement learning has been applied to more and more challenging domains and environments (Gašić et al., 2011; Weisz et al., 2018; Young et al., 2013b). Recently, deep reinforcement learning (Mnih et al., 2013) proving its scalability and flexibility has been investigated as a continuous learning framework (Asadi and Williams, 2016; Fatemi et al., 2016; Su et al., 2017). However, deep reinforcement learning is known to be highly sample inefficient (Salimans et al., 2017). This is in stark contrast to the requirements of dialogue systems where human interactions are greatly limited.

The key factors improving the efficiency lies in better exploration and generalization to unknown parts of state space (Osband et al., 2016). To explore the environment, an ε-
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greedy policy is often employed, where a greedy action is taken with respect to the estimated Q-function with probability $1 - \epsilon$, and a random one with probability $\epsilon$ (Sutton and Barto, 1999). However, given the large action-state space, a randomly exploring agent is not sample efficient. Convergence to an optimal policy is slow and successful dialogues are hard to achieve. This is especially the case in on-line learning, where the user is potentially subjected to poor behaviour.

The Q-function value of each state-action pair can be augmented with an estimate of its uncertainty to guide exploration, and achieve faster learning and a higher reward during learning (Daubigney et al., 2011). The exploration-exploitation dilemma (Section 2.6.4) can be answered by following the current distribution. By sampling from the distribution of the Q-value function, actions with higher variance are more likely to produce extreme (positive and negative) Q-values. These actions are more likely to be chosen and the outcome of these actions will reduce the uncertainty leading to optimal values and in turn to the optimal policy (Thompson, 1933). Gaussian Processes (GPs) provide an explicit estimate of uncertainty (Gašić et al., 2010), overcoming the problem of random exploration. However, GP-SARSA requires computing the inverse of a Gram matrix for determining the predictive posterior and estimating $Q$ at new locations that is dependent on number of training data points. In the case of a dialogue system, this will be equal to the total number of turns, summed overall dialogues, which poses a serious computational problem. Sparcification methods are then needed to achieve lower computational complexity (Casanueva et al., 2015). This may limit however the accuracy of the final solution.

Deep neural network (DNN) models on the other hand scale well with data and are computationally more efficient than GPs. They proved to be well suited for the policy management task (Cuayáhuitl et al., 2015; Fatemi et al., 2016; Su et al., 2017). However, they do not directly provide an estimate of uncertainty, relying on $\epsilon$-greedy exploration, which lowers the sample efficiency. Building upon recent advancements in Bayesian deep learning (Blundell et al., 2015; Gal et al., 2017; Li and Gal, 2017; Osband et al., 2016), the primary motivation of the work presented in this chapter is to perform an extensive benchmark of uncertainty estimates.

Recent works on employing Bayesian DQN to dialogue management focus on small ontologies and without modelling the errors coming from ASR or NLU modules (Chen et al., 2017; Lipton et al., 2018). Moreover, the results are not compared with the state-of-the-art non-parametric model, GP-SARSA. Therefore, the results do not provide a clear signal of evaluation. Lipton et al. (2018) applied the Bayes-by-Backprop method (BDQN) in a movie domain comparing with the standard DQN model. The results suggest that Bayesian exploration helps to achieve higher success rates than standard exploration. Chen et al.
(2017) shows how uncertainty estimates obtained with dropout can improve the safety and efficiency of policy optimisation. The authors proposed a student-teacher architecture where a data-driven student policy decides when to update its own policy consulting a rule-based system based on uncertainty estimates. Again, the analysed domains are of limited scale with no error modelling in NLU.

Following (Lipton et al., 2018), the Bayes-by-Backprop method with other Bayesian deep RL methods for deep-Q-networks are compared to GP-SARSA. We investigate how BDQN can be improved and be made competitive with GP-SARSA. BDQN learns dialogue policies with more efficient exploration than other deep Bayesian methods, and reaches performance comparable to the state-of-the-art in policy optimisation, namely GP-SARSA, particularly in high noise conditions. We also implement $\alpha$-divergences, variational dropout, and minimizing the negative log-likelihood as other means to extract uncertainty estimates from DQN, and compare performance to BDQN and DQN.

### 3.2 Deep Value-Based Reinforcement Learning

The approximation to Q-value function (Equation 2.7) with deep neural networks (Deep Q-Networks, DQN) reached the human level performance on challenging game environments (Mnih et al., 2015). DQN adapts the Q-learning update (Equation 2.14) by iteratively improving the guess of $\hat{Q}$ through minimization of the difference between the target next-step value and the current estimate:

$$L(w_t) = \mathbb{E}_\pi \left[ (y_t - \hat{Q}^\pi(b_t, a_t; w_t))^2 \right],$$  \hspace{1cm} (3.1)

where the expectation is taken with respect to $\varepsilon$-greedy policy (Mnih et al., 2015). The targets follows from the 2.14:

$$y_t = r_t + \gamma \max_{a'} \hat{Q}^\pi(b_{t+1}, a'; w^-_t)$$ \hspace{1cm} (3.2)

with $w$ and $w^-$ being two set of parameters; one for the current step $t$ and one for the target evaluation $y_t$. The target network $w^-$ is updated less frequently than the network $w$ to stabilise learning. Initially, Q-learning update 2.14 was used to perform an update of the parameters once an episode of exploration was performed. No memory of those episodes was retained limiting the sample efficiency. To further stabilise and improve data efficiency during the training, the experience replay pool (Section 2.6.4) can be employed (Lin, 1992). The pool can be used during an update step to re-use previous episodes.

DQN often suffers from over-estimation of Q-values as the max operator is used to select action as well as to evaluate it. Double DQN (DDQN) decouples the action selection and
Q-value estimation achieving better performance (Van Hasselt et al., 2016). We can untangle the selection and evaluation in Q-learning by rewriting the target:

$$ y_t = r_t + \gamma \hat{Q}^\pi (b_{t+1}, \text{arg max}_a \hat{Q}^\pi (b_{t+1}, a, w_t); w^-) $$  \hfill (3.3)

In this case, the set of current weights $w_t$ are used to choose the greedy action while to fairly evaluate the value of this policy, we use the target weights $w^-$. The double DQN network with experience replay will be used as a base for further experiments in this chapter.

### 3.3 Uncertainty Estimates in Deep Neural Networks

Standard neural network provides only point-based estimates of parameters. Bayesian neural networks (BNNs) gives a way to obtain uncertainty estimates from a neural network (Neal, 2012). Instead of having single fixed value weights in the neural networks $w$, all weights can be represented by probability distributions over possible values given observed dialogues $D$, $P(w|D)$. In turn, uncertainty in the hidden units allows the expression of uncertainty about predictions (Blundell et al., 2015).

For exploration, Thompson sampling is used instead of $\varepsilon$-greedy, which consists of performing a single stochastic forward pass through the network every time an action needs to be taken. The posterior distribution over the weights given the training data, $P(w|D)$, is calculated with Bayesian inference. The $Q$-values given the input belief state $b$ are given by:

$$ Q(b, a) = \mathbb{E}_{P(w|D)}[Q|b, a, w] $$  \hfill (3.4)

Taking an expectation under the posterior distribution is equivalent to using an ensemble of an uncountably infinite number of neural networks, which is intractable (Blundell et al., 2015). We have to resort to sampling-based variational inference or stochastic variational inference.

#### 3.3.1 Four Ways to Extract Uncertainties

Since the use of uncertainty estimates in deep RL is under-explored area (Gal and Ghahramani, 2016; Osband et al., 2016), we analyse four algorithms to extract uncertainty estimates from deep Q-Networks. At the same time, it will allows us to test whether deep RL methods can achieve the sample efficiency comparable to the state of the art non-parameteric algorithm GPSARSA in the dialogue domain. All four methods can be cast within the variational inference framework Hinton and Van Camp (1993).
Variational inference. The intractable posterior $P(w|D)$ is approximated with a variational distribution $q(w|\theta)$. The parameters are learnt by minimizing the Kullback-Lieber ($KL$) divergence between the variational approximation $q(w|\theta)$ and the true posterior on the weights $P(w|D)$. We therefore look for a set of parameters $\theta$ that minimizes:

$$\theta^* = \arg\min_{\theta} KL[q(w|\theta)||P(w|D)]$$

$$= \arg\min_{\theta} \int q(w|\theta) \log \frac{q(w|\theta)}{P(w)P(D|w)} dw$$

$$= \arg\min_{\theta} KL[q(w|\theta)||P(w)] - E_{q(w|\theta)}[\ln P(D|w)].$$

The resulting cost function is termed as the variational free energy (Hinton and Van Camp, 1993):

$$F = KL[q(w|\theta)||P(w)] - E_{q(w|\theta)}[\ln P(D|w)].$$

Deep BDQN-Learning. The Bayes-by-backprop method (Blundell et al., 2015) proposes to optimize 3.8 by sampling from $q(w|\theta)$ using the reparameterization trick (Kingma and Welling, 2014). This results in unbiased estimates of gradients of the cost in 3.8 used to learn a distribution over the weights of a neural network. We choose $q(w|\theta)$ to be a Gaussian with diagonal covariance with a variational parameter set $\theta$ following previous results (Blundell et al., 2015; Lipton et al., 2018). Given the mean $\mu_i$ and covariance $\sigma_i$ of $q$ for each weight, a sample from $q$ is obtained by first sampling $\epsilon_i \sim \mathcal{N}(0, \sigma_e)$, then computing $w_i = \mu_i + \sigma_i \circ \epsilon_i$, where $\circ$ is point-wise multiplication. To ensure all $\sigma_i$ are strictly positive, the softplus function $\sigma_i = \log(1 + \exp(\rho_i))$ is used where $\rho$ is a free parameter (Lipton et al., 2018). The variational parameters are then $\theta = \{\mu_i, \rho_i\}_{i=1}^D$ for $D$-dimensional weight vector $w$. The resulting gradient estimator of the variational objective is unbiased and has a lower variance. The exact cost in Eq. 3.8 can then be approximated as:

$$F(D, \theta) \approx \sum_{i=1}^n \log q(w^{(i)}|\theta) - \log P(w^{(i)}) - \log p(D|w^{(i)})$$

where $w^{(i)}$ is the $i$th Monte Carlo sample drawn from the variational posterior $q(w^{(i)}|\theta)$. For the objective function in Eq. 3.8, we use the expected square loss.

$\alpha$-Divergences. The approximate inference technique described in the Bayes-by-backprop method corresponds to Variational Bayes (VB), which is a particular case of $\alpha$-divergence,
where $\alpha \rightarrow 0$ (Hernández-Lobato et al., 2016). The $\alpha$-divergence measures the similarity between two distributions and can take the form:

$$D_\alpha[p||q] = \frac{1}{\alpha(\alpha-1)}(1 - \int p(\theta)^\alpha q(\theta)^{1-\alpha} d\theta),$$

where $\alpha \geq 0$.

Hernández-Lobato et al. (2016) found that using $\alpha \neq 0$ performs better than the VB case, where an approximation with $\alpha \geq 1$ will cover all the modes of the true distribution, and the VB case only fits a local mode, assuming the true posterior is multi-modal (Hernández-Lobato et al., 2016). $\alpha = 0.5$ achieves a balance between the two and has shown to perform best when applied to regression or classification tasks.

We experiment with an objective function based on the black box $\alpha$-divergence (BB-$\alpha$) energy. We use the reparametrization proposed by (Li and Gal, 2017):

$$\mathcal{L}_\alpha \approx \tilde{\mathcal{L}}_\alpha = KL[q(w|\theta)||P(w)] - \frac{1}{\alpha} \sum_n \log \mathbb{E}_{q(w|\theta)}[P(D|w)],$$

where $\mathcal{L}_\alpha$ designates the BB-$\alpha$ energy, $\tilde{\mathcal{L}}_\alpha$ designates an approximation, and $n$ corresponds to the number of datapoints in the minibatch.

**DQN-MC Dropout.** Another method to obtain uncertainty estimates in deep neural networks is Bayesian inference with dropout (Gal and Ghahramani, 2016). Dropout consists of randomly dropping units (with some probability $d$) from the neural network during training (Srivastava et al., 2014).

As in the previous methods, dropout can be analysed from the variational inference perspective (Equation 3.8). This comes from the fact that applying a stochastic mask is equivalent to multiplying the weight matrix in a given layer by some random noise. The resulting stochastic weight matrix can be seen as draws from the approximate posterior over weights, replacing the deterministic weight matrix (Gal and Ghahramani, 2016).

The prediction uncertainty is obtained by marginalizing over the approximate posterior using Monte Carlo integration (Li and Gal, 2017):

$$p(y = c|x, X, Y) = \int p(y = c|x, w)p(w|X, Y)dw$$

$$\approx \int p(y = c|x, w)q_\theta(w)dw$$

$$\approx \frac{1}{K} \sum_{k=1}^{K} p(y = c|x, \hat{w}_k)$$
with $\hat{w}_k \sim q_\theta(w)$. Dropout is a simple technique of variational approximation, without the need to make major changes to the DQN implementation. Dropout variational inference is implemented by adding dropout layers before every weight layer in the neural network model. No changes to the objective function are necessary.

**DQN-Concrete Dropout.** To obtain well-calibrated uncertainty estimates with the above method, a grid-search over the dropout probabilities is necessary. However, we can treat a dropout as a part of optimisation task obtaining an automatic method of tuning the mask. One method is to continuously relax the dropout’s discrete masks and optimize the dropout probability using gradient methods (Gal et al., 2017). Dropout $d$ probability becomes one of the optimized parameters. The concrete distribution relaxation $z$ of the Bernoulli random variable becomes:

$$z = \text{sigmoid}\left(\frac{1}{t}(\log d - \log(1 - d) + \log u - \log(1 - u))\right)$$

with some temperature $t$ which results in values in the interval $[0, 1]$ and $u \sim \mathcal{U}(0, 1)$.

### 3.4 Evaluation Protocol

Experiments are conducted using the Cambridge and San Francisco restaurant domains (CamRestaurants and SFRestaurants respectively). In both domains, users converse with the system to find restaurants in a city that match their constraints such as food type and area. The Cambridge restaurant domain consists of approximately 100 venues and each venue has six attributes (slots) of which three (area, price range, and food type) can be used by the system to constrain the search. The remaining three (phone number, address, and postcode) are informable properties that can be queried by the user once a database entity has been found. The San Francisco domain is a larger domain with 250 venues and a richer ontology consisting of 10 slots. In this domain, the user might have constraints regarding the decoration type of the restaurant or the exact price of dishes. The additional slots allow to model more complicated dialogue trajectories. Table 3.1 shows the full list of slots for both ontologies.

The conversations are modelled through the PyDial toolkit (Ultes et al., 2017). The toolkit provides the framework for training and evaluating task-oriented dialogues following the modular architecture (Figure 2.1). Conversations could be modelled on the speech, natural text or semantic output levels and the experiments will be run in the latter scenario. The semantic level works entirely on the dialogue act level (Section 2.4) and the provided ontology.
Table 3.1 The list of all slots used in two analyzed domains. The CamRestaurants is a less complex domain with 7 slots. The SFRestaurants uses 11 slots.

It allows to separate the error signals of the dialogue manager by explicitly controlling what is the input quality to the manager. To effectively encode the dialogue history and user goal, the agenda-based user simulator with parameters estimated from data is used (Schatzmann et al., 2007). In this method, the user goal is decomposed into a set of slot-value pairs representing the requests and constraints stored in a stack.

The input to the dialogue manager is a real-valued belief state $b_t$ formed by concatenating different information signals. This includes full belief distribution over the ontology, previous system action, flags representing whether the system requested information about some slots, whether the system has already proposed some entity following Casanueva et al. (2017); Gašić et al. (2011). The belief state size is 256 and 636 in CamRestaurants and SFRestaurants respectively. The system in both domains operates on district action space dependent on the ontology. The summary list of system actions is defined in Table 3.2. Overall, the action space sizes are 14 and 25 in CamRestaurants and SFRestaurants respectively.

The dialogue is considered successful if two requirements hold: 1) the system found an entity that satisfies the constraints given by the user 2) all requested information about the provided entity was given. Additionally, the reward function gives $-1$ at each turn to discourage over-confirmation from the system side and promote effectiveness.

### 3.4.1 Training and Testing Procedures

We use the same DQN architectures with three ways of extracting uncertainty estimates – Bayes-by-backrop, dropout and concrete dropout. Figure 3.1 presents a high-level architecture of a policy model. All deep RL models contain two reLU hidden layers of size 300 and
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<table>
<thead>
<tr>
<th>System Action</th>
<th>Natural Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>request + slot</td>
<td>The system requests specific slot from the user</td>
</tr>
<tr>
<td>confirm + slot</td>
<td>The system asks to confirm the slot from the user</td>
</tr>
<tr>
<td>select + slots</td>
<td>The system asks the user to choose between some entities</td>
</tr>
<tr>
<td>inform + slots</td>
<td>The system informs about the entity</td>
</tr>
<tr>
<td>repeat</td>
<td>The system repeats the previous system action</td>
</tr>
<tr>
<td>reqmore</td>
<td>After providing the entity, the system asks if it help with anything else</td>
</tr>
<tr>
<td>restart</td>
<td>The system restarts the conversation</td>
</tr>
<tr>
<td>bye</td>
<td>The system finishes the conversation</td>
</tr>
</tbody>
</table>

Table 3.2 The list of available system actions. The slots from Table 3.1 are combined with dialogue act to a form final representation for some actions.

Fig. 3.1 A high-level overview of the deep RL policy network architecture. The input from the tracker state is processed to estimate the Q-value function. Once the action is chosen, the realized dialogue act is combined with information taken from the knowledge base.

100. All models are trained over 4000 simulated dialogues with mini-batches of 64. The experience replay pool size is 6000. Once the first 192 samples are collected, the model is updated every 2 dialogues. Each sample is a state transition \((b_t, a_t, r_t, b_{t+1})\). After each
200 dialogues the policy parameters are "frozen" and the model is tested for another 200 dialogues. The Adam optimiser is used with a learning rate of 0.001 (Kingma and Ba, 2014). For vanilla DQN, an $\epsilon$-greedy policy is used, which is initially set to a 0.75 value, and annealed to 0.0 after 4000 training dialogues. All other models follow the Thompson sampling procedure. The dropout starting value is 0.1 for MC-Dropout and 0.2 for Concrete-Dropout. All parameters were chosen based on the grid search results; there have not been substantial differences between different neural architectures except for a one parameter. It is worth noting that we found crucial to carefully set the $\sigma_\epsilon$ parameter used to sample the covariance parameter $\sigma$ in the BDQN algorithm.

All deep-RL models are benchmarked against a state-of-the-art non-parametric value-based RL algorithm for dialogue modelling Gaussian Process-SARSA (GPSARSA, Section 2.6.4). GP-SARSA has proven to be highly sample efficient since it can learn from a small number of observations by exploiting the correlations defined by a kernel function. At the same time, it provides an uncertainty measure of its estimates. The Q-value function is modelled as a GP with zero mean 0 and kernel $k$: $Q(b, a) \sim GP(0, k((b, a), (b, a)))$. The Q-value approximation is updated given the collected belief-action pairs $(b, a)$ and their corresponding rewards $r$ (Gašić and Young, 2014). The implicit knowledge of the distance between data points in observation space provided by the kernel greatly speeds up learning since it enables Q-values in as yet unexplored space to be estimated.

### 3.4.2 Comparison with Baselines

We start the comparison by benchmarking deep RL methods in a simple environment without any errors. This will show whether these methods can obtain similar sample efficiency as GPSARSA at all. In Figure 3.2, we show the average success rate for BDQN, DQN, DQN with dropout, DQN with a concrete dropout and GP-SARSA, in a noise-free environment for both domains. In this set-up, the dialogue manager works with perfect information.

GP-SARSA learns the fastest and is the most stable, benefiting from the ability of Gaussian Processes to learn from a small amount of data, exploiting the correlations defined by the kernel function. The results show that BDQN reaches a performance comparable to GP-SARSA in both domains. Three other analysed methods, dropout, concrete dropout approaches, did not help to improve the sample efficiency over the vanilla $\epsilon$-greedy algorithm neither they stabilize exploration. Although with concrete dropout tuning of the dropout probability is automatic, it did not help improve efficiency. This is exemplified in a more difficult SFRestaurants domain Figure (3.2, right).

All different settings for $\alpha$-divergence loss do not perform better than vanilla variational inference loss in general. Convergence to an optimal policy is slower with an increasing
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Fig. 3.2 The success rate learning curves for BDQN, GPSARSA, DQN, DQN with dropout and DQN with concrete dropout under noise-free conditions for CamRestaurants and SFRestaurants domains, with two standard error bars.

number of samples. Taking more MC samples decreases the variance of the gradient estimates, and the averaged loss for most updates is closer to the loss obtained when taking a sample close to the mean of the variational distribution $q$. This implies more updates are necessary to move in the direction of the true posterior distribution $p$, (by minimizing the $KL$ or $\alpha$ divergence), trading off for reduced exploration, and slower learning. With the BB-$\alpha$ reparametrization, more than 1 samples are necessary for $\alpha$-divergence to have any effect, but this reduces exploration efficiency and results in worse performance.

3.4.3 Adaptation to Different Environments

Deployed dialogue systems often experience noisy environments with ASR and NLU error propagating and reaching often 20-50% (Barker et al., 2018). This is modelled by applying a random noise to the semantic input at a pre-defined level; all models are now trained with the simulated user with three different semantic error rates (0, 15, 30). In the case of both domains (Figures 3.3 and 3.4) the higher the confusion rate, the lower the performance. GP-SARSA and BDQN consistently reach the highest performance. The Concrete-Dropout model tends to outperform the MC-Dropout for the more challenging domain. Both of these methods obtain high success rates but they tend to have a lower sample efficiency than BDQN in the initial part of training.

Interestingly, BDQN starts providing the best training efficiency and performance in a more challenging environment with higher error rates. The vanilla DQN algorithm lags substantially behind the models using informative exploration based on uncertainty estimates. The difference in efficiency gets larger for the larger domain.
Fig. 3.3 The success rate learning curves for BDQN, GPSARSA, DQN, DQN with dropout and DQN with concrete dropout with different confusion rates in the CamRestaurants domain.

### 3.4.4 Comparison of Computation Complexity

A straightforward implementation of the GP-based approximation of the Q-value function takes $O(n^3)$ where $n$ is the number of data points due to the computing the inverse of a Gram matrix (Rasmussen and Williams, 2006). Sparse approximations have been proposed to reduce the complexity of exact predictions such as GPSARSA (Engel, 2005). To obtain uncertainty estimates, GPSARSA needs $O(nk^2)$ steps, where $n$ is the total number of data points during training and $k$ is the number of representative data points ($k << n$). The representative points are added along the training only if they significantly contribute to the error of predictions. On the other hand, neural networks scale linearly with the data. Training complexity for standard DQN, dropout and concrete dropout is $O(N)$ in every step where $N$
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is the number of neural network parameters. Complexity of BDQN is tripled as it requires three sets of parameters. Figures 3.5 shows the training time of two rival methods.

As we can see, with a more challenging domain, the difference in the training time becomes larger due to the increase in the size of the belief state. This difference also happens at the inference time. BDQN achieves a similar (or better sample efficiency) and scales linearly with larger domains unlike the GPSARSA algorithm.

3.4.5 Noise-Robustness In Adversarial Environment

Finally, in order to evaluate the quality and robustness of policy with the simulated user, the agent was trained with a 15% semantic error rate, and then evaluated on a 45% semantic error rate. This examines the generalisation capabilities of different algorithms (Figures 3.6 and
3.5 Conclusion

This chapter has described how Bayesian modelling can be successfully applied in DQN to obtain uncertainty estimates for better dialogue management. The results confirm that BDQN learns dialogue policies with more efficient exploration than \( \epsilon \)-greedy based methods, and reach performance comparable to the state-of-the-art in policy optimisation GPSARSA. BDQN is also as sample efficient as GP-SARSA without the computational complexity of GPs. When trained with a noise level of 15\% and then evaluated at 45\%, BDQN achieved often higher performance at higher confusion rates than standard deep RL method. This shows that BDQN generalizes better than \( \epsilon \)-greedy based methods (especially in low data regime) and it is as robust as GP-SARSA. Although MC-Dropout and concrete dropout tend to be less sample efficient than BDQN, they achieved a more stable performance at later stages of training compared to BDQN, and it is a promising avenue to explore.
Fig. 3.6 The success rate learning curves for BDQN, GPSARSA, DQN, DQN with dropout and DQN with concrete dropout in CamRestaurants with different confusion rates during training and a 45% confusion rate at testing.
Fig. 3.7 The success rate learning curves for BDQN, GPSARSA, DQN, DQN with dropout and DQN with concrete dropout in SFRestaurants with different confusion rates during training and a 45% confusion rate at testing.
Chapter 4

MultiWOZ - Large Scale Dataset for Multi-Domain Modelling

Prior work in task-oriented modelling was carried out in a low data regime. What is more, policy management does not typically take a direct advantage of learning from any available resources. This chapter addresses these problems by presenting the MultiWOZ corpus. MultiWOZ is a task-oriented large-scale multi-domain dialogue corpus of natural human-human conversations. The chapter starts with the motivation behind the collection of this dataset. Next, a novel and comprehensive overview of common data collection paradigms is presented providing pros and cons of each. We finish this part with a proposal for a new approach. As it entirely relies on crowd-sourcing, it allows for deployment in both research and industrial environments reducing the costs of manual annotations.

The second part of the chapter describes the MultiWOZ corpus. The dataset was collected as a validation process of the proposed data collection procedure. The quantitative and qualitative analysis of the collected corpus is presented. We provide also comparison to currently available resources in the task-oriented domain. This work was first published in (Budzianowski et al., 2018b).

4.1 Motivation

Dialogues systems are inherently hard to build because there are several layers of complexity: the noise and uncertainty in speech recognition (Black et al., 2011); the ambiguity when understanding human language (Williams et al., 2013); the need to integrate third-party services and dialogue context in the decision-making (Paek and Pieraccini, 2008; Traum and Larsson, 2003); and finally, the ability to generate natural and engaging responses
These difficulties have led to the same solution of using statistical framework and machine learning for various system components, such as natural language understanding (Henderson et al., 2013), dialogue management (Gašić and Young, 2014), language generation (Wen et al., 2015), and even end-to-end dialogue modelling (Zhao and Eskenazi, 2016).

To drive the progress of building dialogue systems using data-driven approaches, a number of conversational corpora have been released in the past. Based on whether a structured annotation scheme is used to label the semantics, these corpora can be roughly divided into two categories: corpora with structured semantic labels (Asri et al., 2017; Eric et al., 2017; Hemphill et al., 1990; Shah et al., 2018; Wen et al., 2017b; Williams et al., 2013); and corpora without semantic labels but with an implicit user goal in mind (Lowe et al., 2015; Ritter et al., 2010). The former type typically comes with a pre-defined ontology that allows to break down modelling into separate modules (Section 2.1). The latter type lacks well-defined domains, ground-truth knowledge source or user goals. In turn it is not possible to annotate these datasets with required low-level annotation signal. That is why, the significant part of research was historically carried out with the former type of datasets (Black et al., 2011; Lemon and Pietquin, 2007; Walker, 2000; Wen et al., 2017b; Young et al., 2013b, i.a.).

Despite these efforts, aforementioned datasets are usually constrained in one or more dimensions such as missing proper annotations, only available in a limited capacity, lacking multi-domain use cases, or having a negligible linguistic variability. Although data is the driving force behind proposed machine learning models, even in the simplest metric capture i.e. number of dialogues, corpora for task-oriented dialogues are surprisingly small (Table 4.1). This size of data prevents from applying structure-rich and parameter-rich models.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Dialogues</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSTC2 (Williams et al., 2013)</td>
<td>1,612</td>
</tr>
<tr>
<td>SFX (Gašić et al., 2014)</td>
<td>1,006</td>
</tr>
<tr>
<td>WOZ2.0 (Wen et al., 2017b)</td>
<td>600</td>
</tr>
<tr>
<td>FRAMES (Asri et al., 2017)</td>
<td>1,369</td>
</tr>
<tr>
<td>KVRET (Eric et al., 2017)</td>
<td>2,425</td>
</tr>
<tr>
<td>M2M (Shah et al., 2018)</td>
<td>1,500</td>
</tr>
</tbody>
</table>

Table 4.1 The comparison of number of dialogues in publicly available corpora for modelling task-oriented dialogues before the collection of our corpus.

For example, the end-to-end models proposed by Wen et al. (2017b) or Lei et al. (2018)
contains on average 100k parameters while being trained on around 350 dialogues. It also constrains the application of large pre-trained networks due to over-fitting issues (Cer et al., 2018; Devlin et al., 2018; Radford et al., 2018).

The main focus of this work: learning dialogue policy is particularly affected by this state, i.e. the lack of large conversational corpora. As most of the collected datasets do not contain human-human conversations, the collected dialogues have little resemblance to natural counterparts (Gašić et al., 2014; Williams et al., 2013). Thus, the pre-training phase on available resources skews the model from optimal dialogue flows. This breaks the assumption made in Chapter 2. It can be argued that the notion of optimality outside the human-human conversations makes little sense as dialogue is a socially-grounded phenomenon. That is why, dialogue systems should be guided as much as possible by the data signal. Moreover, a robust dialogue policy relies on sufficient coverage of potential dialogue paths. The small size of available corpora limits the access to different dialogue flows especially in the case of complex multi-domain dialogues. The attribution of distinctively human-like behavioural characteristics through imitating human-human dialogues by conversational systems raises an ethical question. However, studies and industry practice show that the human-like behaviour of dialogue systems is strongly preferred by customers (Cohn et al., 2019).

Finally, it can be argued that the introduction of dialogue corpora accelerates and spurs progress in the dialogue modeling. The introduction of the DSTC2 dataset established a Dialogue System Technology Challenges and it facilities the dialogue state tracking research (Henderson et al., 2013; Mrkšić et al., 2017a; Perez and Liu, 2017; Ramadan et al., 2018, i.a). As of writing this work, eight editions of Dialogue System Technology Challenge have been completed (Section 4.6) covering different modelling challenges. Further, the introduction of Cam676 (Wen et al., 2017b) introduced a new wave of research in an end-to-end dialogue modelling (Eric et al., 2017; Lei et al., 2018; Madotto et al., 2018; Wen et al., 2017a, i.a). These examples resembles similar patterns from computer vision (Deng et al., 2009) or automatic speech recognition (Garofolo, 1993).

This chapter tackles three above-mentioned challenges: namely the lack of a 1) large scale task-oriented 2) human-human dialogues corpus covering 3) multiple domains. We introduce a new data-collection paradigm along with the Multi-Domain Wizard-of-Oz (MultiWOZ) dataset. MultiWOZ is a large-scale multi-turn conversational corpus with dialogues spanning across several domains and topics. Each dialogue is annotated with a sequence of dialogue states and corresponding system dialogue acts (Traum, 1999). Hence, MultiWOZ can be used to develop individual system modules as separate classification tasks and serve as a benchmark for existing modular-based approaches. On the other hand, MultiWOZ has around 10k dialogues, which is at least one order of magnitude larger than any structured
corpus currently available. This significant size of the corpus allows researchers to carry on end-to-end based dialogue modelling experiments, which may facilitate a lot of exciting ongoing research in the area.

4.2 Overview of Data Collections Paradigms

Unlike object recognition in computer vision or automatic speech recognition, statistical dialogue modeling is a very ambiguous and not well-defined problem simply because it lacks consistent annotations and universal well-defined metrics. Annotations in dialogue datasets are therefore also extremely complex. The dialogue agent faces a variety of challenges while interacting with real users. For instance, the coverage of the conversation is practically infinite as humans can refer to out-of-domain concepts, use metaphors, or rely on the interlocutors’ commonsense or general knowledge. The conversation requires both sides to be active across many turns, and it relies on context: concepts introduced at the beginning of a conversation can be referred to much later. Finally, conversations are also grounded in the real world where visual or audio clues serve as an integral conversational context.

Figure 4.1 illustrates the annotation requirements in a hypothetical banking domain over two turns. In order to solve the user’s problem, several information signals are required on top of the natural realization of a conversation. Firstly, the annotation over the dialogue state carried across turns are required (DST). The next action of the system is conditioned on the policy of the company (DM). Finally, in order to verify the true state of the user’s account, the access to the user’s personal history through the database call is needed (DM). All these pieces of information condition the final system response (NLG). The modular modelling of SDS allowed requires different annotation signals for each module and it lead to different data collection paradigms. Existing datasets can be roughly grouped into three categories: machine-to-machine, human-to-machine, and human-to-human conversations. A detailed review of these categories is presented below.

4.2.1 Machine-to-Machine

The Machine-to-Machine paradigm focuses on creating an environment with a simulated user that enables to exhaustively generate dialogue templates. These templates can be mapped to a natural language by either pre-defined rules (the Dialog bAbI corpus) (Bordes et al., 2017) or crowd workers (the M2M corpus)(Shah et al., 2018). The collection of various language expressions helps build better individual components of the conversational agent related to natural language understanding and generation. As the dialogues are created on
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**Previous user turn:**
Why was I charged additional 3 dollars last months?

**Previous system turn:**
It looks like you have made a transfer to your second account in United Kingdom.

**Dialogue state**
- **Customer:** John
- **Branch:** Fargo, ND
- **Time:** February
- **User problem:** international transfer

**Banking policy**
We charge 3$ for any transfer made to overseas branches of our bank. That also includes…

**User account history**
- 15.02.2018 - internet bill
- 18.02.2019 - transfer to account no 2443419
- 18.02.2019 - 3$ charge
- …

**Current user turn:**
But my second account is also in your bank?

**Current system turn:**
?

Fig. 4.1 The hypothetical two turns of a conversation from the customer service domain along with the annotations over the dialogue state, the knowledge base and the user’s private information from the database.

The dialogue act level (Section 2.5), we avoid the challenge of labeling ambiguous semantics by simply asking the crowdworkers to generate sentences from the simulated labels. In theory, this paradigm can create an infinite number of conversations to cover all possible in-domain dialogue flows. However, the naturalness of the dialogue flows relies entirely on the engineered set-up of the user and system bots. This poses a risk of a mismatch between training data and real interactions harming the interaction quality. Moreover, these datasets do not take into account noisy conditions often experienced in real interactions (Black et al., 2011). There are also two publicly available software packages based on the M2M paradigm: PyDial (Ultes et al., 2017) and ParlAI (Miller et al., 2017).

### 4.2.2 Human-to-Machine

Since collecting dialogue corpus for a task-specific application from scratch is difficult, most of the task-oriented dialogue corpora are fostered based on an existing dialogue system. One famous example of this kind is the Let’s Go Bus Information System which offers live
bus schedule information over the phone (Raux et al., 2005) leading to the first Dialogue State Tracking Challenge (Williams et al., 2013). Taking the idea of the Let’s Go system forward, the second and third DSTCs (Henderson et al., 2014b,c) have produced bootstrapped human-machine datasets for a restaurant search domain in the Cambridge area, UK. Since then, DSTCs have become one of the central research topics in the dialogue community (Kim et al., 2016, 2017). While human-to-machine data collection is an obvious solution for dialogue system development, it is only possible with a provision of an existing working system. Therefore, this chicken (system)-and-egg (data) problem limits the use of this type of data collection to existing system improvement instead of developing systems in a completely new domain. What is even worse is that the capability of the initial system introduces additional biases to the collected data, which may result in a mismatch between the training and testing sets (Wen et al., 2016). The limited understanding capability of the initial system may prompt the users to adapt to simpler input examples that the system can understand but are not necessarily natural in conversations.

4.2.3 Human-to-Human

Arguably, the best strategy to build a natural conversational system may be to have a system that can directly mimic human behaviors through learning from a large amount of real human-human conversations. With this idea in mind, several large-scale dialogue corpora
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Fig. 4.3 The Human-to-machine (H2M) paradigm requires a pre-built dialogue system. The annotation of system actions comes for free but the dialogues are biased by the system’s capacity and the user’s susceptibility to interactions.

have been released in the past, such as the Twitter (Ritter et al., 2010) dataset, the Reddit conversations (Schrading et al., 2015), and the Ubuntu technical support corpus (Lowe et al., 2015). Although previous work (Vinyals and Le, 2015) has shown that a large learning system can learn to generate interesting responses from these corpora, the lack of grounding conversations onto an existing knowledge base or APIs limits the usability of developed systems. Due to the lack of an explicit goal in the conversation, recent studies have shown that systems trained with this type of corpus not only struggle in generating consistent and diverse responses (Li et al., 2016a) but are also extremely hard to evaluate (Liu et al., 2016).

However, the human-human conversations for task-oriented domains can be collected in a more constrained environment. The Wizard-of-Oz framework (WOZ) (Kelley, 1984) was first proposed as an iterative approach to improve user experiences when designing a conversational system. The goal of WOZ data collection is to log down the conversation for future system development. One of the earliest dataset collected in this fashion is the ATIS corpus (Hemphill et al., 1990), where conversations between a client and an airline help-desk operator were recorded. Rieser et al. (2014) used the WOZ framework to collect restaurant-search oriented spoken conversations with trained wizards. Recently, Wen et al. (2017b) have shown that the WOZ approach can be applied to collect high-quality typed conversations where a machine learning-based system can learn from. By modifying the original WOZ framework to make it suitable for crowd-sourcing, a total of 676 dialogues
Fig. 4.4 The WOZ data collection setup. The user is given a predefined task while the “system” is equipped with knowledge databases to help fulfill the user’s goal. All actions on both sides can be tracked to collect a variety of learning signals stored as rich dialogue annotations.

was collected via Amazon Mechanical Turk. The corpus was later extended to additional two languages for cross-lingual research (Mrkšić et al., 2017b). Subsequently, this approach is followed by Asri et al. (2017) to collect the Frame corpus in a more complex travel booking domain, and Eric et al. (2017) to collect a corpus of conversations for in-car navigation. Despite the fact that all these datasets contain highly natural conversations comparing to other human-machine collected datasets, they are usually small in size with only a limited domain coverage.

4.3 Data Collection Set-up

Following the Wizard-of-Oz set-up (Kelley, 1984), corpora of annotated dialogues can be gathered at relatively low costs and with a small-time effort. This is in contrast to previous approaches (Henderson et al., 2014a) and such WOZ set-up has been successfully validated by Wen et al. (2017b) and Asri et al. (2017). Therefore, we follow the same process to create a large-scale corpus of natural human-human conversations. Our goal was to collect multi-domain dialogues. To overcome the need for relying the data collection to a small set
of trusted workers\footnote{Excluding annotation phase.}, the collection set-up is designed to provide an easy-to-operate system interface for the Wizards and easy-to-follow goals for the users. This results in a bigger diversity and semantical richness of the collected data (see Section 4.4.3). Moreover, having a large set of workers mitigates the problem of artificial encouragement of a variety of behavior from users. A detailed explanation of the data-gathering process from both sides is provided below. Subsequently, we show how the crowd-sourcing scheme can also be employed to annotate the collected dialogues with dialogue acts.

### 4.3.1 Dialogue Task

The domain of a task-oriented dialogue system is often defined by an ontology, a structured representation of the back-end database. The ontology defines all entity attributes called slots and all possible values for each slot. In general, the slots may be divided into \textit{informable} slots and \textit{requestable} slots. \textit{Informable} slots are attributes that allow the user to constrain the search (e.g., area or price range). \textit{Requestable} slots represent additional information the users can request about a given entity (e.g., phone number). Based on a given ontology spanning several domains, a task template was created for each task through random sampling. This results in single and multi-domain dialogue scenarios and domain-specific constraints were generated. In domains that allowed for that, an additional booking requirement was sampled with some probability.

To model more realistic conversations, goal changes are encouraged. With a certain probability, the initial constraints of a task may be set to values so that no matching database entry exists. Once informed about that situation by the system, the users only needed to follow the goal which provided alternative values.

### 4.3.2 User Side

To provide information to the users, each task template is mapped to natural language. Using heuristic rules, the task is then gradually introduced to the user to prevent an overflow of information. The goal description presented to the user is dependent on the number of turns already performed. Moreover, if the user is required to perform a sub-task (for example – booking a venue), these sub-goals are shown straight-away along with the main goal in the given domain. This makes the dialogues more similar to spoken conversations.\footnote{However, the length of turns are significantly longer than with spoken interaction (Section 4.4.3).} Figure 4.5 shows a sampled task description spanning over two domains with booking requirement.
Fig. 4.5 A sample task template spanning over three domains: hotels, restaurants and booking. The sub-goals are gradually introduced during the dialogue.

Natural incorporation of co-referencing and lexical entailment into the dialogue was achieved through implicit mentioning of some slots in the goal.

Fig. 4.6 The interface of the user side. The crowd-worker has to first read the dialogue history. Then, the response box becomes available. The user is also asked to annotate the topics mentioned in the current turn.
4.3 Data Collection Set-up

Figure 4.6 presents the user side interface where the worker needs to properly respond given the task description and the dialogue history.

4.3.3 System Side

The wizard is asked to perform the role of a clerk by providing information required by the user. He is given an easy-to-operate graphical user interface to the back-end database. The wizard conveys the information provided by the current user input through a web form. This information is persistent across turns and is used to query the database. Thus, the annotation of a belief state is performed implicitly while the wizard is allowed to fully focus on providing the required information. Given the result of the query (a list of entities satisfying current constraints), the wizard either requests more details or provides the user with adequate information. At each system turn, the wizard starts with the results of the query from the previous turn. Figure 4.7 shows the wizard page with the GUI over all domains.

Fig. 4.7 The interface of the wizard side. The crowd-worker has to first read the dialogue history. Then, the window with a list of databases activates. The crowd-worker updates the information given by the customer. The lookup button sends the query to the database and provides the list of entities satisfying user requirements. Finally, the response box becomes available.

To ensure coherence and consistency, the wizard and the user alike first need to go through the dialogue history to establish the respective context. We found that even though multiple workers contributed to one dialogue, only a small margin of dialogues was incoherent.
4.3.4 Annotation of Dialogue Acts

Arguably, the most challenging and time-consuming part of any dialogue data collection is the process of annotating dialogue acts. One of the major challenges of this task is the definition of a set and structure of dialogue acts (Bunt, 2006; Traum and Hinkelmen, 1992). In general, a dialogue act consists of the intent (such as request or inform) and slot-value pairs. For example, the act `inform(domain=hotel, price=expensive)` has the intent `inform`, where the user is informing the system to constrain the search to expensive hotels.

Expecting a big discrepancy in annotations between annotators, we initially ran three trial tests over a subset of dialogues using Amazon Mechanical Turk. Three annotations per dialogue were gathered resulting in around 750 turns. As this requires a multi-annotator metric over a multi-label task, we used Fleiss’ kappa metric (Fleiss, 1971) per single dialogue act. Although the weighted kappa value averaged over dialogue acts was at a high level of 0.704, we have observed many cases of very poor annotations and an unsatisfactory coverage of dialogue acts. Initial errors in annotations and suggestions from crowd workers gradually helped us to expand and improve the final set of dialogue acts from 8 to 13 – see Table 4.2.

![Fig. 4.8 The annotation set-up for one turn. First, the crowd-worker chooses the domain that the current dialogue concerns. Then, she finishes the suggested sentences annotating dialogue acts with slot and values](image)

The variation in annotations made us change the initial approach. We ran a two-phase trial to first identify a set of workers that perform well. Turkers were asked to annotate an illustrative, long dialogue which covered many problematic examples that we have observed in the initial run described above. All submissions that were of high quality were inspected and corrections were reported to annotators. Workers were asked to re-run a new trial dialogue. Having passed the second test, they were allowed to start annotating real dialogues. This procedure resulted in a restricted set of annotators performing high-quality annotations.
4.4 The MultiWOZ Dialogue Corpus

Figure 4.8 shows the set-up for annotation of the system acts with Restaurant domain being turned on.

4.3.5 Data Quality

Data collection was performed in a two-step process. First, all dialogues were collected and then the annotation process was launched. This setup allowed the dialogue act annotators to also report errors (e.g., not following the task or confusing utterances) found in the collected dialogues. As a result, many errors could be corrected. Finally, additional tests were performed to ensure that the provided information in the dialogues matches the pre-defined goals. To estimate the inter-annotator agreement, the averaged weighted kappa value for all dialogue acts was computed over 291 turns. With $\kappa = 0.884$, an improvement in agreement between annotators was achieved although the size of the action set was significantly larger.

4.4 The MultiWOZ Dialogue Corpus

The main goal of the data collection was to acquire highly natural conversations between a tourist and a clerk from an information center in a touristic city. We considered various possible dialogue scenarios ranging from requesting basic information about attractions through booking a hotel room or travelling between cities. In total, the presented corpus consists of 7 domains – Attraction, Hospital, Police, Hotel, Restaurant, Taxi, Train. The latter four are extended domains which include the sub-task Booking. Through a task sampling procedure (Section 4.3.1), the dialogues cover between 1 and 5 domains per dialogue thus greatly varying in length and complexity. This broad range of domains allows to create scenarios where domains are naturally connected. For example, a tourist needs to find a hotel, to get the list of attractions and to book a taxi to travel between both places. Table 4.2 presents the global ontology with the list of considered dialogue acts.

4.4.1 Data Statistics

Following the data collection process from the previous section, a total of 10,438 dialogues were collected. Figure 4.9 (left) shows the dialogue length distribution grouped by single and multi-domain dialogues. Around 70% of dialogues have more than 10 turns which shows the complexity of the corpus. The average number of turns is 8.93 and 15.39 for single and multi-domain dialogues respectively with 115,434 turns in total. Figure 4.9 (right) presents a distribution over the turn lengths. As expected, the wizard replies are much longer – the average sentence lengths are 11.75 and 15.12 for users and wizards respectively.
Fig. 4.9 Dialogue length distribution (left) and distribution of number of tokens per turn (right).

The responses are also more diverse thus enabling the training of more complex generation models.

Fig. 4.10 Dialogue acts frequency (left) and number of dialogue acts per turn (right) in the collected corpus.

Figure 4.10 (left) shows the distribution of dialogue acts annotated in the corpus. We present here a summarized list where different types of actions like inform are grouped together. The right graph in Figure 4.10 presents the distribution of number of acts per turn. Almost 60% of dialogues turns have more than one dialogue act showing again the richness of system utterances. These create a new challenge for reinforcement learning-based models requiring them to operate on concurrent actions.

In total, 1,249 workers contributed to the corpus creation with only few instances of intentional wrongdoing. Additional restrictions were added to automatically discover instances
of very short utterances, short dialogues or missing single turns during annotations. All such cases were corrected or deleted from the corpus.

### 4.4.2 Data Structure

There are 3,406 single-domain dialogues that include booking if the domain allows for that and 7,032 multi-domain dialogues consisting of at least 2 up to 5 domains. To enforce reproducibility of results, the corpus was randomly split into a train, test and development set. The test and development sets contain 1k examples each. Even though all dialogues are coherent, some of them were not finished in terms of task description. Therefore, the validation and test sets only contain fully successful dialogues thus enabling a fair comparison of models.

<table>
<thead>
<tr>
<th>act type</th>
<th>inform / request / select / recommend / not found</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>request booking info / offer booking / inform booked / decline booking</td>
</tr>
<tr>
<td></td>
<td>welcome / greet / bye / reqmore</td>
</tr>
</tbody>
</table>

| slots              | address / postcode / phone / name / no of choices / area / pricerange / type / internet / parking / stars / open hours / departure destination / leave after / arrive by / no of people / reference no. / trainID / ticket price / travel time / department / day / no of days |

Table 4.2 Full ontology for all domains in our data-set. The upper script indicates which domains it belongs to: *: universal, 1: restaurant, 2: hotel, 3: attraction, 4: taxi, 5: train, 6: hospital, 7: police.

Each dialogue consists of a goal, multiple user and system utterances as well as a belief state and set of dialogue acts with slots per turn. Additionally, the task description in natural language presented to turkers working from the visitor’s side is added.

### 4.4.3 Comparison to Other Structured Corpora

To illustrate the contribution of the new corpus, we compare it on several important statistics with the DSTC2 corpus (Henderson et al., 2014a), the SFX corpus (Gašić et al., 2014), the WOZ2.0 corpus (Wen et al., 2017b), the FRAMES corpus (Asri et al., 2017), the KVRET corpus (Eric et al., 2017), and the M2M corpus (Shah et al., 2018). Figure 4.3 clearly shows that our corpus compares favorably to all other data sets on most of the metrics with the number of total dialogues, the average number of tokens per turn and the total number of unique tokens as the most prominent ones. Especially the latter is important as it is directly linked to linguistic richness.
Table 4.3 Comparison of our corpus to other largest task-oriented data sets. Numbers in bold indicate best value for the respective metric. The numbers are provided for the training part of data except for FRAMES data-set were such division was not defined.

### 4.5 A New Wave of Datasets and End-to-End Modelling

The collection and release of MultiWOZ pushed further the research in two exciting areas of dialogue modelling. First, last year witnessed a substantial increase in the availability of task-oriented resources influenced by MultiWOZ. Secondly, it facilitated the end-to-end dialogue modelling as it was adopted in the latest Dialogue System Challenge.

#### 4.5.1 New Data Collection Paradigms and Task-Oriented Corpora

After the release of MultiWOZ, both academic and industrial research groups have built upon our proposed paradigm leading to the introduction of several new dialogue corpora. Byrne et al. (2019) carried the collection combining the WOZ paradigm with “self-dialogue” in which crowd-sourced workers write the entire dialogue themselves. Contrary to MultiWOZ, crowd-workers were not restricted to any knowledge-base but trained annotators labelled dialogues with API calls and arguments after the initial collection. The Schema-Guided Dialogue (SGD) dataset uses the M2M paradigm to focus on the problem of supporting a larger number of services than in MultiWOZ (Rastogi et al., 2019). Rather than creating one large unified schema for the assistant, each service provides a schema listing the supported slots and intents along with their natural language descriptions. The assistant employs a single unified model containing no domain or service-specific parameters to make predictions conditioned on these schema elements. Finally, the community witnessed a substantial increase in the size of available corpora. The MetalWOZ dataset introduces almost 40000 human-human dialogues covering 47 domains collected with the WOZ paradigm. The primary role of the dataset is to test transfer learning capabilities across new domains (Lee et al., 2019). The MultiDoGO corpus introduces over 80000 dialogues collected through the
Wizard-of-Oz approach wherein a crowd-sourced worker is paired with a trained annotator (Peskov et al., 2019). The dataset differentiates between the agents’ speech acts annotated with generic class labels common across all domains, while customer speech acts are labeled with intent classes.

4.5.2 Dialogue System Technology Challenge 8 - Multi-Domain Task Completion Track

MultiWOZ was also adopted as a common benchmark for the end-to-end dialogue modelling. The latest 8th edition of the Dialogue System Technology Challenge introduced the end-to-end task completion track based on MultiWOZ (Kim et al., 2019). The challenge intends to foster progress in two aspects of dialogue systems: dialogue complexity and scaling to a new domain. In order to mitigate the problem of evaluation (Liu et al., 2016), the challenges offer three different evaluation approaches: 1) corpus-based evaluation including slot state accuracy, joint state accuracy, 2) simulation-based evaluation and 3) crowd worker-based evaluation. Along with the challenge, an open-source multi-domain end-to-end dialogue system platform was introduced (Lee et al., 2019). It is the first open-source project that allows to compare and merge conventional pipeline systems with end-to-end neural models in common environments. The track attracted 12 teams that submitted a wide range of models and approaches. The result of the challenge highlights two important aspects of dialogue modelling (Li et al., 2020). Although the best submissions achieved a very high task-completion rate with automatic metrics, the human evaluation shows that the multi-domain dialogues, even in highly constrained domains, still pose a significant challenge. Secondly, the challenge proved that the end-to-end models can perform on par with rule-based systems, a significant result that shows promise for more data-driven dialogue managers.

4.6 Conclusion

As more and more speech oriented applications are commercially deployed, the necessity of building an entirely data-driven conversational agent becomes more apparent. Various corpora were gathered to enable data-driven approaches to dialogue modelling. To date, however, available datasets were usually constrained in linguistic variability or lacking multi-domain use cases. In this chapter, we established a data-collection pipeline entirely based on crowd-sourcing enabling to gather a large scale, linguistically rich corpus of human-human conversations. The crowsourced effort proved that the intuitive set-up of user interface and the gradual introduction of the conversation’s goal allows to collect rich and coherent
dialogues spanning several domains in concurrent way. MultiWOZ offers valuable training data and a new challenging test-bed for existing modular-based approaches ranging from belief tracking to dialogue acts generation. Moreover, the scale of the data should help to push forward research in the end-to-end dialogue modelling.
Chapter 5

Towards End-to-End Multi-Domain Dialogue Modelling

The mere size of the data, although important from the perspective of training parameter-rich models, is not a fundamental game-changer. In this chapter, using a set of three standard tasks in dialogue modelling: 1) dialogue state tracking, 2) policy optimisation and 3) dialogue-act-to-text generation (NLG) we show that MultiWOZ enables modelling challenges of long-term task-oriented conversations. In the first part of the chapter, we focus on building neural dialogue manager generalizing existing architectures to multi-domain dialogues. The proposed model combines the dialogue policy logic with generation and it illustrates the complexity of the new dataset. Finally, the results for DST and NLG are presented showing further the usability of the data in a variety of different dialogue problems and sets a baseline for future studies.

A substantial part of this chapter is based on work published in (Budzianowski et al., 2018a). The results from sections 5.4 have been a joint work with Bo-Hsieng Tseng and Osman Ramadan as a part of his master’s project published in (Ramadan et al., 2018).

5.1 Motivation

Statistical approaches to dialogue modelling typically comprise of various statistical components. This includes a spoken language understanding module, which takes a sentence as input and gives a dialogue act as output, a dialogue belief state tracker that predicts user intent and track the dialogue history, a dialogue policy to determine the dialogue flow, and a natural language generator to convert conceptual representations into system responses. At the other end of the spectrum, sequence-to-sequence learning (Sutskever et al., 2014) has
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inspired several efforts to build end-to-end trainable conversational systems (Li et al., 2016b; Serban et al., 2015). This family of approaches treats dialogue as a source to target sequence transduction problem, applying an encoder network (Cho et al., 2014) to encode a user query into a distributed vector representing its semantics, which then conditions a decoder network to generate each system response.

The collection of large-scale corpus allows to revisit the idea of bootstrapping the policy module with dialogue corpora (Section 2.6.5). As the conversations involved only humans, the naturalness and efficiency ensure the optimality of dialogue flows. This is in stark contrast to corpora where dialogue system takes an active part in data collection (Gašić et al., 2014; Williams et al., 2013) (Sections 4.2.1 and 4.2.2). Moreover, Lemon (2011) argued for, and empirically demonstrated, the benefit of jointly optimizing dialogue management and natural language generation, within a statistical framework.¹ Recent works (Eric et al., 2017; Lei et al., 2018; Wen et al., 2017b) validates this approach using function approximation with direct generation of natural language. The merge of dialogue management with generation creates several benefits over a standard, modular approach:

1. The policy module can be seamlessly bootstrapped with natural conversations simply bypassing explicit dialogue act annotations if they are missing. This significantly increases the amount of available data.

2. The complexity of system utterances in the multi-domain setting increases significantly (Figures 4.10 and 4.9) (Rieser and Lemon, 2009; Wen et al., 2016). Merging both of the modules allows to model more fine-grained domain nuances relying on latent cues learnt from data rather than explicitly defining a more complex system act taxonomy.

3. The modelling labour is greatly reduced by maintaining one model without the need for establishing a communication channel between DM and NLG.

Moreover, the first applications of neural generative models in the dialogue context produced results far from any real-world applications (Li et al., 2016b; Serban et al., 2017; Vinyals and Le, 2015). However, neural language generation recently made a significant progress thanks to pre-training (Howard and Ruder, 2018; Radford et al., 2019). The increase in quality and coherence of generation shows that modelling directly dialogue reasoning through natural realization is not far off. Also, transformer architecture shows the ability to learn new (i.e., domain-specific) token embeddings in the fine-tuning phase (Radford et al., 2019; Wolf et al., 2019). This means that the powerful generative models can adapt through special

¹The proposed model divides the policy between a high-level dialogue manager and a sentence planner that is learnt as a sub-policy.
tokens to particular tasks. By providing the input representation as text with domain-specific tokens, we could potentially use off-the-shelf architectures and adapt to the domain-specific input without the need of training new dialogue sub-modules. This is of high importance for highly-domain specific dialogues considered in this work. Finally, the long-standing problem of dull and repetitive response generation (Li et al., 2016b) has been in the focus of recent work (Holtzman et al., 2019; Kulikov et al., 2018). Owing to new sampling strategies, generative models are now able to create longer and more coherent sequence outputs. It is worth emphasizing that the merge of DM and NLG modules does not preclude from using low-level annotation signals if available. We will take advantage of it in Chapter 6.

5.2 Multi-domain Neural Dialogue Manager

Modelling multi-domain dialogue management has been severely affected by the lack of complex, long-term task-oriented dialogues (Gašić et al., 2015; Lison, 2011; Peng et al., 2017; Wang et al., 2014). The proposed models re-engineered multi-domain conversations through creating artificial environments often without the natural realization layer (Budzianowski et al., 2017; Cuayáhuitzl, 2009; Wang et al., 2014). The collected corpus creates the opportunity to model complex dialogues with validation in the data. Existing approaches maintain separate dialogue managers for either dialogue domains (Gašić et al., 2015) or sub-policies (Budzianowski et al., 2017; Peng et al., 2017). In lieu of recent advancements in building larger and of higher capacity structures (Howard and Ruder, 2018; Radford et al., 2018, 2019), it can be argued that only one dialogue manager should carry out reasoning. This allows to seamlessly switch between the domains and re-use dialogue policies. For example, sub-routines like booking have very similar dialog flows regardless of the domain. In each case slots related with date and time are required along with issuing an API call to reserve the booking. Furthermore, due to the nature of task-oriented dialogues, data scarcity will always be a permanent problem. Therefore, a one structure that does not have to re-learn syntax and grammar-related characteristic of languages increase the sample efficiency and scalability across new domains.

Advances in sequence to sequence learning (Sutskever et al., 2014) has inspired several efforts to build end-to-end trainable, task-oriented conversational systems where modular approach (Young et al., 2013b) can be replaced with one neural architecture. This approach should in theory reduce the cost of building and maintaining task-oriented systems and ease-up transfer learning between different domains. (Wen et al., 2017b) proposed a seminal neural network-based model for task-oriented dialogue systems by balancing the strengths and the weaknesses of the two research communities. The model is end-to-end trainable but
modularly connected; it does not directly model the user goal, but nevertheless, it still learns
to accomplish the required task by providing relevant and appropriate responses at each turn.
The model consists of a separate belief tracker, a database pointer which is based on results
from the understanding, and policy and generation modules. Several models built upon this
baseline tackling some of its inefficiencies. (Eric et al., 2017) proposed to combine attentions
over the input sequence and the database. The output probabilities from both sources are
combined to form the generated answer. Madotto et al. (2018) combines the multi-hop
attention over memories (Sukhbaatar et al., 2015) with the idea of pointer network (Vinyals
et al., 2015). The model incorporates the database into dialogue context and it uses global
multi-hop attention mechanisms to copy words directly from dialog history or KBs. These
architectures do not break differentiability, however, they typically require a large amount
of data to train (Bordes et al., 2017; Eric et al., 2017). Moreover, the performance does not
scale well with the increase in the size of the database. All of above-mentioned models were
created and evaluated on simple and single-domain oriented datasets. Most of dialogues have
around 3 system turns making this more similar to a question-answering set-up. Also, they
often involve the pre-training of some of their components. The proposed dialogue manager
significantly expands on a number of domains and complexity of conversations that it can
handle.

5.3 Evaluating the state of the art model on MultiWOZ

We experimented with evaluating a neural response generation model with an oracle belief-
state obtained from the wizard annotations (Section 2.5). This allows us to obtain a clear
benchmark where the performance of the composite of dialogue management and response
generation is completely independent of the belief tracking. In the creation of our multi-
domain neural dialogue manager we follow the state of the art model for a single domain
Wen et al. (2017b) who frames the dialogue as a context to response mapping problem.
The structure of the model is adapted to the multi-domain environment where the system
can interchangeably switch between various domains and services. An architecture of the
multi-domain dialogue system is composed of three sources of input. 1) the oracle belief
state, 2) the database pointer and 3) the dialogue context. These three encoded signals are
concatenated and transformed by the feed-forward network to serve as an initial context for
the decoder. Figure 5.1 presents a high-level outline of the system. We consider a dialogue
that consists of $T$ turns. Where it does not create confusion, $L$ denotes a length of both user
and system sentences per turn. The full ontology consists of $D$ domains, each with $S_d$ slots
and $V_d$ values. We differentiate between a user output ($u$) and a machine (system) output ($m$).
5.3 Evaluating the state of the art model on MultiWOZ

5.3.1 Intent Modelling

At each turn, the encoder takes a sequence of input tokens \( u_t = (w^0_t, w^1_t, ..., w^L_t) \) and uses a (bi-directional) recurrent neural network to output a distributed user utterance representation \( u_t \) which is the final hidden state:

\[
    u_t = h^u_L = \text{RNN}_\theta(u_t).
\]

Wen et al. (2017b) defines this as a distributed intent representation which replaces the hand-coded dialogue act representation. In task-based end-to-end systems, the general sequence-to-sequence network is conditioned on two additional models which are essential for long-term dialogue modeling: 1) dialogue state tracking (DST) and 2) the knowledge base querying component. The summarized dialogue state is formed by concatenating three probability values: 1) a probability that the slot has not been mentioned until this turn; 2) a probability that the user does not care about this constraint; and 3) a sum of all other values for the given slot. This yields a 3-bin one-hot encoding \( b_{s, d, t} \) for each slot. The global dialogue/belief state vector is then formed by concatenating all slot-dependent vectors over...
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all domains:

\[ b_t = \bigoplus_{d \in D} \bigoplus_{s_d \in S_d} b_{sd,t}, \quad (5.1) \]

where \( S \) is a set of all slots in a domain. The current belief state \( b_t \) can be used to query the knowledge base. Based on the numbers of entities in the database that satisfy the current belief state, we form \( n \)-bin one-hot encodings for each domain \( k_d \). In all experiments, we use 6-bin encodings for 0, 1, 2, 3, 4, or more than 4 matches. All domain-dependent vectors are then concatenated into a global domain vector:

\[ k_t = \bigoplus_{d \in D} k_{d,t}. \quad (5.2) \]

5.3.2 Decision Making

In the next step, a policy vector is created to mimic the dialogue manager in the traditional modular approach. The intent vector \( u_t \), the belief state vector \( b_t \) and the knowledge database vector \( k_t \) are combined together and processed through a nonlinear layer:

\[ a_t = \tanh(W_u u_t + W_k k_t + W_b b_t). \quad (5.3) \]

This vector can be seen as a continuous version of a system act in the traditional modular approach summarizing the current state and action in a high-dimensional space.

5.3.3 Generation

The generation module uses a language model in the form of the recurrent neural network that outputs probabilities over the vocabulary set at each time step:

\[ P(w_{j+1}|w_j, h_{j-1}^m) = \text{softmax}(\text{RNN}(w_j, h_{j-1}^m)), \]

where \( w_j \) is the last output token and \( h_{j-1}^m \) is the hidden vector from the previous step. We condition a language generator through the action vector \( a_t \) by using it as the first hidden vector, i.e:

\[ h_{0}^m = a_t. \]

To begin the generation process we use a special token (signifying the beginning of a sentence, SOS) as \( w_0 \). The generation process stops when the network outputs a special token informing about the end of the sentence (EOS). The standard cross entropy is adopted as our objective.
function to train a language model:

$$L(\theta) = \sum_t \sum_j y^t_j \log p^t_j,$$

where $y^t_j$ and $p^t_j$ are output token targets and predictions respectively, at turn $t$ of output step $j$. In our case every token is treated equally to make the model as simple and as general as possible.

**Attention Mechanism**

The signal from the user sentence can be amplified through the attention mechanism that enable focusing on the most relevant part of the utterance at each step. After each pass of the RNN over the user sentence the hidden vectors for each word are stored as:

$$h^u = (h^u_1, h^u_2, \ldots, h^u_L).$$

These are combined through a score function with the current hidden vector in the generation module $h^m_{j-1}$:

$$a_{ij} = \text{score}(h^u_i, h^m_{j-1}) = v^T \tanh(W^T (h^u_i \oplus h^m_{j-1}) + b)$$

and passed through a softmax operator to produce the attention weights:

$$\alpha_{ij} = \frac{e^{a_{ij}}}{\sum_{l=1}^L e^{a_{lj}}}.$$

The current attentive hidden vector (the context vector) from the user sentence is created by weighting each hidden output with the attention weights:

$$h^u_c = \sum_{i=1}^L \alpha_{ij} h^u_i.$$

The context vector is concatenated with the previous generated embedded word

$$w^m_{j-1} = h^u_c \oplus w_{j-1}$$

to output the prediction for the next word:

$$P(w_{j+1}|w_j, h^m_{j-1}, h^u) = \text{softmax}(\text{RNN}(w^m_{j-1}, h^m_{j-1})).$$
5.4 Training Protocol

All models were trained for 20 full passes over the training dataset. The best set of hyperparameters was found by a grid search, evaluating on the held-out validation subset of the dataset. We varied between the size of embedding vectors, hidden representation, $l_2$-norm penalty and the size of the dictionary. The gradients are clipped by 5.0 throughout the whole training process. Three different recurrent architectures – standard RNN, its gated version (Chung et al., 2014) and bi-directional LSTMs (Graves et al., 2013) were analyzed with two different attention mechanisms (Bahdanau et al., 2014; Luong et al., 2015). However, no significant differences in performance

Evaluation Metrics  Since often times the evaluation of a dialogue system without direct interaction with the real users can be misleading (Liu et al., 2016), three different automatic metrics are included to ensure the result is better interpreted. The fluency is measured via BLEU score (Papineni et al., 2002). The dialogue task completion is divided into two sub-tasks. First, the Inform rate evaluates whether the system has provided an appropriate entity, i.e. the entity that satisfies the constraints from the user’s goal. If the dialogue spans across multiple domains, the score is positive only if in all domains entities satisfy the user’s needs. If the Inform rate is positive, the Success rate evaluates whether the model answered all the requested attributes of provided entities.\footnote{The Success rate metric in the case of a single domain is the same as the one used in Chapter 3.} Again, the metric is positive if the requested attributes were given in all domains. We consider both Inform and Success metrics since the former evaluates the ability to retrieve right entities and the latter evaluates the ability to reason and answer questions about entities. The best models on the validation set are chosen according to the following formula:

$$0.5\times \text{Inform} + 0.5\times \text{Success} + \text{BLEU}.$$  

The formula enforces both task-completion and natural language realization.

5.4.1 Evaluation

Table 5.1 presents the results of various of model architectures trained on the new dataset with comparison to the Cam676 dataset (Table 4.3) (Wen et al., 2017b). The latter datasets consists of 676 dialogues in the CamRestaurant domain (Section 3.4) collected also in a Wizard-of-Oz fashion. The dialogues are significantly shorter without changes in the user goal throughout the dialogue. As expected, the model achieves an almost perfect score on
the Inform metric on the Cam676 dataset taking the advantage of an oracle belief state signal. However, even with the perfect dialogue state tracking of the user intent, the baseline models obtain almost 30% lower score on the Inform metric on the new corpus. The addition of the attention improves the score on the Success metric on the new dataset by less than 1%. Nevertheless, as expected, the best model on MultiWOZ is still falling behind by a large margin in comparison to the results on the Cam676 corpus taking into account both Inform and Success metrics. As most of dialogues span over at least two domains, the model has to be much more effective in order to execute a successful dialogue.

To illustrate the complexity of the new policy task, Appendix A shows randomly picked dialogues from Cam676 and MultiWOZ where system’s responses were generated by the trained models. The trivial policy of providing a restaurant and all necessary information achieves 100% performance since the user does not change her goal in Cam676. In MultiWOZ, the policy has to cope with changes of preferences, different domains and a booking procedure. Only then, the Inform metric will be positive in a given dialogue. Moreover, the BLEU score on the MultiWOZ is lower than the one reported on the Cam676 dataset. This is mainly caused by more diverse linguistic expressions observed in the MultiWOZ dataset.

### 5.5 MultiWOZ as a New Benchmark

The complexity and the rich linguistic variation in the collected MultiWOZ dataset makes it a great benchmark for a range of dialogue tasks. The usefulness in dialogue management task was shown in the previous section (Table 5.1). To further prove the potential of the MultiWOZ corpus, we report a benchmark result for two other standard tasks: dialogue state tracking, and dialogue-context-to-text generation. These results illustrate new challenges introduced by the MultiWOZ dataset for different dialogue modelling problems.

<table>
<thead>
<tr>
<th></th>
<th>Cam676 w/o attention</th>
<th>Cam676 w/ attention</th>
<th>MultiWOZ w/o attention</th>
<th>MultiWOZ w/ attention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inform (%)</td>
<td>99.17</td>
<td>99.58</td>
<td>71.29</td>
<td>71.33</td>
</tr>
<tr>
<td>Success (%)</td>
<td>75.08</td>
<td>73.75</td>
<td>60.29</td>
<td>60.96</td>
</tr>
<tr>
<td>BLEU</td>
<td>0.219</td>
<td>0.204</td>
<td>0.188</td>
<td>0.189</td>
</tr>
</tbody>
</table>

Table 5.1 Performance comparison of different model architectures using a corpus-based evaluation. The results are averaged over three models.
5.5.1 Dialogue State Tracking

A robust natural language understanding and dialogue state tracking is the first step towards building a good conversational system. Since multi-domain dialogue state tracking is still in its infancy and there are not many comparable approaches available (Rastogi et al., 2017), we instead report our state-of-the-art result on the restaurant subset of the MultiWOZ corpus as the reference baseline. The proposed method (Ramadan et al., 2018) exploits the semantic similarity between dialogue utterances and the ontology terms which allows the information to be shared across domains. Furthermore, the model parameters are independent of the ontology and belief states, therefore the number of the parameters does not increase with the size of the domain itself. The same model was trained on both the WOZ 2.0 and the proposed MultiWOZ datasets, where the WOZ 2.0 corpus consists of 1200 single domain dialogues in the restaurant domain (Table 4.3) (Mrkšić et al., 2017a). Although not directly comparable\(^3\), Table 5.2 shows that the performance of the model is consecutively poorer on the new dataset for every slot compared to WOZ 2.0. These results demonstrate how demanding is the new dataset as the conversations are richer and much longer.

<table>
<thead>
<tr>
<th>Slot</th>
<th>WOZ 2.0</th>
<th>MultiWOZ (restaurant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall accuracy</td>
<td>96.5</td>
<td>89.7</td>
</tr>
<tr>
<td>Joint goals</td>
<td>85.5</td>
<td>80.9</td>
</tr>
</tbody>
</table>

Table 5.2 The test set accuracies overall and for joint goals in the restaurant sub-domain.

\(^3\)The restaurant domain in MultiWOZ has more slots involving a booking procedure.

5.5.2 Dialogue-Act-to-Text Generation

Natural language generation from a structured meaning representation (Bohus and Rudnicky, 2005; Oh and Rudnicky, 2000) has been a very popular research topic in the community, and the lack of data has been a long-standing block for the field to adopt more machine learning methods. Due to the additional annotation of the system acts, the MultiWOZ dataset serves as a new benchmark for studying natural language generation from a structured meaning representation. In order to verify the difficulty of the collected dataset for the language generation task, we compare it to the SFX dataset (Table 4.3), which consists of around 5k dialogue act and natural language sentence pairs. We trained the same Semantically Conditioned Long Short-term Memory network (SC-LSTM) proposed by Wen et al. (2015)
on both datasets and used the metrics as a proxy to estimate the difficulty of the two corpora. To make a fair comparison, we constrained our dataset to only the restaurant sub-domain which contains around 25k dialogue turns. To give more statistics about the two datasets: the SFX corpus has 9 different act types with 12 slots comparing to 12 acts and 14 slots in our corpus. The best model for both datasets was found through a grid search over a set of hyper-parameters such as the size of embeddings, learning rate, and number of LSTM layers. Table 5.3 presents the results on two metrics: BLEU score and slot error rate (SER). The

<table>
<thead>
<tr>
<th>Metric</th>
<th>SFX</th>
<th>MultiWOZ (restaurant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SER (%)</td>
<td>0.46</td>
<td>4.378</td>
</tr>
<tr>
<td>BLEU</td>
<td>0.731</td>
<td>0.616</td>
</tr>
</tbody>
</table>

Table 5.3 The test set slot error rate (SER) and BLEU on the SFX dataset and the MultiWOZ restaurant subset.

significantly lower metrics on the MultiWOZ corpus showed that it is much more challenging than the SFX restaurant dataset. A smaller difference between BLEU scores than SER can be explained by the fact that BLEU is calculated based on 1-4 grams among all sentences. While the BLEU score can be high, the prediction does not match the key semantic terms, i.e slots. The complexity of input semantics is easier in SFX where only one act per example containing few slots. In MultiWOZ, however, more than 60% of the dialogue turns are composed of at least two system acts, and one-act can contain several slots.

**5.6 Conclusion**

The large-scale corpora collected and presented in Chapter 4 allows now to bootstrap the dialogue manager based on human-human dialogues. This chapter defines a set of benchmarks to illustrate the difficulty of collected conversations as well as to establish a gold standard for different approaches to task-oriented dialogue modelling. A multi-domain neural dialogue manager with multi-domain belief state, database pointer and attention component over decoded space was proposed. The model combines dialogue management with generation building upon single-domain neural end-to-end architectures. The proposed model was evaluated on the collected multi-domain dialogues. Compared to the single-domain set-up, the performance significantly drops as multi-domain dialogues are longer, often including two domains in one turn requiring better architectures that will allow to produce richer system outputs. Further, two other benchmarks: dialogue state tracking and generation are
established. Again, modelling multiple domains and slots simultaneously poses significant challenges to the existent state-of-the-art approaches.
Chapter 6

Multi-Action and Slot Dialogue Agent for Managing Concurrent Actions

Building upon the baseline proposed in Chapter 5, this chapter proposes a novel reinforcement learning-based approach for training a Multi-Action and Slot Dialogue Agent (MASDA). In the first part, given the findings from the analysis of MultiWOZ, several limitations of current dialogue models are displayed. This includes handling concurrent actions present in a single turn and lack of interpretability, which consequently impedes the use of intermediate signals. In the second part of the chapter, we address these limitations with MASDA which explicitly models system acts and slots using intermediate signals, resulting in an improved task-based end-to-end framework. The model can also select concurrent actions in a single turn: this enriches the representation of generated responses. The evaluation of complex dialogues from the MultiWOZ dataset demonstrates that the proposed model outperforms previous end-to-end frameworks, while also offering improved scalability.

6.1 Motivation

Recent research puts increasingly more focus on end-to-end dialogue modeling (Eric et al., 2017; Lei et al., 2018; Liu et al., 2018; Wen et al., 2017a; Zhao et al., 2018). Relying on recurrent sequence-to-sequence modeling (Sutskever et al., 2014), the main idea is to propagate the learning signal through the entire dialogue system: this enables information sharing between all the constituent modules. However, the end-to-end models have their own limitations. They suffer from lack of long-term planning: this hinders their task completion effectiveness (Li et al., 2017a). Moreover, the collected corpus containing multi-domain multi-turn dialogues provide new challenges for efficient dialogue management within
the end-to-end paradigm (Chapter 4). In particular, multi-action and multi-slot response generation are handled through hand-crafted and non-scalable summary action spaces in current reinforcement learning (RL)-based approaches to dialogue management (Gašić et al., 2010). Several recent works tackle this problem with learning underlying dialogue intent through unsupervised modelling (Wen et al., 2017a; Zhao and Eskenazi, 2018; Zhao et al., 2018). These models rely on the neural variational inference frameworks (Mnih and Gregor, 2014) to handle complex dialogue acts. However, this modeling paradigm currently lacks clear-cut boundaries between different discrete latent encodings as their homogeneity results are not yet satisfactory (Zhao et al., 2018). As a consequence, these models currently cannot fully exploit intermediate signals (e.g., dialogue annotations) if such signals are available. Contrary to the case of open-domain domains, task-oriented dialogues often can be described in the district space of actions and benefit from supervision.

In this chapter, we propose a novel end-to-end learning model dubbed MASDA: Multi Action and Slot Dialogue Agent. The proposed model utilises the explicit signal originating from the intermediate annotations of system acts and slots (Traum, 1999) to inform the dialogue management module. The inclusion of the explicit additional supervised signal results in fully interpretable actions taken by the model. It also enables RL-based fine-tuning of the management module. In summary, the main contributions of this chapter are as follows. First, we propose and validate a scalable RL-based framework for managing concurrent actions. Such actions are ubiquitous in multi-domain conversations but have been typically discarded by previous end-to-end approaches. Second, we demonstrate that intermediate dialogue annotations for acts and slots improve task-completion effectiveness for end-to-end dialogue systems. Finally, we combine both concurrent action modeling and slot information: this yields our final MASDA model. The model is pretrained using the supervised learning signal, and further autonomously fine-tuned with RL. The results indicate that managing concurrent actions and leveraging explicit intermediate signals in the form of dialogue act and slot annotations improve task-completion metrics. With the scalable RL-based fine-tuning process, our model pushes the policy to new state-of-the-art results on the MultiWOZ dataset.

### 6.2 Complex Multi-Domain Dialogues

A prominent challenge introduced in multi-domain dialogues concerns the observation that a large number of dialogue’s turns, in fact, comprises more than one dialogue act, as illustrated in Figure 4.10 from Section 5. The richness of system utterances is exemplified by the fact that almost 50% of turns contain more than one dialogue act. What is more, the total number of intent combinations in MultiWOZ is 281. An often recurring combination of dialogue acts
6.2 Complex Multi-Domain Dialogues

(Section 2.5) concerns Inform and Request acts. For example, the system utterance: “I have found 4 hotels satisfying your criteria. Do you have any preference for the area?” can be labelled as:

Inform(domain=hotel,price=moderate,entities=4)
Request(domain=hotel,area)

In the example, Inform and Request are two distinct dialogue acts found in a single system utterance. Thanks to the more complex utterances, wizards could serve the users faster by providing more information (Inform) while leading the dialog flow (Request). However, the current state-of-the-art RL-based policy models do not accommodate for operating with concurrent actions (Fatemi et al., 2016; Gašić et al., 2010; Wen et al., 2017a). The standard approach takes its next decision based on probabilities parametrised through a softmax gate. In single-domain settings comprising a small number of actions, it is possible to enlist and model all possible dialogue act combinations. However, this strategy does not scale well: it is not viable for more complex conversations covering multiple acts and domains (Casanueva et al., 2018).

Moreover, a very desired characteristic of machine learning models is the interpretability (Doshi-Velez and Kim, 2017). Interpretable system actions allow human to understand the behaviour of a dialog system and better interpret the system intentions (Wen et al., 2017a). Secondly, the interpretability of system actions eases up debugging the cause of errors and guide further data collections. Also, if some system actions have higher business costs, additional rule-based constraints can be added to ensure the robustness of the policy. Current unsupervised modeling paradigms lack clear-cut boundaries between different discrete latent encodings (Wen et al., 2017a; Zhao et al., 2018). However, we can take advantage of the fact that MultiWOZ provides intermediate labels for actions and slots that can be used in a supervised pre-training phase.

Table 6.1 lists all dialogue acts present in MultiWOZ. There are 14 different dialogue acts in total. The No annotation act is assigned to turns that the human annotators found difficult to categorise. Out of the 14 acts, 4 acts are system-specific: they typically depends on crowdsourced workers communication style. These actions are more challenging to predict and model, as they are an artefact of the data collection procedure; they depend on the conversation style of the person having run the system side during data collection. In what follows, we test the policy module with two action sets: 1) Full contains all 14 actions, while 2) Constrained is reduced only to 10 actions that are not system-specific, see Table 6.1.
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<table>
<thead>
<tr>
<th>Dialogue act</th>
<th>System-specific?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request</td>
<td>✗</td>
</tr>
<tr>
<td>Inform</td>
<td>✗</td>
</tr>
<tr>
<td>Request more</td>
<td>✓</td>
</tr>
<tr>
<td>Recommend</td>
<td>✗</td>
</tr>
<tr>
<td>Select</td>
<td>✗</td>
</tr>
<tr>
<td>No entities available</td>
<td>✗</td>
</tr>
<tr>
<td>Goodbye</td>
<td>✓</td>
</tr>
<tr>
<td>You are welcome</td>
<td>✓</td>
</tr>
<tr>
<td>Booking proposal</td>
<td>✗</td>
</tr>
<tr>
<td>Book</td>
<td>✗</td>
</tr>
<tr>
<td>Booking confirmation</td>
<td>✗</td>
</tr>
<tr>
<td>Booking rejection</td>
<td>✗</td>
</tr>
<tr>
<td>Greet</td>
<td>✓</td>
</tr>
<tr>
<td>No annotations</td>
<td>✗</td>
</tr>
</tbody>
</table>

Table 6.1 The list of all 14 labelled actions occurring in the MultiWOZ corpus. The system specific flag signifies whether the action typically depends on the turker communication style.

6.3 Managing Concurrent Actions

We now describe the proposed policy model for managing concurrent actions, along with its training procedure spanning both supervised and reinforcement learning phases. Figure 6.1 presents the full architecture of the system. The baseline framework is built upon the encoding of the state as defined in Section 5.4.

6.3.1 Explicit Policy Module

Sequence-to-sequence architectures (Sutskever et al., 2014; Vinyals and Le, 2015) are known to be inefficient at retaining long-term planning of the conversation even with attention-based approaches (Parthasarathi et al., 2020; Serban et al., 2017; Wei et al., 2018). One way to mitigate this limitation is by supplementing the architectures with an explicit policy module that encodes predefined set of actions. This was empirically proven to improve task-based dialogue systems (Wen et al., 2017a; Zhao et al., 2018). The policy module is typically instantiated as a feed-forward neural network that takes the vector $x_t$ from Equation (5.3) as its input (see Section 5.3 again). Comparing to previous works, we have a feed-forward network in the policy module with a sigmoid in the last layer that allows to predict separately
the probability of choosing each of possible actions. This allows us to have more than just one action per system sentence. According to probabilities we can sample from the distribution or take actions that probability is higher than 0.5. This decision vector is then passed further to the decoder.

The feed forward net consists of three non-linear layers with tanh activations: $z_t = MLP(x_t)$. The probabilities over the action space are then defined as:

$$\pi(a_t|x_t) = \phi(z_t),$$  \hspace{1cm} (6.1)

where $\phi$ denotes operation of multi-dimensional sigmoid or softmax. In the case of sigmoid activation, following Harmer et al. (2018), we assume that each action is conditionally independent given the state representation $x_t$, that is:
where $a^n_t$ is the $n$-th action from the action set $\mathcal{A}$. We note here that this simplification is not justified by the data, but by the need to simplify the mathematical modeling of the framework. Dialogue actions are clearly related; actions such as Greet and Goodbye should not occur together. In another example, issuing booking action before fixing the correct entity should be prevented. Nevertheless, we hope that the expressiveness of the policy network provides enough context to allow the sigmoid layer to model the relations between probabilities correctly. This assumption allows us to treat each action as a Bernoulli random variable leading to:

$$
\pi^a_\theta(a_t|x_t) = \prod_{n=1}^{N} \pi(a^n_t|x_t), \quad (6.2)
$$

Now, both activations give output that can be interpreted as probabilities and thus we can sample the discrete action (or actions):

$$
a^s_t \sim \pi(a_t|x_t). \quad (6.4)
$$

Let us denote by $W$ and $b$ any weight matrix and bias, respectively. Following Wen et al. (2017a), we force the mixing of information encoded in the state representation ($x_t$) with the chosen action vector through their direct multiplication. This provides us with a context vector used in the response generation part:

$$
c_t = (W_1^T \cdot a_t + b_1) \odot (W_2^T \cdot x_t + b_2). \quad (6.5)
$$

The first hidden vector used in the response decoder is formed by concatenating $c_t$ with the action vector to reinforce the signal and then transforming it through a non-linear layer again:

$$
h_0 = \tanh(W_3^T \cdot (a_t \oplus c_t) + b_3). \quad (6.6)
$$

### 6.3.2 Sigmoid vs. Softmax

The set of all possible actions $\mathcal{A} = \{a_1, \ldots, a_N\}$ consists of $N$ individual actions which is any subset of the action set from Table 6.1. Standard RL approaches restrict the subset to contain
only one action per time step (Sutton and Barto, 1999) through stochastic policy \( \pi : \mathcal{X} \rightarrow \mathcal{A} \) where \( \mathcal{X} \) refers to the input space. To enable managing concurrent actions (e.g., necessary to model complex MultiWOZ dialogues), the output space has to grow exponentially. If all possible action subsets are allowed, the action space becomes a one-hot encoding of \( 2^N \) possible outputs. Even for a reasonably small action space from Table 6.1 (14 actions), the number of possible outputs is 16,384.

One solution to mitigate the output space explosion issue is to replace softmax with the sigmoid output in Equation (6.1). The sigmoid activation scales linearly with the number of actions: this property enables learning more complex conversations, as long as the parametrised policy has enough learning capacity. Allowing a more complex latent action space was proven beneficial for unsupervised learning settings in prior work (Zhao et al., 2017, 2018). In this work, we hypothesise that it is also beneficial in our scenario where the explicit learning signal is provided through intermediate labels.

### 6.3.3 Pretraining with Supervised Signal

Let us denote by \( \theta \) all parameters of the model from all three modules. The main loss function is the cross-entropy between the prediction values of generated words and target (gold) sentences:

\[
L_1(\theta) = \sum_d \sum_t \sum_j y'_j \log p'_j. \tag{6.7}
\]

The summation goes over all training dialogues \( d \), turns of each dialogue \( t \) and each word \( j \). \( p'_j \) is the probability of the output token \( j \), and \( y'_j \) is the indicator variable for each target token.

Our model augments \( L_1(\theta) \) with another intermediate loss function for explicit action prediction. This cross-entropy-based loss is as follows:

\[
L_2(\theta) = \sum_d \sum_t (1 - a_t)(1 - \log p'_a) + a_t \log p'_a. \tag{6.8}
\]

It predicts the correct actions at dialogue \( d \) and for turn \( t \); \( a_t \) is the oracle action vector.

We do not sample the action vector during training but use the oracle action vector instead. This leads to the separation of gradients for all the modules. Therefore, the two losses from Equation (6.7) and Equation 6.8 are simply summed together in the supervised learning (SL) phase without any further importance weighting.
6.3.4 RL-Based Fine-Tuning

The losses $L_1(\theta)$ and $L_2(\theta)$ are not directly related to the actual dialogue evaluation metric. This means that the supervised learning phase does not effectively exploit the full potential of training data at hand. Here, the RL fine-tuning phase can be used to add the signal concerning the success of the current dialogue policy. This approach has been previously validated by, e.g., Wen et al. (2017a) and Lei et al. (2018). We denote by $r_t$ a total sum of rewards until turn $t$. A standard REINFORCE algorithm (Williams, 1992) can be applied (Equation 2.19) when the policy module samples with the softmax activation resulting in the third loss:

$$L_3(\theta) = -\frac{1}{D} \sum_{d=1}^{D} \frac{1}{T} \sum_{t=1}^{T} \nabla_\theta \log \pi(\mathbf{a}_t|\mathbf{x}_t) r_t,$$

where $T$ is the length of the dialogue $d$ and $D$ is number of dialogues in the batch.

In the case of the sampling multiple actions, we substitute the softmax with sigmoid. $L_3(\theta)$ now gets reformulated to:

$$L_3(\theta) = -\frac{1}{D} \sum_{d=1}^{D} \frac{1}{T} \sum_{t=1}^{T} \nabla_\theta \log \pi(\mathbf{a}_t|\mathbf{x}_t) r_t$$

$$= -\frac{1}{D} \sum_{d=1}^{D} \frac{1}{T} \sum_{t=1}^{T} \nabla_\theta \sum_{n=1}^{N} [a_n^t \log(z_n^t)$$

$$+(1-a_n^t) \log(1-z_n^t)] r_t. \quad (6.10)$$

We refer the reader to Figure 6.1 again for the overview of the model structure along with the three losses from Equation (6.7), Equation (6.8), and Equation (6.10) used to train the model.

6.4 Multi-Action and Slot Dialogue Agent

The framework proposed in Section 6.3 can be naturally extended to also include explicit modeling of slot values for each domain. The necessity of providing multiple values in one turn is even more apparent. The sigmoid approach can be reused here as well. The problem can be formulated as a hierarchical multi-label classification: it can be tackled by, e.g., a recent hierarchical classification model of Wehrmann et al. (2017).
6.4 Multi-Action and Slot Dialogue Agent

6.4.1 Joint Modeling of Actions and Slots

As in Section 6.3, the input to the policy module is again the encoded state \( x_t \) that consists of information about the current user utterance, knowledge base information and the oracle belief state at the current turn, see Equation (5.3). The probability for each action is first computed using a sigmoid gate \( \sigma \):

\[
p_a^t = \sigma(W_1^T \cdot \tanh(x_t) + b_1).
\]

(6.11)

Again, at test time this allows us to sample actions from each dimension independently: \( a_i^t \sim p_i^t \). On the other hand, during training we pass the labelled vectors \( a_t \). The action vector \( a_t \) is concatenated with the encoded state vector \( x_t \) to obtain predictions for slot values as follows:

\[
p_s^t = \sigma(W_2^T \cdot (a_t \odot x_t) + b_2).
\]

(6.12)
The sampling procedure used here to obtain the slot vector $s_t$ is exactly the same as for the action vector. The slot vectors and the actions vectors are concatenated together and interact with the encoded state $x_t$ as follows:

$$z_t = (W_3^T \cdot (a_t \oplus s_t)) \cdot (W_4^T x_t).$$ \hspace{1cm} (6.13)

In order to reinforce the system decision, the reinforcement signal is further combined with the action and slot vectors:

$$h_0 = \tanh(W_5(z_t \oplus s_t \oplus a_t) + b_5).$$ \hspace{1cm} (6.14)

The output $h_0$ of Equation (6.14) is then passed as the initial hidden state to the decoder in the response generator. Figure 6.2 presents the final architecture of the multi-action and slot policy module in the proposed MASDA model. It is important to note that with the current MASDA design it is not possible to provide to the decoder explicit information concerning the relationship between chosen actions and slots. We assume that the generator given the context contains all information for combining correct slots with actions.

### 6.4.2 Training Procedure

Since we have extended the model from Section 6.3 to now also model slot probabilities, we augment the training procedure with another loss function to take this into account. It minimises the cross-entropy between predicted probabilities of slots and ground-truth labels:

$$L_4(\theta) = \sum_d \sum_t (1 - s_t) (1 - \log p_s^t) + s_t \log p_s^t,$$ \hspace{1cm} (6.15)

where $d$ is a dialogue in the batch, $t$ is a turn in the dialogue $d$, and $s_t$ is the oracle slot vector. The RL fine-tuning phase is similar to the one from the previous section. We again only optimise with respect to the parameters related to action selection, leaving all other parameters fixed.

In the supervised learning phase, the loss functions from Equation (6.7), Equation (6.8), and Equation (6.15) are combined. The intermediate act and slot labels were passed to the generator instead of passing probabilities: this makes the encoder and policy modules disconnected from the decoder module. The loss function from Equation (6.15) is used to connect the policy module and the decoder module. During the RL fine-tuning phase we keep all parameters fixed except the parameters of the policy module to avoid overfitting (Lei et al., 2018; Wen et al., 2017a). However, contrary to the prior work, we have not observed
any deterioration in performance after several epochs; with the MASDA model it simply stabilises at the highest peak.

6.5 Experiments and Results

The proposed methods are evaluated on the MultiWOZ corpus employing the metrics from Section 5.4. Given the poor performance of the initial DST module on this dataset (Ramadan et al., 2018), we use the oracle belief state predictions (Section 2.4), see Figure 6.1. The selected design currently prevents us to test the proposed methodology with human subjects as the model cannot obtain belief state predictions at the inference time. However, at the same time it facilitates the analysis of the results, as the language understanding/DST module is deliberately separated from the policy and the generation modules. As the focus of this work is on the two latter modules, by operating with exactly the same DST module with all models in evaluation, we can attribute all differences in the results to the changes in the design of the policy and generation modules.

6.5.1 Experimental Setup

**Baselines.** The first baseline is a neural response generation model with an oracle belief state obtained from the wizard annotations while the policy module is represented by a simple feed-forward network (see Chapter 5). As mentioned, using the oracle belief state allows us to obtain a clear benchmark where the performance of dialogue management and response generation is completely independent of the understanding module.

The second baseline can be formulated as “MASDA with softmax”: it refers to the same policy module proposed in the previous sections, but using softmax instead of sigmoid in the last layer. In this case, the policy module predicts one-hot encoding over all possible actions. This baseline demonstrates the benefits of utilizing sigmoid.

**Training Setup.** The encoder and the decoder are single-directional GRUs (Cho et al., 2014) as we did not observe any improvement from using bidirectional recurrence. The embedding vectors are of size 50 while hidden vectors for both the decoder and the encoder are of size 150. The final MASDA model with the sigmoid activation consists of 481,281 parameters, while the baseline model contains 323,300 parameters. The softmax version of the MASDA model consists of 619,312 parameters (with the Constrained action set of 10 actions, see Table 6.1) and 11,134,768 parameters (with the Full set of 14 actions). All other hyper-parameters are presented in the Appendix B.
All models are trained with 15 full iterations over the training set in both the SL and RL training phases. All results are averaged over 10 different seeds. For the RL fine-tuning phase, the best epochs on the validation set have been chosen for further training. The reward function is defined as in (Wen et al., 2017a) and the fine-tuning RL phase is constrained to update only the policy module. This steers the model to optimise the policy module solely, while keeping the remaining components (i.e., language understanding and generation) fixed throughout the RL phase.

### 6.5.2 Supervised Learning Phase

The first set of experiments works with the _Constrained_ set of 10 actions related to task completion (see Table 6.1 again for the two sets of actions). The results reported in Table 6.2 reveal two important findings. First, the explicit policy modeling gives improvements in both _Inform_ and _Success_ metrics. Both with softmax and sigmoid the model with SL optimisation improves over the original baseline on both evaluation measures. Second, the difference in performance between the two model variants (sigmoid vs. softmax) is not substantial. However, the sigmoid-based model requires only 10 output values, while the softmax-based model relies on 1,024 output values.

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>Sigmoid</th>
<th>Softmax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inform (%)</td>
<td>78.71</td>
<td>82.49</td>
<td>82.19</td>
</tr>
<tr>
<td>Success (%)</td>
<td>65.21</td>
<td>66.95</td>
<td>68.11</td>
</tr>
<tr>
<td>BLEU (%)</td>
<td>17.70</td>
<td>18.81</td>
<td>18.79</td>
</tr>
</tbody>
</table>

Table 6.2 The performance of the baseline model and two considered policy modules on the _Constrained_ action set (10 actions) relying only on the SL phase.

This design difference is amplified when we consider all 14 actions from the _Full_ set. The softmax layer now needs 16,384 output values, while sigmoid needs only 14. As expected, Table 6.3 now shows that the sigmoid-based model further improves, while the softmax-based model struggles with generalization and obtains worse results.

### 6.5.3 Multi-Action Reinforcement Learning

As validated in Section 6.5.3, the explicit intermediate signal for acts improves the _Inform_ metric by $\approx 6\%$ and the _Success_ rate by $\approx 2\%$ when sigmoid is used. We now fix the best models based on the evaluation from Section 6.5.3, and proceed to the RL fine-tuning phase.
6.5 Experiments and Results

<table>
<thead>
<tr>
<th></th>
<th>Sigmoid</th>
<th>Softmax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inform (%)</td>
<td>84.15</td>
<td>83.00</td>
</tr>
<tr>
<td>Success (%)</td>
<td>67.42</td>
<td>34.34</td>
</tr>
<tr>
<td>BLEU (%)</td>
<td>17.76</td>
<td>9.81</td>
</tr>
</tbody>
</table>

Table 6.3 Performance on the Full MultiWOZ action set (14 actions); SL phase only.

<table>
<thead>
<tr>
<th></th>
<th>Sigmoid (Constrained)</th>
<th>Sigmoid (Full)</th>
<th>Softmax (Constrained)</th>
<th>Softmax (Full)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inform (%)</td>
<td>84.52</td>
<td>85.79</td>
<td>82.10</td>
<td>83.08</td>
</tr>
<tr>
<td>Success (%)</td>
<td>67.57</td>
<td>67.63</td>
<td>48.18</td>
<td>34.34</td>
</tr>
<tr>
<td>BLEU (%)</td>
<td>17.36</td>
<td>15.60</td>
<td>14.81</td>
<td>9.86</td>
</tr>
</tbody>
</table>

Table 6.4 Results using the RL fine-tuning phase based on the loss function from Equation (6.15).

Table 6.4 shows the main results after applying the RL fine-tuning step. Only the sigmoid-based variant allows for additional improvements of 2% on the Inform metric while not deteriorating the BLEU score significantly. The softmax variant displays low Success scores with both action sets. We have also observed that the results depend on the way the action vector \( \mathbf{a} \) is chosen. The best results are reported with a mixed setup where the actions are sampled during training, while a threshold of value 0.5 is imposed at test time.\(^1\)

### 6.5.4 Evaluating the Full MASDA Model

After establishing the improved performance with a sigmoid activation function, we can test the performance of the model equipped with all supervision signal including both intents and slots. For the experiments with the full MASDA model we use the full set of 14 actions. The additional signal leveraging explicit slot labels has now been added during the SL phase. As expected, Table 6.5 shows that the model exploiting both act and slot information compares favorably to the previous model which utilises only dialogue act information (reported in Table 6.3). We observe on par performance of the full MASDA model on the Inform metric, while at the same time the model significantly improves on the Success evaluation.

Furthermore, the RL fine-tuning phase now contributes even more than before. Table 6.5 reports substantial improvements with the RL phase, and peak scores overall on both Inform and Success metrics. The full sigmoid-based MASDA model with the RL fine-tuning phase

---

\(^1\) Doing only thresholding or only sampling in both training and test yields subpar performance for both sigmoid and softmax variants across all experimental runs.
Table 6.5 Results of the full MASDA model which leverages both dialogue act and slot information.

<table>
<thead>
<tr>
<th></th>
<th>Sigmoid SL</th>
<th>Sigmoid RL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inform (%)</td>
<td>83.97</td>
<td><strong>88.34</strong></td>
</tr>
<tr>
<td>Success (%)</td>
<td>71.44</td>
<td><strong>75.41</strong></td>
</tr>
<tr>
<td>BLEU (%)</td>
<td><strong>16.78</strong></td>
<td>15.95</td>
</tr>
</tbody>
</table>

leads to improvements of ≈ 10% on Inform and Success metrics over the baseline model without a strong decrease of the BLEU score. We hypothesise that the MASDA model avoids squeezing out all information of rich dialogue acts (including slots) into one action and passes more enriched context vector to the decoding module. In summary, the gradual improvements reported in Tables 6.2-6.5 have revealed the importance of all integral MASDA components: 1) using intermediate signals and managing concurrent actions, 2) using sigmoid instead of softmax to improve scalability, 3) joint modeling of acts and slots, and 4) the new RL fine-tuning framework for managing concurrent acts after the SL pretraining phase.

6.6 Conclusions

Multi-domain large dialogue corpora now allow training structurally more complex dialogue agents. However, the new challenges with longer, more complex, and semantically richer multi-domain conversations also require adding explicit inductive bias to the decision-making module. We have presented a multi-action and slot dialogue agent (MASDA) that can handle concurrent actions frequently found in multi-domain dialogues, and additionally integrate available turn-level slot information. By using intermediate action and slot labels from annotated dialogues, our model learns to perform a more efficient dialogue policy that leads to higher task-completion rates. The new framework with the concurrent reinforcement learning approach further improves the policy module while preserving its scalability.

Future work could lead towards a full end-to-end model, and replace the oracle belief state used here with the learned belief state module. This will allow for user-centered evaluation and using the RL fine-tuning paradigm through interactions with human subjects.
Chapter 7

Conclusion

Multi-domain dialogues introduce a new level of complexity in all modules in the SDS pipeline. This thesis focused on the challenges of dialogue management where the limitations of hand-crafted rules in modelling the agent’s policy become even more apparent than in the single domain. Specifically, two challenges were tackled in data-driven multi-domain policy learning: sample efficiency in new domains and grounding the policy in human-human conversations.

Reinforcement learning casts a policy design in a data-driven framework, seeking an optimal policy that yields the highest rewards and it alleviates the need for writing hand-crafted logic. Although the deep RL paradigm allows tackling complicated domains, sample efficiency becomes a major obstacle in learning from direct interactions with real users. This thesis shows that the agent can be enriched with uncertainty estimates over the parameters that lead to an informed policy exploration. The agent can explore the environment while being guided by the uncertainty rather than by a random choice, thereby increasing the learning speed. Moreover, the learnt policies become more robust in adversarial environments with high signal noise due to ASR or NLU errors.

However, learning of the agent’s policy directly from real-world interactions is often not possible (industrial requirements) or available (the introduction of a new domain). The thesis presents an overview of the currently available dialogue corpora and data collection paradigms that could help to bootstrap initial policies. The analysis highlighted the great necessity of large-scale human-human dialogue datasets. This has been addressed with a proposal of a crowdsourced collection paradigm. The paradigm was validated by a collection of the largest task-oriented dialogue dataset: MultiWOZ. The collected corpus showcases the complexity of long-term multi-domain conversations where the ontology spans multiple slots and values while the user goal involves multiple sub-goals. The thesis proposes three benchmarks using state-of-the-art architectures to demonstrate new challenges.
Finally, the thesis proposes a new paradigm for multi-domain dialogue management. Thanks to the collected corpus, the dialogue manager’s policy can be bootstrapped with human-human conversations without the need for modelling sub-policies separately. Rather, the agent learns a general paradigm of conversations observed across domains. The thesis proposes a MASDA model that combines the pre-training phase with human-human conversations and the fine-tuning stage using the RL paradigm to further improve the policy. The naturalness of conversations exemplifies the need for handling multiple actions present in a single turn. These limitations were addressed by explicitly modelling system acts and slots using intermediate signals, resulting in an improved task-based end-to-end framework. The model can also select concurrent actions in a single turn: this enriches the representation of the generated responses. The evaluation of the complex dialogues from the MultiWOZ dataset demonstrates that the proposed model outperforms previous end-to-end frameworks while also offering improved scalability.

7.1 Summary of Contributions

The presented research on data-driven dialogue management powered by deep reinforcement learning offers several interesting takeaways, which are summarised in the following sections.

**Bayesian Deep Reinforcement Learning Improves Policy Speed and Robustness.** Modelling uncertainty estimates with neural networks allows for informed exploration, as the action taken by the agent is not randomly chosen. Rather, exploration is coupled with the uncertainty of the model which improves the sample efficiency (Lipton et al., 2018; Osband et al., 2016). This helps to more rapidly learn dialogue policies in new domains. The application of several families of Bayesian networks shows that deep RL can fully match non-parametric models while greatly reducing the computational complexity. First, the results confirm that exploration driven by the uncertainty rather than \( \epsilon \)-greedy-based methods improves learning efficiency in the early stages. What is more, the policies are less prone to overfitting, which makes them more robust against the noise errors that are often experienced in spoken dialogue systems. Interestingly, robustness transfers across different noise levels.

**Deep Reinforcement Learning for Low-data Large-ontologies Regimes.** The training with the Bayes-by-Backprop approach shows the potential to outperform the state-of-the-art in policy optimisation – GP-SARSA – particularly in more challenging domains, while greatly outperforming the latter in computational complexity. The GP-SARSA model has been a long-standing paradigm in dialogue management (Casanueva et al., 2017; Gašić et al.,
2011; Su et al., 2017). However, deep-RL coupled with Bayesian exploration offers the scalability greatly needed in the case of growing size of domains, ontologies, and active users of deployed conversational assistants.

**Data as an Important Bottleneck in Dialogue Modelling.** This thesis presents a novel overview of available dialogue corpora and different data collection paradigms. Contrary to other NLP problems, the dialogue domain is greatly under-resourced. The available datasets are usually constrained in one or more dimensions such as missing proper annotations, only available in a limited capacity, lacking multi-domain use cases, or having a negligible linguistic variability (Asri et al., 2017; Henderson et al., 2014b; Wen et al., 2017b). To address these requirements, we collected the MultiWOZ corpus spanning multiple task-oriented domains. The new challenges introduced by the corpus have been already adopted by the community and have been actively tackled across different SDS modules. As a result, the latest 8th edition of the Dialogue System Technology Challenge introduced an end-to-end task completion track based on MultiWOZ (Kim et al., 2019).

**Large-Scale Collection of Domain-oriented Conversations is Feasible.** This thesis introduced the largest task-oriented dialogue corpus available to the research community. The paradigm allows for the collection of domain-specific conversations. The collection is performed entirely through crowdsourcing without the need for highly specialized and costly annotators. The Wizard-of-Oz set-up was designed to provide an easy-to-operate system interface for the wizards and easy-to-follow goals for the users. The small cognitive load of the required tasks enables for the collection of long-term conversations that span multiple domains. After the release of MultiWOZ, both academic and industrial research groups has built upon our proposed paradigm, leading to the introduction of several new dialogue corpora (Byrne et al., 2019; Lee et al., 2019; Peskov et al., 2019; Rastogi et al., 2019). The multitude of new corpora validates the crowdsourcing paradigm that allows for the data acquisition required to bootstrap dialogue agents in a time and cost-effective manner.

**Policy can be Bootstrapped with Real-world Dialogues and Fine-tuned with Reinforcement Learning.** Multi-domain dialogue management has been typically modelled through a set of isolated policies sharing a general dialogue manager that guides a conversation’s long-term goal (Cuayáhuitl, 2009; Gašić et al., 2015; Lison, 2011; Wang et al., 2014). This thesis proposes a unified framework where the policy module is shared across many domains. This set-up naturally promotes knowledge sharing across domains and tasks without explicitly defining the structure and greatly reducing modelling efforts. The proposed model
empirically validates the challenges introduced by MultiWOZ. Next, the multi-domain neural dialogue manager is cast back into the reinforcement learning framework by the incorporation of the explicit intermediate signal of dialogue acts. The explicit action space allows for the interpretation of the underlying agent’s actions against the natural realization. The model seamlessly integrates real human-human conversations with continual learning through interaction with users (Su et al., 2016).

**Dialogue Agent can Learn with Concurrent Actions.** The new corpus shows the importance of combining multiple actions in one turn. Contrary to other domains, the agent often operates on a limited number of turns, and each decision has a fundamental impact on the user’s response. This thesis introduces a new multi-action loss into the RL paradigm (Harmer et al., 2018). The loss allows for training an agent that can issue multiple actions at once using both collected conversations and can fine-tune with RL afterwards. The RL fine-tuning pushes the model’s performance, achieving a new state-of-the-art, as the agent has a higher degree of freedom in combining multiple actions. Moreover, the loss keeps the quality of the generation intact, contrary to standard RL solutions (Zhao et al., 2019). Further improvements are realized through the addition of intermediate signals for slots where the agent explicitly models what parts of the ontology are currently being discussed.

### 7.2 Challenges and Future Work

The introduction of large-scale task-oriented corpora with recent developments in transfer learning opens an exciting new chapter in modelling dialogue systems. This thesis concludes with open questions that could be addressed next.

**Transfer Learning for Dialogue Systems.** Transfer learning caused a fundamental paradigm shift in training a variety of NLP models (Howard and Ruder, 2018; Radford et al., 2018, 2019). This shift applies to both modelling paradigms and the collection of new resources. First, the pre-trained large transformer-based architectures (Vaswani et al., 2017) require either a simple fine-tuning step or the addition of the final layer on top of the existing structure. Moreover, acquiring an understanding of the general characteristics of the natural language, thanks to pre-training on large corpora, allows shifting the burden of learning them away from task-oriented corpora. This change moves the stress from collecting a large amount of data in a particular domain to high-quality challenging datasets that allow for robust fine-tuning in a particular problem (Nie et al., 2019). Task-oriented dialogue modelling inherently operates on low data regime, and the application of large pre-trained sentence encoders to
the task-oriented dialogue domain seems natural. The first applications in the task-oriented domain involve both retrieval (Henderson et al., 2019; Humeau et al., 2019) and generative structures (Budzianowski and Vulić, 2019; Mehri et al., 2019; Wu et al., 2019b). Pre-training on large conversational datasets like Reddit with a response-selection loss is beneficial in a highly constrained domain like customer support (Humeau et al., 2019) or restaurant browsing (Henderson et al., 2019). Furthermore, even the sole pre-training on MultiWOZ improves performance, convergence, or domain generalizability for different down-stream tasks like dialogue act prediction or response selection (Mehri et al., 2019). Budzianowski and Vulić (2019) proposed a task-oriented dialogue model that operates solely on text input. This allows for directly fine-tuning large pre-trained language models, for example, GPT-2 (Radford et al., 2019). Wu et al. (2019b) modelled different speakers in alternating order with two pre-trained language models and achieved a superior task-completion performance on MultiWOZ. All these findings show the potential of unifying generation and retrieval losses for better pre-training results and direct application to task-oriented domains. The potential pre-training could use higher-quality data for a generative loss with pure conversational data for the response-selection pre-training.

**Multilingual Conversations.** A significant portion of research in dialogue systems, and natural language processing in general, has an English-centric bias (Bender, 2019). This bias also applies to available dialogue corpora. The sole focus on the English language in building conversational AI cuts out a large pool of potential users and customers who prefer their native language to English. What is more, the performance of state-of-the-art architectures built on top of English resources drops by a large margin when faced with new languages (Mrkšić et al., 2017b; Schuster et al., 2019). The collection pipeline proposed in this thesis naturally allows for collecting new dialogues with crowd-workers from different countries. The original corpus could be also translated into other languages to facilitate a direct comparison across a variety of languages. To reduce the potential costs, automatic translation could be employed with human translation as a post-processing step. This dataset could serve as a natural benchmark to assess the performance of models trained with additional multilingual signal against models trained only with multilingual encoders such as Universal Sentence Encoder (Cer et al., 2018) or Multilingual BERT (Devlin et al., 2018).

**Bridging the Gap Between Modular and End-to-End Modelling.** The modular architecture of SDS is still a standard industrial practice for large-scale conversational AI (Ponnusamy

---

1Radford et al. (2019) found that extracting Reddit articles with at least three upvotes was a crucial factor for higher generative quality.
et al., 2019). However, the first edition of a task-oriented end-to-end dialogue modelling track in the DSTC8 Challenges shows the potential of more unified architectures (Kim et al., 2019). The architecture that uses the benefits of transfer learning with direct generation has been preferred by the majority of human subjects. Moreover, the challenge proved that the unification can be performed across either all modules (DST, DM and NLG) or pairs of components (DST and DM or DM and NLG). Nevertheless, the best models perform far from a satisfactory level, particularly in evaluations with real users, leaving large room for further improvements. The challenge can acquire additional levels of complexity by adding a multi-lingual layer of complexity.

Speech Conversations. This thesis primarily focused on a text as the main medium of communication. However, a vast majority of dialogue still happens through audio channels. This mode adds a layer of new challenges: 1) increased error noise due to ASR, 2) detecting the end of the speech input, and 3) backchanneling between speakers. The data collection paradigm proposed in this thesis can be adapted to voice conversations. The collection could be carried out in three ways. The first option would be to ask crowd workers to read the dialogues collected through text communication. This impairs the naturalness of the communication but poses the lowest cognitive load for the workers. The second solution would be to record one-turn replies after the crowd worker has listened to all previous turns. Finally, the workers could carry out full conversations. This allows for backchanneling and for the highest degree of freedom in interactions. However, the correctness of conversations could only be validated afterwards. The audio dataset would open the possibility of working on speech-based NLU and DM solutions that already show promising results (Lugosch et al., 2019).

I would like to conclude this thesis with a rather provocative thought. I might be that all assumptions that we take for granted when modelling task-oriented dialogues are wrong and derail us from achieving true conversational intelligence? Recent results with training an unprecedentedly large language model GPT-3 (Brown et al., 2020) makes a viable question: whether training should be rather based on demonstration and interaction. Using only demonstrations, GPT-3 achieves strong performance on many NLP tasks, including translation, question-answering, and cloze tasks, as well as shows ability to adapt to unseen domains. We can imagine that a conversational agent can be demonstrated a right way of interacting and primed with domain-specific key-words to steer the conversation towards user goal. The results already achieved suggest that this approach should be a viable option. However, the
industry requirement of robustness and safety will pose a significant challenge that could stop from productizing models built with this paradigm.
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Appendix A

Comparison of Generated Dialogues

A.1 Cam676 Generation Examples

<table>
<thead>
<tr>
<th>Dialogue 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User:</strong> I’m looking for an indian restaurant in the south area of town.</td>
</tr>
<tr>
<td><strong>System:</strong> restaurant_name is a value_food restaurant in the value_area part of town.</td>
</tr>
<tr>
<td><strong>User:</strong> I don’t care. What have you found?</td>
</tr>
<tr>
<td><strong>System:</strong> restaurant_name is a value_food restaurant in the value_area part of town.</td>
</tr>
<tr>
<td><strong>User:</strong> Yes, please. phone number and address</td>
</tr>
<tr>
<td><strong>System:</strong> restaurant_name is located at restaurant_address and the phone number is restaurant_phone.</td>
</tr>
<tr>
<td><strong>User:</strong> Thank you. Bye.</td>
</tr>
<tr>
<td><strong>System:</strong> thank you for using the cambridge restaurant system. goodbye.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dialogue 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User:</strong> I am looking for a German restaurant in the west part of town.</td>
</tr>
<tr>
<td><strong>System:</strong> there are value_count restaurant -s in the value_area part of town.</td>
</tr>
<tr>
<td><strong>User:</strong> How about Italian?</td>
</tr>
<tr>
<td><strong>System:</strong> restaurant_name is a value_food restaurant in the value_area part of town.</td>
</tr>
<tr>
<td><strong>User:</strong> What is the phone number of one of them?</td>
</tr>
<tr>
<td><strong>System:</strong> the phone number is restaurant_phone.</td>
</tr>
<tr>
<td><strong>User:</strong> Thank you goodbye.</td>
</tr>
<tr>
<td><strong>System:</strong> thank you for using the cambridge restaurant system. goodbye.</td>
</tr>
</tbody>
</table>

Table A.1 Two dialogues from Cam676 where the system’s responses were generated by the model.
A.2 MultiWOZ Generation Examples

Dialogue 1

User: Hi, I am looking for a Chinese restaurant in the centre.
System: there are value_count value_food restaurants in the value_area. would you like to narrow it down by price range or type of food?
User: Yes, I would prefer a restaurant in the moderate price range.
System: there are value_count restaurants in the value_area. restaurant_name is a value_pricerange value_food restaurant in the value_area. would you like me to book value_count for you?
User: No, thank you. I would like the address, phone number and postcode, please.
System: the address is restaurant_address and the phone number is restaurant_phone. is there anything else i can help you with?
User: Yes I’m also looking for a place to stay.
System: i have value_count hotels that match your criteria. do you have a specific area you would like to stay in?
User: Is there anything within walking distance of the Jinling?
System: yes, it is a guesthouse. would you like me to book a room for you?
User: I am looking for a hotel with free wifi available for 3 people for 3 nights starting sunday
System: i am sorry, but there are no hotels that match your criteria. would you like to try a different area?
User: Actually, I’d like a moderate hotel in the centre with free wifi. I need to book it for 3 people for 3 nights starting Sunday. And a reference number please?
System: i have booked your reservation for value_count people on value_day at hotel_name. your reference number is hotel_reference. is there anything else i can help you with today?
User: Yes. I’d like to book a taxi between both places. I want to leave the hotel by 20:00. Please provide me with a contact number and car type.
System: booking completed! booked car type taxi_type contact number taxi_phone
User: Thank you so much, that’s all I need
System: thank you for contacting us and have a nice day.

Table A.2 First dialogue from MultiWOZ where the system’s responses were generated by the model.
Dialogue 2

User: Hi I'm looking for lodging in Cambridge that includes free wifi and is upscale and expensive

System: i have value_count hotels that match your criteria.

User: would you like to narrow it down by area or price range?

System: I actually am looking for a guesthouse, not a hotel.

User: i am sorry, there are no hotels that match your criteria.

System: would you like to try a different area?

User: Is there a guesthouse that might be in the cheaper price range in the same area?

System: there are value_count guesthouses that fit your needs.

User: would you like to narrow it down by area or price range?

System: I need it in the east, please.

User: i have value_count hotels in the value_area.

System: would you like me to book value_count for you?

User: Yes. I need 3 rooms beginning on Tuesday for 2 nights.

System: i will book it for you now.

User: There are 3 of us.

System: i have made your reservation for value_count people on value_day at hotel_name.

User: your reference number is hotel_reference.

System: is there anything else i can help you with today?

User: I was also wondering if you would be able to help me find a place to go to see some great architecture.

System: there are value_count in the value_area.

User: attraction_name is a nice place. would you like more information?

System: Can I please have the postcode for the Holy Trinity Church?

User: sure, the postcode is attraction_postcode.

System: is there anything else i can help you with today?

User: Okay, great. Thanks for your help!

System: you are welcome. have a great day!

Table A.3 A second dialogue from MultiWOZ where the system’s responses were generated by the model.
Appendix B

Parameters Overview of MASDA

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Baselines</th>
<th>MASDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRU encoder</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>MLP₁</td>
<td>274</td>
<td>-</td>
</tr>
<tr>
<td>MLP₂</td>
<td>200</td>
<td>-</td>
</tr>
<tr>
<td>MLP₃</td>
<td>50</td>
<td>-</td>
</tr>
<tr>
<td>W₁</td>
<td>14</td>
<td>274</td>
</tr>
<tr>
<td>W₂</td>
<td>274</td>
<td>288</td>
</tr>
<tr>
<td>W₃</td>
<td>164</td>
<td>41</td>
</tr>
<tr>
<td>W₄</td>
<td>-</td>
<td>274</td>
</tr>
<tr>
<td>W₅</td>
<td>-</td>
<td>191</td>
</tr>
<tr>
<td>W₆</td>
<td>-</td>
<td>191</td>
</tr>
<tr>
<td>GRU decoder</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>Adam schedule - SL phase</td>
<td>$10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>Adam schedule - RL phase</td>
<td>$10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>learning rate decay</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>L2 norm</td>
<td>$10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>gradient clipping</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>dropout (training)</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>SL-phase batch size</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>RL-phase batch size</td>
<td>32</td>
<td></td>
</tr>
</tbody>
</table>

Table B.1 The hyper-parameters set-up for models from Chapter 5 (Baselines) and Chapter 6 (MASDA).