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Abstract

In an ezpert system, the source of intelligence is the knowledge base. Almost all
knowledge in knowledge bases is in the form of rules, as they are also known as
rule bases. The performance of an expert system strongly depends on the quality
of the knowledge base; in order to construct a good expert system, we have to
construct a good knowledge base.

The process as constructing a knowledge base is called knowledge acquisition.
The main task of knowledge acquisition is to encode expert knowledge in the
form of rules. This task is very difficult, and it needs a great deal of effort over
2 long period to construct a good knowledge base. This difficulty, the knowledge
acquisition bottleneck, prevents the rapid development of expert systems.

We nced some new technique to overcome the knowledge acquisition bottle-
neck. There are two directions. One is ezample-based rule learning, the other is
ezample-based reasoning.

‘This thesis describes both example-based learning and reasoning in machine
translation.

First, th le-based rule learning method was investi Chapter 2de-
scribes a method for learning a set of rules for language translation from positive
and negative examples. Learning language translation is categorized as learn.
ing to perform a multiple-step task, which is the most difficult class of machine
learning problems. The author shows that the formalism of translation grammar
and its learning algorithm make it possible 1o learn language translation. The
proposed method of learning automatically learns from positive and negative ex-
amples, and guarantees that the obtained translation grammar satisfies all given
examples. The author has implemented a machine learning/translation system,



called Takuma II, which is the first learning system for natural language trans-
lation. Experiments in constructing English-Japanese translation grammars have
shown that the system can discover the correspondences of words, words groups,
and phrase structures between two languages, and represent them in a translation
grammar.

Second, example-based reasoning methods were investigated. Example-based

reasoning frees us from the need for rule acquisition, because it directly uses
examples in the reasoning process. In this framework, we can construct translation
systems simply by collecting translation examples, and improve them by adding
appropriate translation examples.

Chapter 3 describes the first prototype of an example-based translation sys-
tem, MBT1, which can solve the word selection problem for translation between
verb frame instances. This method consists of three components: the translation
database, the definition of metric, and the translation process. The transl

n
database is the collection of translation examples. A translation example s a pair
of verb-frame instances. A verb frame instance is one verb with several nouns as
its arguments. The metric s defined, which measures the ‘distance’ between a
translation candidate and a translation example in the database. In the trans-
lation process, MBT1 generates all candidate transtations. For each candidate,
MBT! retrieves the most similar translation example and computes the score of
the candidate based on the above metric. MBT uses the score Lo evaluate the
correctness of the candidate. MBT1 has been implemented in English-Japanese

translation and the experiments have shown how well MBT] solves the word se-
lection problem. The major limitation of MBT1 is that it requires a fixed-format
database and can not manage free-form data like sentences which have optional
elements. Still MBTI can be applicable to other subtasks in machine transtation.

Chapter 4 describes the second prototype of an example. based translation sys-
tem, MBT?2. It can transer full sentences represented by word-dependency trees.
A key problem in the implementation is how to utilize more than one translation
example for translating a source sentence. This problem arises from the fact that
along sentence is 100 large to be matched by one translation example. It is a crit-
ical problem for example-based translation, and the author shows a solution for it



in MBT2. The author introduces the representation, called the matching ezpres-
sion, which represents the combination of fragments of translation examples. The
translation process consists of three steps: (1) Make the source matching expres-
sion from the source sentence. (2) Transfer the source matching expression into

the target matching expression. (3) Construct the target sentence from the tar-
get matching expression. This mechanism generates some candidate translations.
To select the best translation from them, the score of a translation was defined.
MBT? has implemented in English-Japancse translation and has demonstrated
the ability of MBT2. Although MBT2 covers only the transfer phase, it can be
extended to cover the whole translation process. The proposed method will be
used as a basic method to implement a complete example-based translation sys-
tem. MBT2 inherit advantages from th ple-based translation idea: it

is easy to construct and upgrade the system, to produce high quality translation,
and to produce an intuitive explanation why the system generates a translation
output.

Chapter § first discusses the relations and differences between rule-based ap-
proach and example-based approach from the viewpoint of learning. The major
differences are: (1) whether or not they use rules as an intermediate representa-
tion which holds results of generalization , and (2) whether they use exact match
reasoning or best match reasoning. Rule learning corresponds to understanding or
making explanations for some phenomena in a task, and example-based reasoning.
corresponds to constructing a task executor. The example-based approach seems
more promising method than the rule-based approach for constructing machine
translation systems. Second, the example-based translation family is discussed.
1t can be divided into three groups: translation aid systems, word sclection sys-
tems, and fully translation systems. Their current status and future prospects are
discussed.

Chapter 6 outlines the conclusions of this thesis.



Acknowledgments

T would like to acknowledge my enormous debt of gratitude to Professor Makoto

Nagao of Kyoto University for supervision and continuous encouragement.

Talso would like to thank Professor Jun-ichi Tsuji of the University of Manch-
ester and Professor Jun-ichi Nakamura of Kyusyu Institute of Technology for
constructive and fruitful discussions when they were at Kyoto University.

Tam grateful to all previous and current members of Professor Nagao's labo-
ratory, especially Professor Takashi Matsuyama of Okayama University, Professor

Yuji Matsumoto and Professor Yuichi Nakamura of Kyoto University, Professor
Tetsuya Takahama of Fukui University, and Mr. Itsuki Noda of Kyoto University.
1am also grateful to all participants in the Workshop of Learning '89 and '90,
especially Dr. Hideyuki Nakashima and Dr. Hitoshi Matsubara of Electrotechni-
cal Laboratory, for their constructive discussions.
1 would like to thank Dr. Nigel Ward of the University of Tokyo for his helpful
comments on a draft of this thesis.




Contents

Abstract

Acknowledgments

Introduction
11 Knowledge Acquisition Bottleneck . .. .. .............
12 Rule Learning from Examples . . . . ... ..............
13 Example-Based Reasoning
14 Outline of the Thesis . . .

2 Learning Translation Rules
2.1 Introduction
2.2 Outline of Takuma Il . . .
23 Translation GRammar ... ......................

231 Definition . . . . .

2.3.2 Translation Method

233 Desirable Characteris

Learning a Translation Grammar .

24.1 Operators .

242 Datch Leumng Process . .

243 Incremental Learning Process . . .

244 Characteristics . .

2.5 Experiments. . ... ...

for Learning . . .
2.

25.1 Trace of Experiment 131 . . . .. ...............

v




©

CONTENTS

252 Results .. ... ... ... ... 31

26 SUMMAIY ..ottt 34
Example-Based Word Selection 38
30 IRUOdUEtOR . - . e 36
32 Translation by Analogy .. ................ ¥
321 Grouping Word Pairs and Learning Case Frames ¥
322 Translation by Analogy 39
323 Summary of Modification 41

33 From Memory-Based Reasoning to Translation a
331 Memory-Based Reasoning a2
332 Toward Memory-Based Translation . . . a4

34 MBTI..............co.... a
3.4.1  Translation Database 48

.. 50

343 The Transltion Proces . . .. 51

3.5 Experiments. . . ... 52
3.5.1 MBTI System .o .o .. .o . 52
352 MBTIBSystem . .. ...............ooounn. 0

36 Discussion and Related Work . . . . . 63
361 Advantages and Disadvantage . ]
362 Applicability and Restriction of MBT1. . ... ....... o
363 Related Work . 65

37 Summary ....... 65
Example-Based Transfer o1
4.1 Introduction . .o . 67
42 Need to Combine Fragments . . . . . . ]
421 Need to Combine Fragments 68
422 Towards Implementation 69

43 Matching Expression . . . . . . 7
4.3.1 Translation Database n

43.2 Translation Unit .



CONTENTS

433 Matching Expression . .. 7

44 Translation via Matching Expression . . . s
441 Decomposition . . 5

442 Transfer . .. ... 79

4.4.3 Composition 79

45 Score of Translation . . . . 80
451 Score of Transation Unit . 80

452 Score of Matching Expression . 82

.. 82

454 Thesaurus: Similarity Between Words . . .. .. ... ... 8

46 Examples 8
4.7 Discussion 84
48 Summary 90

& Discussion 02
5.0 The RBA versus the EBA . .. .. .................. 92
5.1.1  Explicit or Implicit Generalization 93

5.1.2  Exact Match versus Best Match 95

513 Rule Learning as Compilation of Slmlhnly into Rules ... 97

5.1.4  Discussion . 98

5.2 Example-Based Translation hnnly 101
5.2.1 Translation Aid Systems . 101

522 Word Selection System . . . 103

523 Full Translation System . . 104

8 Conclusions 108
A Program for Decomposition of MBT2 100
Bibliography 12



Chapter 1

Introduction

1.1 K ledge A PICTPR 1

In an ezpert system, the source of intelligence is the knowledge base. Almost all
knowledge in knowledge bases is in the form of rules, as they are also known as
rule bases. The performance of an expert system strongly depends on the quality
of the knowledge base; in order to construct a good expert system, we have to
construct a good knowledge base.

The process of constructing a knowledge base is called knowledge acquisition.
The main task of knowledge acquisition is o encode expert knowledge in the
form of rules. This task is very difficult, and it needs a great deal of effort over
a long period to construct a good knowledge base. This difficulty, the knowledge
acquisition bottleneck, prevents the rapid development of expert systems.

Machine translation systems are among the largest and most complicated ex-
pert systems. For example, the Mu system [Nagao et al 85) [J. Nakamura 88) has
a large knowledge base, with about 3000 rules for analysis, transfer and genera-
tion. In addition, there are a large number of special rules for individual words in
the dictionary. Knowledge acquisition was very difficult task to the Mu system:
a dozen grammar writers worked to d

In this process, the most difficult prob-
lem was the debugging of the knowledge base. If the system outputs an incorrect
translation, we must correct the faulty rules. But it is very difficult to find the
rules at fault, because nobody knows all the rules and how these rules behave in
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certain specific situations. The larger the size of the knowledge base, the more
difficult the debugging.
We need some new technique to overcome the knowledge acquisition bottle-

neck: it must cover not only constructing knowledge bases, but also debugging
them. There are two directions. One is ezample-based rule learning, the other is

example-based reasoning.

1.2 Rule Learning from Examples

Ezample-based rule learning is one way to overcome the knowledge acquisition
bottleneck. Learning from ezamples allows one to make rules from the training,
examples. There are two major methods in learning from examples; similarity-
based learning and ezplanation-based learning.

Similarity-based learning s a purely empirical, data-intensive method that
relies on large numbers of training examples to constrain the search for the correct
generali ion. This method employs some kind of inductive bias to guide the

inductive leap that it must make in order to infer a rule from only a subset of its
input-output pairs.

On the other hand, ion-based learning uses domair in ord
to constrain the search for a correct generalization. After analyzing a single

training example in terms of this knowledge, this method is able to produce a
valid generalization of the example along with a deductive justification of the

generalization in terms of the system’s knowledge.

Explanation-based learning is suited for learning more effcient ways to apply
knowledge, but not for learning new domain knowledge itself. There is only one
choice, ie. similasity-based learning, for learning domain knowledge.

Almost all research on learning from examples have developed methods for
learning a single concept. The task is not so difficult. But we have to develop
a method for learning 1o perform multiple-step tasks, because expert systems
perform multiple-step tasks. Research on ical inference contains some

methods for learning a set of rules that perform multiple.step tasks; i.e. parsing
and generation of sentences.
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1.3 Example-Based Reasoning

In recent years, a new approach has gradually been developed. It has two historical
sources. One is rescareh on analagical reasoning, this has long history in artificial
intelligence (Hall 89). Another source is the rescarch by Schank, on “Dynamic
Memory"(Sehank 82}, which shows the importance of previous experiences and
their memory organization. These sources have given rise to a new paradigm,
called case-based i based i or ezample-
based reasoning.

These methods are basically composed of the following process:
1. Store previous experiences (cases) into a case database.

2. When a problem arises, retrieve a case similar to that problem.
3. Answer the problem by adjusting the retrieved case.

These methods are not only reasoning methods but also learning methods.
“DARPA: Machine Learning Program Plan[DARPA 89] reports that CBR con-
stitutes a fth major paradigm of machine learning research.

Memory-based reasoning demonstrates the power of memories (case database)
(Stanfil & Waltz 86). It has been implemented on the Connection Machine
[Hilis 85], a massively parallel computer. Parallel search of the database makes
this method practical for large databases.

In the context of machine translation research, Nagao proposed the idea of
translation by analogy [Nagao 84). It is also a pioneering study in case-based
reasoning. But it was a discussion on conceptual level, and was not implemented
on a computer.

The major merit of these methods is that there is no need to construct rules
for the task. Al that the developer needs is to collect cases or examples, which
is much easier than constructing rules. This solves the knowledge acquisition
bottleneck completely.



4 CHAPTER 1. INTRODUCTION

1.4 Outline of the Thesis

‘This thesis describes both le-based learnii d reasoning in machine trans-
lation.

Chapter 2 describes a method for learning a set of rules for language trans-
lation by using positive and negative examples. First, the author proposes a
translation grammar, which can generate or accept pairs of bilingual seatences
and perform bidirectional translation. Second, the author shows that a transla-
tion grammar can be learned by grammatical inference techniques. Two processes
for learning a translation grammar are developed; the batch learning process and
the incremental learning process. The former can generate a translation gram-
mar which satisfies a given set of positive and negative examples. The latter can
improve a translation grammar incrementally by making it handle a newly given
positive or negative examples. The author has implemented a machine learn-
ing/translation system, called Takuma II, which has this learning ability. In the

iments of ing English-J: translation grammars, the system

found the correspondences of words, words groups, and phrase structures between
the two languages, and represented them as a translation grammar.

Chapter 3 proposes a prototype example-based translation system, called
MBT!, which is a method to select the best target words in the translation be-
tween verb frame instances. MBT consists of three components: the translation
database, the definition of metric, and the translation algorithm. The translation
database is the collection of translation examples. A translation example is a pair
of verb-frame instances. A verb frame instance is one verb with several nouns as
its arguments. The author defines a metric which measures the ‘distance’ between
a translation candidate and a translation example in the database. In the transla-
tion process, MBT1 generates many candidate translations. For each candidate,
MBT! retrieves the most similar translation example and scores of the candidate
based on the metric. MBT] uses the value to evaluate the appropriateness of the
candidate. MBT1 has been implemented in English-Japanese translation.

Chapter 4 describes a solution to a critical problem for example-based trans-
lation; how to

ze more than one translation example for translating a source
sentence. This chapter introduces ‘matching expressions', which represent the



14. OUTLINE OF THE THESIS 5

com
this model consists of three steps: (1) Make the source matching expression from

ation of fragments of translation examples. The translation process in

the source sentence. (2) Transfer the source matching expression into the target
matching expression. (3) Construct the target sentence from the target matching
expression. This mechanism generates some candidate translations. In order to
select the best, the score of a translation is defined. MBTZ has been implemented
for English-Japanese translation.

Chapter 5 first discusses the relations and differences between rule learning and
example-based reasoning. Rule learning corresponds to the understanding or the
making of explanations, and example-based reasoning corresponds to constructing
an executor for a task. These are two different types of learning, and it seems that

example-based reasoning is a more promising method than rule learning for con-

structing
various example-based translation approaches, namely, translation aid systems,
word selection systems, and full translation systems, are discussed. Their current
status and future prospects are discussed.

Chapter 6 outlines the conclusions of this thesis.

systems. Second, th




Chapter 2

Learning Translation Rules

2.1 Introduction

Learning from observation is the process of constructing descriptions, hypotheses
or theories about a given collection of facts or observations. There are many
difficult problems in implementing the learning ability on machines. For example,
since a learning system has no a priori information exemplifying desired theories

o structures, the system has to construct rules or theories that satisfy all given
positive and negative examples [Ohsuga 86]. In most learning situations, nobody
knows the desired goal of learning, so that it is impossible to presuppase something.
like an oracle which is used in Model Inference System [Shapiro 82].

This chapter describes an attempt to implement the learning ability on the
domain of language translation. We assume that the system is given positive
and negative translation examples (pairs of sentences). The system is required to
construct a set of rules that satisfies all given examples without a teacher and to
predict translation equivalents for unknoun sentences.

Language translation is obviously a multiple-step task: a sentence s translated

by applying aseq: f rules. Therefore learni translation is learning
a set of rules, not a rule. This type of learning is categorized as learning a rule
set o learning to perform a multiple-step task. It is the most difficult class of
learning, because the learner has to do the followings.

1. Divide a whole task into subtasks.

6
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2. Infer examples of subtasks from given examples of the whole task, because
examples of subtasks are not given explicitly.

3. Infer rules which perform subtasks.

4. Keep consistency of rules.

To make the problem tractable, the author made the following three assump-

tions.

 Many translation pairs with similar constructions are given.

© They are not so complicated (containing one or two predicates).

o The given examples have no noise. !

The following characterizes the approach the author adopted.

1. The idea of a system which acquires linguistic knowledge for translation
from examples has already been suggested in [Nagao 84]. Following the
same lines, the author devised a new formalism for representing knowledge
of translation. The formalism is called Translation Grammar. A translation

grammar is a set of rules for bidirectional translation, and it can generate
or accept a set of translations (pairs of sentences).

»

. The framework of grammatical inference [Gold 67) [Biermann & Feldman 72]
(Fu 74] [Fu & Booth 75 [Dietterich et al 82) is used to learn a translation
grammar.

. Two learning processes for a translation grammar are developed. The batch
learning process generates a translation grammar from a set of given exam.
ples. The incremental learning process improves a translation grammar to
satisfy a newly given example.

A machine learning/translation system, called Takuma 1I?, which has this
learning ability was developed.

"There is a0 translation example that is positive ond negative.
?This name comes from the Japancse phrase “Sessa Takuma®, which means “improving onesell
by competing with each other"
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This chapter is organized as follows. The next section describes the outline
of Takuma II. Section 2.3 defines the notation of translation grammar, and Sec-
tion 2.4 describes a method for learning a translation grammar. Section 2.5 de-
scribes some experiments in constructing translation grammars between English
and Japanese. The last section summarizes.

2.2 Outline of Takuma II

Figure 2.1 shows the outline of Takuma I1. It consists of two major modules, the
learning engine and the translation engine. The former acquires a translation
grammas from examples, and the latter translates sentences using the transl

grammar.
A translation grammar s obtained by Takuma II through the following steps.

1. A set of positive and negative examples is given.

2. Takuma II constructs a translation grammar which satisfies the given ex-
amples using the batch learning process.

. A new training sentence is given to Takuma II.

IS

. If Takuma IT cannot translate the sentence, then a correct translation of the
sentence is given by the human trainer. If Takuma If outputs an incorrect
translation, then the human trainer suggests to the system that it is wrong.
Takuma 1] updates the translation grammar so as to satisfy the newly given
example, by using the incremental learning process.

5. Goto3.

Takuma I1 is implemented in Zetalisp and Flavors on a Symbolics 3600/3640.

2.3 Translation Grammar

In this section, we describe tran

jon grammar, which is the basic represen-
tational framework of knowledge of Takuma II. We will first define translation
grammar formally and then explain how the grammar performs translation.



23. TRANSLATION GRAMMAR

1. Preparing Examples

2. Batch Learning
Process

4. Incremental Learning
Process

3. Translation

Sentence
Judgement by Human —I

Figure 2.1: Outline of Takuma Il
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2.3.1 Definition
A Translation Grammar G between language A and language B is a S-tuple,
G =<Vn,Vra,Vra,P,o >
where
Vi: finite set of nonterminal symbols of language A and B
Vra: finite set of terminal symbols of language A, Vra N Vy = ¢
Vrg: finite set of terminal symbols of language B, Vrp 0 Vi = ¢
0 € Vi start symbol
P: finite set of translation rules (productions) of the form
ba-X—ts
where
X € V: left hand side (LHS)
£ € V}: language A's right hand
anguage B's right hand

e (RHS-A), where V4 = Vy U Vrs
e (RHS-B), where Vp = Vy U Vrp

and satisfies the following condition.

I RHS-A has some nonterminal symbols, then RHS-B must have
the same nonterminal symbols corresponding to the symbols in
RHS.A.

1664 — X — gpis arule of P, a and f are any string of V;, and 7 and
& are any string of Vg, then the rule £4 — X — € may be applied to the
pair of strings [a X, 7X6] to obtain [afB, 7686). This process is denoted as
[aXPB, 1X6) = (a€B, 1€86). The reflexive transitive closure of = is denoted
=°. For any translation grammar G, the set of translations (pairs of strings)
T(G) generated by G is defined by

T(G) = {la, b]1[o, o) =" [a, b], a € Vi, and b€ V).
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%0001 %0002 %0003 . ~— %S — %0001 I X0003 & %0002 o  (R1)
I %0001 — B (R2)
you — %0001 — Bh k. (R3)

Figure 2.2: Example of Translation Grammar

Figure 2.2 shows an example of a translation grammar. Symbols starting
with ‘%' are nonterminal symbols and other symbols are terminal symbols. A
nonterminal symbol represents a syntactic or semantic group at translation. Two
RHS's in a rule represent a correspondence between two languages.

2.3.2 Translation Method

A translation grammar can perform bidirectional translation between two fan-
guages. In the following, we mainly discuss on the translation from language A to
language B. In pril
lations [a, b for i

iple, translating a source sentence a (€ V;{) is to find trans-

1...n, which are generated by a given translation grammar,
and b for

Bidire
which outputs all parse trees. The difference from ordinary CFG parsing

1...n are target sentences.
al translation can be performed by a slightly changed CFG parser
thata

source language's RHS is used for pattern matching and a target language’s RHS
is used for constructing a tree. For example, in the translation from language
A 0 language B, the rule £4 — X — €p is interpreted a5 the following tree
construction rule.

Condition: If the pattern €4 matches a subsequence of the input,

Action: then replace the subsequence by the tree whose root node is X and
whose descendant nodes are trees of {p.

Each noaterminal symbol in €4 and 3 is interpreted as & poltern variable which matches &
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Target btained i bols) of output trees with the

al symbols in their root nodes. Figure 2.3 shows an example of the translation
process.

2.3.3 Desirable Characteristics for Learning

A translation grammar has some desirable characteristics for learning.

tional translation

© A translation grammar can represent knowledge for bidi
in a uniform style.

In the translation grammar formalism, there is only one type of rule: i.e. the
translation rule. A translation rule is a combination of a parsing rule, a transfer
rule, and a generation rule. A set of translation rules, i.e. a translation grammar,
can translate an input sentence into a target sentence: it can perform the whole

process of translation. By using this uniform style representation, we can con-
centrate on development of a learning engine for it. In contrast, if we use three
Tepresentations for parsing, transfer and generation, we have to develop three
leaning engines for them.

o The single-representation trick [Dietterich et al 82) can be used for learning
a translation grammar.

A translation pair of sentences (a positive example) can be represented as an
instance translation rule. A given set of positive examples can be represented as
a tranlation grammar. Therefore, learning is done only on the rule space. We
do not need to consider an instance space or interpretation of given instances. It
simplifies the learning process.

2.4 Learning a Translation Grammar

Learning a translation grammar can be viewed as grammatical inference, because
a translation grammar is a grammar which generates or accepts a set of pairs of

tree whose root node is the nonterminal symbol, and correspondiag oaterminal symbols in two
RHS's are interpreted as the same variable.
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(1 speak English . |
4 Application of Rule R2
[ %0001 spesk English . )

L

(2) A Example of Rule Appli

[mnimm.l
4 Application of Rule R1
(%)
%000] llﬂ'iﬂl ”lmi .
A = &

(b) Another Example of Rule Application

Figure 2.3: Translation Process

A source language's RHS is used for pattern matching, and & LHS and a
target langusge's RIIS is used for constructing a tree. Each nonterminal
symbol in RHS's is interpreted as a pattern variable which matches a tree
Whase root node is a nonterminal symbol, and corresponding nonterminal
symbols in two RHS's are interpreted as the same varisble.
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strings. Therefore techniques of grammatical inference for context free grammars
[Dietterich et al 82) [Knobe & Knobe 76] can be applied for acquiring translation
grammars, with some extensions. In this section, we will first define seven opera-
tors to update a translation grammar, and then describe two learning processes.

2.4.1 Operators

‘The following seven operators are used in learning process to update a translation
grammar.

1. Adding a new rule.
Add a new rule 1o the grammar.

2. Deleting a rule.
Delete a rule from the grammar.

e

. Creating a new nonterminal symbol.
Create a new nonterminal symbol X for some pairs of strings

[emr, €81):[€a2, €82l
and add rules

[€4ns €8a)

b= X = o1,
€az = X = o2,

£an = X = Ean

to the grammar.

a

. Generalizing a rule.
Ifa rule

fa=X—¢s
is in the grammar, then replace a rule

afaB —Y — 166
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in the grammar by a rule
aXBe— Y — X6,

5. Integration of rules.

If some rules
afuf — Y — vémb,
afuf —Y = 1€,
afanB =Y — 16806
are in the grammar, then replace these rules by a rule
aXp Y —~1X6

by applying an operator of creating a new nonterminal symbol X for pairs
of strings

(€1, €a)y [€as, €pals . (€ans €Bn)-

o

. Merging nonterminal symbols.
Create a new nonterminal symbol W and replace all occurrences of nonter-
minal symbols X1, Xa,

Xu in the grammar by W.

. Expanding a nonterminal symbol.
Ifa rule

aXf—Y —1X6

the grammar, and if rules with the nonterminal symbol X in the LHS

& = X = éan,
£a2 = X = €pa,

Ean = X = Ean,

then replace the rule
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aXB Y = X6
by the rules

atmB —Y = vémé,
afaB — Y — végab,

aanB — Y — 1€ab.
These seven operators are divided into the following three groups according
to the relationships between T(G) and T(G'), where G is a grammar before ap-
plication of an operator and G’ is the grammar obtained by application of the
operator.
a. Reformulation operators: T(G) = T(G") : 3,5, 7.
b. Generalization operators: T(G) C T(G') : 1,4, 6.
c. Specialization operators: T(G) 2 T(G') :

To construct a translation grammar which satisfies all given examples, opera-
tors of generalization and specialization should be applied carefully. The following
are the conditions of application of these operators.

o Generalization operators are applicable only if the updated grammar does
not incorrectly cover any negative examples.

n operators are applicable only if the updated grammar covers

These applicability conditions guarantee that the application of these operators
does not make a translation grammar inconsistent with the examples given.

2.4.2 Batch Learning Process

The purpose of the batch learning process is to generalize and simplify a given
translation grammar, while maintaining consistency with the given negative ex-
amples. The specialization operators are not used in this process. In constructing
a translation grammar from a given set of positive and negative examples, Takuma
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11 first creates an initial (i from a given set of p:
An initial grammar is a set of instance rules which of the form

a—o—b

where a;, b) for i = 1....n are given positive examples and o is the initial symbol
of th The ini does not accept any given negati

under the condition that given examples have no noise. Second, the Io\lowmg
algorithm (batch learning algorithm) is used to generalize and simplify the initial
grammar.

1. Compare all possible pairs of rules in the grammar, and get differences
between the two rules. The difference between auf «— Y — 7€p16 and
a€a2B — Y — 7£pab is a 4-tuple < £a1, 642,681,682 >

2. Categorize the differences obtained at step 1 into the following types.
Types of Differences
Type A: [éal = €aal = o1l = €l = 0

Type B: {4i = £8i € Vi, [4;] 2 1 and [€p;] 2 1 except {4, = €pj € Vv,
j=20ri=2j=1

where i

Type D: a1 = €81 € Vi and fua = €ma € Vv
Type E: 1 < [fml S ml, 1 < [€aal S ml, 1 < [€oil < ml, 1 < [€82] < i,
and
1€arl + ¥aal + €81 +
la€arBl + [1€a26] + laksn
where ml and N are parameters. *

Type F: Otherwise

|
<N
I+ 768261

3. The differences obtained by step 1 are ordered in such a way that the dif-
ference easiest to resolve comes first, the second easiest comes next and so

“mi = 4 and N = 0.5 are used in experiments.
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on. The ordering is made based on their types.
Order of Difference

(2) The differences of Type A is taken as easiest to resolve and those of
Type F as hardest.

Type A< TypeB<...< Type F
(b) In the same types, the total length of difference (€1] + [€42] + [€51] +
|€53) is taken into account. The shorter differences precede the longer.

. Update the grammar by applying one of the following heuristic rules to
the least (minimum) difference obtained by step 3. The heuristic rules are
associated with the types of differences of two rules. If a rule application
succeeds, then go to next step. If not, then apply the rule to the next least

I'S

difference.
Heuristic Rules
Type A: Delete one of these two rules.
Type B: Try to add the rule
€aj — €ai — €8je
it succeeds®, delete the rule
abaiB —Y — 16p;6.
1 not, fail.
Type C: Create a new nonterminal symbol for the pair of strings [€4;. €8;]-
Type D: Try to merge £a1 and £aa. If it fails, then integrate two rules.
Type E: Integrate two rules.
Type F: Terminate the batch learning process.
5. 1 new rules are added at step 4, try to generalize the grammar by applying

the new rules to rules in the grammar. If a new rule is further added, repeat
this step recursively.

*1t satisfies the applicable conditions described in the previous subsection.
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6. Gotostep 1.

243 Incremental Learning Process

The purpose of the incremental learning process is to modify a translation gram-

new positive example is given, and a new negative example is given.

1f a new positive example which cannot be translated by the current grammar
is given, the system gets the most general partial parse® by applying the grammar
to the positive instance, and tries to add a new rule which has the initial symbol in
the LHS and the partial parse in the RHS's. If it succeeds, the system invokes the
batch learning algorithm (Section 2.4.2) to generalize or simplify the grammar. If
it fails, the system tries to add a new rule that is made from the next most general
partial parse. This method is an extension of [Knobe & Knobe 76) for translation

grammars.

If a new negative example which can be translated by the current grammar is
given, the system finds overgeneralized rules and specializes the grammar by the
following algorithm.

1. Find a nonterminal symbol to be expanded.
‘The system constructs the lattice of derivation of a negative example. In
the lattice, nodes represent pairs of strings and ares represent applications of

rules in the derivation. The system starts to search for a node which covers

the given positive examples starting from the bottom node representing the
negative instance by the breadth-first search. The node which is found first
is called the branching point, and the LHS of the rule on the last scanned
arc is the nonterminal symbol to be expanded.

2. Specify a rule which contains the nonterminal symbol obtained at Step 1.
By breadth first search from the branching point to the root node [0, ],
the system finds a rule with the nonterminal symbol obtained at Step 1 in

*A pastial paree s 8 pai
strings have been partly parsed into sonterminals; the more general partial parse are shorter,
since most of strings has been succemfally parsed.
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os . %)
I
(%0001 am a %0004 . , ¥0001 & ¥0004 ¥ , )

[X0001 am a boy . , {1 an o %0004 .

%0001 B P X o) B 12 %0004 X . )
Branching Point /' %)

[ amabdoy., [you am a boy . ,

HuyE K. Drk B PE KL
Positive Example Negative Example

Figure 2.4 Incremental Learning Process for Negative Example

the RHS's among the rules on arcs. The rule which is found first is to be
expanded.

©

Expand the nonterminal symbol.
‘The system expands the nonterminal symbol obtained at Step 1 in the rule
obtained at Step 2.

4. Delete the rules.
The system tries to delete the rules which were added at Step 3 and the
rules which have the nonterminal symbol obtained at Step 1 in their LHS's.
5. Check.

The system check whether the grammar fails to generate the negative in-
stance. If s0, g0 o the next step. If not, go to Step 1.

. Invoke the batch learning algorithm.
The system invokes the batch learning algorithm to generalize and simplify
the grammar.

Let’s explain the execution of this algorithm by using an example (Figure 2.4).
We assume that the translation grammar consists of the rules in Figure 2.2 and
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the following rules
%0001 am a %0004 . — XS — X0001 I %0004 K o (RS8)
boy — %0001 — PAE (R9)
811 — %0001 — P& (R10)
and the negative example
(yon am a boy ) = [BAK 1 F X o)
is given. The system constructs the lattice of derivation of the negative instance

(solid lines), and finds the branching point. In this example, the branching point
is

(%0001 am & boy . , %0001 It P K o)

and %0001, which is the LHS of the rule on the last scanned arc (a), is the
nonterminal symbol to be expanded. The rule to be expanded is

%0001 am a %0004 . — XS — X0001 Kt %0004 % . (R8)
which is applied on the arc (b). Therefore the rule R8 is expanded to two rules

Tama X000 .—¥S— KL H %004 Ko (RIL)
%0001 am a boy . — %S — %0008 1 HHE K . (RI2)

and deletions of R11, R12, R2 and R3 are tested, and R12 is deleted.

2.44 Characteri

The proposed method of leaming a translation grammar has the following char-

« Itis an automatic learning procedure.

The system acquires a translation grammar only using a set of examples. It does
not require any other information sources. This is desirable since it is impossible
10 have a teacher or an oracle, because the system must construct a previously
unknown grammar.

* The two learning processes are complementary to each other.
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If the system has only the batch learning process, the system must repeatedly

perform the ing process for a newly g le. This can be avoided
by using the incremental learning process. In contrast, if the system has only
the incremental learning process, one must carefully control the order of giving
examples to get good learning results, because the incremental learning algorithm
generally tends to be sensitive to the order of examples. This can be avoided by
using the batch learning process on the first stage of learning.

2.5 Experiments

Expetiments to construct simple translation grammars between English and Japa-
nese from some sets of examples are performed. The author prepared elementary
English sentences which appear in a standard English textbook used in the first
grade of junior high school in Japan. The Japanese examples do not include
free-word order sentences. We simply use the surface forms, which are strings
of words with no additional information such as syntactic category or foot-by-
inflection breakdown. The size of training set is 208.

2.5.1 Trace of Experiment 131

‘This subsection shows the trace of an experiment (I31) in the construction of a
translation grammar.

(1) Figure 2.5 shows the set of examples. The set consists thirty-one positive
examples.

(2) The set of examples was given to the system. The system invoked the
batch learning process (Figures 2.6-2.7), and constructed a translation grammar
(Figures 28-2.9). The translation grammar has eleven nonterminal symbols and
forty rules. We can read that %0003 is the group of nouns referring to things,
%0006 is a group of nouns referring to people, 0008 is a group of noun phrases
referring to people, and %0009 is the group of adjectives. The numbers after each
rule are the ID's of the positive examples which the rule is used to translate.

(3) The system translated all given sentences of (2) (Figure 2.10-2.11). Sincea
translation grammar may output more than one target sentence, new translation
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Poaitive instances : 31
S(TanTarme . ) > (K1 RNK. )
PlaTare . 1< (KB XBA. )

: [ you are Takuaa . J <> ( 3%k 1 WM K. )

: Cyou axe Rasako . ) <> [ BhA 1 BF # . )
(Tamadoy . ) (MBPER. )

you e agirl L) <> (SRR MK K. )
T:lyouaraadey . ] <> (DA MDA )
Tasatalboy . ) > (KR RO K OE XL )

: (you are o small girl . ] <> [ Bk 1t A2& DK K. )

10 (this teadook . I <> (Ch KK, )

1Ot teatook . I (BR B KN, )

12 (this ie an apple . ) <> ( Th B WAE K. )

135 [ that s an orasge . ) <> [ DR B ALY Ko )

14: Cthis tamyapple . ) <> [ Ch M K ® DAZ K. ]

16 (this tomybook . ) <> (CR R KO KN, ]

16 ¢ [ that s your book . ] <> [ Bh 1t DA O K Ko )

il teadeg. ) > (Eh AN, )

16 : [ that is Taro's dog . ) <> (BR B XM O R K. )

19: (hetoatoy.) > (MRPEK. )

20: (odedoaginl ) > (MEBPEK, )

20 (hetsaytriend . ) > (MEKOKEK. )

22 : Cobedoatonchar . ) <> (WK B RE K. )

23 [ ohe is Hanako's teachar . ) <> [ Wk 1 EF @ Rk ¥ o )

245 (that de o temaie ball . ] <> [ Bh B FExM—n K, ]

26 : (1t s your tenais ball . ) <> [ Rh 1 BRA © F2AM-p K. )
26: [T'mnot Taro .} <> (KR ABTH &w. )

20 : Cohe to anures . ) <> (WK 1 WO K. )

28 : [youarert amree . ] <> (22A M BMETH Av . )

29 : [ he tan't wy teacher . ) <> (MR KO RETH A, )

30 : [ ohe den’t Banako's mother . ) <> (MK H &F 0 BR T # v, )
30 : (4t dan't o temnia Ball . ] <> [ ER B FEAM—A T H A, )
Negative tnstanc

1
2
3
.
6

Figure 2.5: Prepared Examples

2
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(Batch Jearning loop : 1] ...

Change.

[you axe a 20001 gi) . <- 1S > Dk 1 20001 K Ko :3)
+ (ol < %0001 > A2k 19 )

<o lyouare s small girl . < 1S > BRA M AZR DK K. :9)
(youareagirl . <18 2RAk B DK K. :61).

[Batch learning doop £ 2] ...

Change.

(anat0002boy . 15> KK I002P% A, 18]

+ [adl < %0002 5> M 0 K 5 8)

“Clmatallby . “CBOURROKPER. :8)
(Tamadey . 18> KRPEXR, 6D

(Batch Jearniag loop : 3] ...

Integraticn.

[this fo ay 20003 . <- XS -> Ch 1 B © 0003 K . : 1415 )

+ Mook < 10003 > K : 16 ) + [apple <- J0003 > DAE : 141

e [Mefsaybook . I8 ZARUO KA. 18]
chs sy apple . LSO TRRE D DAL K. i)

Chacking the folloving generalizaticn.

[that s your 10003 . < 1S -> B M 3Rk © X0003 K . : )

<o that is your book . <~ S > Bh M BAA O K K. :16] ... Ok

Chacking the folloving gemeralizaticn.
Cthat 40 @ 10003 . <~ 1S -> Bh 1 10003 X o
<o (At dsabook . IS Bh R A K.

Checking the folloving guaeralizaticn.

Cthis 40 2 %0003 . < 18 > Th H Y0003 X o
<o (this fs abook . <13 > Ch M KA.

Chacking the folloving generalizatica.
[this 10 @2 20003 . <- %S > Ch 12 %0003 Ko ;]

<o (this de an apple . <- XS -> Th M DAL K. :12] ... 0K

Bateh learniag doop : 4 ...

Chacking the folloving change.

[this 16 4 20003 . ¢ IS > CR 1 10000 K o : 10) (alresdy exist)
+ [dog <- 20003 -> R : )

o (s feadog . US> CRBRK. 1T) ..

. ok

110)

Figure 2.6: Trace of Batch Learning Process



25. EXPERIMENTS 2

Chacking the folloving gemeralizatics.
[that 4s Taro's Y0003 . <- 1S > B 1t XS © 20003 K o : )
<= [that is Taro’s dog . < 1S > Bh it KB O R K. : 18] ... OF
(Batch learning Joop : 6] ...

(Batch learning loop : 20 ) ...
Integration.

[a 70009 20006 <- 10008 -> L0009 10006 : )

+ (Y0002 <- %0009 -> %0002 : ] + [¥0001 <~ %0009 -> 10001 : )
<= [a 70002 20006 <- 10008 -> 10002 %0006 : 8 )

+ [a %0001 %0006 <~ %0008 -> %0001 %0006 : 9 )
Chacking the folloving nergisg.

Lo 1 oo ]+ [ oot ) .. 0
(Batch doarning loop : 21 ...

[Bateh Jearning loop £ 391 <.
Integratica.

(10011 20008 . < XS -> %0011 12 10008 T it A : 2620 )

+ [you aren’t < 20011 -> Bk : 28] ¢ (I'moot < 20011 > & : 26 )

<@ [you aren’t 0008 . <- IS -> R H 20008 T B K. :20)

+ (X' not 10008 . <- 15 -> K 1 0008 T 1t A\ o : 26 ]

(Bateh learning loop : 301 ...

Integration.

(10012 20008 . <- X3 -> X0012 12 30008 K o : 123466789)

¢ (e < 20012 -> 8 :1268) [youars < 10012 > 34K :34679)
< [Tan 10008 . <S> K 1230008 Ko :12560)

* fyou are 10000 . < 18 > Ak 110008 Ko :34679]

(Bateh loarning loop : 31 ) ... Termisate.

Figure 2.7: Trace of Batch Learning Process (cont.)
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Rules : 40
Book <~ 10003 > % : 10 11 15 16

apple < 20003 -> DAC : 12 14

dog <- %0003 > R : 1718

tennie ball <- 30003 -> #= XM= : 24 26 31
orange <- 10003 -> FL¥ Y : 13

Taro's <- 10004 -> XIS : 18

your <- 10004 -> BAK : 16 25

ny < %0004 -> & : 14 16 21 29

Hasako's <= 20004 -> FEF : 23 30

< 20008 > th ;26

that < 10006 -> BR : 11 13 16 18 24

this < 10005 -> Ch : 10 12 14 15 17

oures <- 10006 -> MMM : 27 28

teacher <~ 10006 > fitk : 22 23 29

sirl <~ 20006 > PK : 6920

boy <~ 10006 > P : 67815

motber <~ 10006 -> @R : 30

triemd < 20006 -> 2l : 21

Be < %0007 -> @ : 192129

sbe < 20007 -> Wk : 2022 2 27 0

Hamako ¢- 0008 -> 7EF : 4

Taruma <- 20008 -> WM : 13

Taro <- 10008 -> XI§ : 226

2 10006 <~ 70008 -> %0006 : § 6 7 19 20 22 27 28
2 70009 10006 <- 0008 -> 10009 70006 : 8 9
10004 10006 <~ 10008 -> 10004 > %0006 : 21 23 29 30
Wl < 20008 > R 0 K
smll ¢ 20009 -> A2k ;9

s <~ 10010 <> A : 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 27
faa’t ¢ 30010 > T M AW : 29 30 31

you area’t < W01 > Bk : 2

T'mmet < 0011 > & : 26

T <102>K:1268

you are < 10012 > DRk : 34679

ure 2.8: Translation Grammar Obtained by Batch Learning Process
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0005 70010 a 10003 . <~ IS -> 0005 12 Y0003 0010 . : 10 11 17 24 31

10007 %0010 Y0008 . <~ 1S -> 10007 H 0000 10010 . : 19 20 21 22 23 27 29 30

70006 70010 an Y0003 . <~ XS -> 10005 2 30003 10010 o : 12 13

10006 10010 10004 10003 . <~ 1S -> 10005 12 10004 © 10003 10010 . : 14 15 16
182

10011 20008 . <- 15 -> 10011 12 T0008 T it A\ . : 26 20
0012 %0008 . <~ 1S -> 10012 1 T0008 A . : 123456789

Figure 2.9: Translation Grammar Obtained by Batch Learning Process (cont.)

examples may appear. If the system finds a new translation example, it asks the
user whether the translation is correct of not. The underlined characters are the
user's inputs. In this experiment, the system found two unknown examples,

32 : (this is an book ] = (TR B & % o]

33 : (this ie & apple ) = [Ch B DACT K. )
‘The user taught the system that these examples are incorrect. The system treated
these as new negative examples, and invoked the incremental learning process to
deal with them. Though the grammar in Figure 2.8-2.9 accepts the following

negative examples,
(ehis is an dog )~ [Ch B R K o)
(this 1o a orange ) —~[Ch B #FLv¥ K .)

they are excluded by the incremental learning process for negative examples 32
and 33.
(4) The user gave some new sentences to the system in interactive mode (Fig:
ure 2.12). First, he gave
(1 an & girl )
is an unknown sentence for the system, but the system output a correct

translation. Second, he gave

Cohe is a protey gird .
The system could not translate it into Japanese, so he taught it a correct trans-
lation. The system then invoked the incremental learning process to satisfy the
positive example. Finally, the rule
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Start to chock all tramslations.
Tastance 0 : 1
Translating posttive instance 1 [T an Takua . ) => ...
Eaglish : [T aa Takuma . ) -> Japanese : [ & 1t WM X . ): corvect.
Trazslating positive iastence 1 [ K 1t WM K o 1 > ...
Japasese : [ 4 1 WM A . ) -> Eaglieh : (I am Taruma . J: corract.

Tnstasce 10 : 10
Translating positive iastance 10 [ this is & book . ) =5 ...
Eaglish : [ this fs a book . ] => Jepmess : [ Th B & . 1: correct.
Trasslating positive lastance 10 [ Ch # K Ko ) > .
Japamess : [ i M A Ko ) o> Baglish : [ this is & book . ): correct.
Japanese : [ it K Ko ] -> Eaglieh : [ this is an book .): correct?
(Tos or B0) Fo
Spectalization by erpanding soaterntsal 20003 ...
Expancing rule (10005 20010 an 10003 . <- IS -> 10006 12 10003 Y0010 . :

1213) ...
Rule (10006 %0010 an 50003 . <~ 13 -> %0006 H 10003 10010 » : 12 13 ]
is deleted.
Rule (10006 0010 an orage . <- 15 -> X000 # 1> 20010 4 : 13 ]
ie sdded.
Rale (10005 10010 an apple . <- 18 -> 10005 1 HAC Y0010 o : 12 ]
i added.

Rale forange <- 10003 > #L Y : )
is deleted because it bas 2o positive instaaces.
DBatch lewratng loop : 1]
Integraticn.
(40005 50010 an %0013 . <~ 33 -> 10006 H 0013 0010 o : 12 13 )
+ [opple <- 10013 -> DAL : 12 ] + [orange <- 20013 -> Fv¥¥ : 13 ]
<= (10006 10010 an apple . <- 1S => %0006 M DAL X0010 . : 12 ]
+ (10006 10010 an orange . <- 1S -> %0005 M F1¥ ¥ 20010 4 : 13 )
Checking the folloving gemeralizaticn.
0013 <~ 10003 -> 20013 : )
<o lapple <~ 10003 > DAL : 14)
Checking the folloving generalization.
(10005 20010 an 20003 . <~ 1S -> 10005 H 0003 X0010 » :
<= (10005 10010 an 10013 . <- XS -> Y0005 1 0013 10010 » : 12 13 ... Pail.
Begative instance [ this is an book . <> Ch # K K+ ) is coverd.

o

Figure 2.10: Translation of All Sentences and Incremental Learning Process
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(Bateh learning loop : 2]

(Batch learniag leop : 6 ) ... Termimate.

Tastance 10 : 12
Trazslating positive instance 12 [ this is an apple . ) > ...

Eaglish : [ this is an apple . ) -> Japaness : [ Ch B DAE K . ): correct.
Translating positive instance 12 [ Eh B DAC Ko ) 5> ...

Japanesa : (TR B DAC Ko ) >
Eaglioh : [ this 1o a apple . ]: corvect? (Tes or o) Eo

Japanesa : [ ER 1 VAT Ko ) >
Eoglish : [ this is an apple . ): correct.

Specialization by expanding nontarminal 20013 ...

Expanding rule (10013 <- 50003 -> 20043 : 14 17 18 24 26 31 ) ...
Rule (X0013 <- %0003 -> 10013 : 14 17 16 2¢ 25 31 ) is deleted.
Rule (tennis ball <- 10003 -> F=X#—4 : 24 25 31 ) is added.
Rale (dog <- X0003 > R : 1716 ] is added.

Rule [apple < 10003 -> DAT : 14 ) is added.
Rule (temais ball <- 20013 -> F=2X#—4 : )
18 deleted baceuse it has 2o positive instances.
Bule [dog <- %0013 -> R : ] i deleted becauss it bas 5o positi
Specialization by erpasding enterminel 10003 ...

Expunding rule (a 70003 <- J0014 -> 10003 : 10 11 17 24 31 ) ...
Rule [a 20003 <- 0014 -> %0003 : 10 11 17 24 31 ) s deleted.
Rule (a dog <- %0014 > R : 7 ) ie added.

Rule (a tennis ball <- X0OM => 2= A#=x : 24 31 ) is added.
Rule (a book <- 10014 -> % : 10 11 ] fs added.
[Batch lewrntng loop : 1] ... Termimate.

Tastance 10 : 31
Tranelating positive instasce 31 [ it fsn’t a teasis bull . ) >
Eaglish : [ it sa’t a temis ball . ) ->
Jepanase : [ &R It FExK-p T B Ao )i correct.
Tranelating positive fastance 31 [ & # F2AN-A TH Av. ) > ..
Japuaese : [ AR B FExM=A TR KWL ) >
Eaglish : [ it isn’t o temais ball . J: corect.
Chacking all translations is comple

Figure 2.11: Translation of All Sentences and Incremental Learning Process
(cont.)
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(lateractive learning loop : 1}
Please taput an r..n.- satence: (1 an e gin1 )

Englia BES

Japuness : (M . og X ) correct? (Tas or ¥o) Yas.
(lateractive learning loop : 2)
Please iaput an English sentence: (she is a pretty girl .)
I can’t translate ( ade is & pretty girl .) ioto Japaoe
Please translate [ abe is a presty girl . ] iato Japane:
@K B pbon DR K L)

[ ahe fo & pratey girl ) <> [ K B Sbvn Pk K o) is 07 Yoo
Chacking the addition of the folloviag rule.

(10007 10010 a protty 10006 . <- 18 -> 10007 1 hbinte 10006 10010 o : )
L.oox
Rule [ 20007 10010 a pratty X0006 . <~ XS -> 0007 H Hbwnws 0006 10010 o
36 ) is added.

(Bateh learning doop : 1) ...
Chacking the folloving change.
(%0007 %0010 %0008 . <~ 15 -> X007 12 10008 20010 .
£1920 2122232729 30 ) (alrendy extst)
+ (o protty 10006 <- 10008 > $bwwie 10006 : )
<= [10007 10010 a protty 10006 . <- 15 -> X007 M $bwwi 10006 10010 o
138
(Batch loarning loop : 2] .
Chackiag the folloving change.
(a 10009 70006 <~ 10008 -> 10009 10006 : 8 9 ) (already ezist)
* (pretty <- 20009 > Bbwaws : )
<= [u protty %0006 <- 10008 -> Hrbvov~ 20006 : 36 ) ...OK.
(Batch learning loop : 3 ) ... Terminate.
CIateractive learniag loop : 3) ... Ternisate.

Figure 2.12: Learning in Interactive Mode
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‘Table 2.1: Summary of Experiments

Figuren enclosed in parentheses are the numbers of negative examples which
were used o restrain generalization of grammars.

1D Btz | 153
Positive Examples Number of Positive Examples 33 74 208
Number of English % e 19
“Terminals Japanese 31 48 145
Average Length | English 5.0 49 53
of Sentences  [Japancse | 60| 63| 65
Negative Examples | Number of Negative Examples | 2(2) | 50(15) | 345(61)
Translation Grammar | Number of Nonterminals [ D 3
Number of Rules. 45 92 270
Average Length | English 16 16 2.0
of RHS {Japanese 16 18 22

protey — %0000 — hbwin
was added.
(5) Figure 2.13-2.14 shows the final translation grammar of the experiment.

2.5.2 Results

Table 2.1 shows the summary of the experiments.
The experiments show:
® A translation grammar can be learned from translation examples by us-
ing simple grammatical inference techniques. The translation grammars
obtained satisfy all given positive and negative examples and can produce
some translations which are not explicitly given.

© The system can find correspondences of words, word classes and phrase
structures between two languages.

© The proposed framework has several limitations; the grammar of each lan-
guage must have a structure which can be described easily in a context free
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apple < 10003 -> DAE : 14

dog < 10003 > X : 17 18

tennie ball <- Y0003 -> F=XW—A : 24 26 31

book <~ 20003 > % : 16 16

Taro's <- 20004 -> XIS : 18

your <- 10004 -> BRA : 16 25

»y < %0004 > B : 14 16 21 29

HanaXo’s ¢- 20004 -> FEF- : 23 30

1t < 10005 > th : 26 31

that <- 10005 -> Bh : 1113 16 18 20

this ¢ 10006 > Ch : 10 12 14 16 47

Dures <- 10006 -> WG : 27 28

toacher < 10006 > Rtk : 2223 2

gir) <= 20006 -> Pk 1 6920 34 35

boy < 10006 > P : 6T 819

motber <~ 10006 > B : 30

fried <- %0006 -> 2l : 21

he <- %0007 -> B : 1921 29

abe <= 20007 -> Wk : 20 22 23 27 30 36

Banako <- 10008 -> fEF : 4

Taruma - 70008 -> WM : 13

Taro <- 10008 -> XI5 : 226

10006 <~ 10008 -> 0006 : § 6 7 19 20 22 27 28 34
10009 10006 <~ 10008 -> 10009 10006 : 8 9 36
10004 10006 <~ Y0008 -> 10004 > 10006 : 21 23 29 30
Tl - %0000 > WO MWz B

amall - 10009 -> ARE : 9

pretty < 10009 -> hbuwin : 3

i <~ 10010 -> A : 10 11 12 13 14 16 16 17 18 19 20 21 22 23 24 26 27 36
faa't < 20010 > T H AW : 2930 31

Figure 2.13: Final Translation Grammar
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you wrentt < W01l > BAK : 2

Imnot < 10011 > K %%

Ta 002> 8:12583

Jouare < 10012 > 3Rk 34679

orange < 10013 > Fi¥

apple < 10013 > DAL : 12

a %0013 <- 20014 -> 20013 ; 12 13

10004 10003 <- 10014 -> 10004 10003 : 14 15 16 18 25

adog < WOM > K17

o temais ball < 10014 -> FIW—A ;M I

a book <= 20014 > X : 10 31

10007 10010 10008 . <~ XS > 10007 12 10008 %0010 . : 19 20 21 22 23 27
2930 35

10011 20008 . <- 48 -> 10011 1 YOWB T M A4 2620

10012 %0008 . < XS -> 10012 2 X0W08 K o : 123456709

0005 X0010 10014 . <- IS -> X000S 1 30014 0010 » : 10 13 12 13 14 15
1617 18 24 25 31

Figure 2.14: Final Translation Grammar (cont.)

3
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grammar, and two languages must have similar sentence structures. These
limitations come from the use of translation grammar as the basic framework
of representing knowledge.

o A translation grammar is not powerful enough to describe precise knowledge
for natural language translation. Many nonterminal symbols and rules are
needed 1 plex sentences. The hanism needs to b ded

10 use feature bundles instead of nonterminal symbols.

© Many negative examples are needed, because generalization is restrained
only by explicitly given negative examples. Restraint of generalization by

negative examples (namely generalization of negative examples) is
the future.
2.6 Summary

This chapter has described a procedure of learning language translation. Learning
language translati

categorized as learning fo perform a multiple-step fask,
which is the most difficult class of machine learning. We have showed that the
formalism of translation grammar and its learning algorithm make it possible to
learn language translation. The proposed method of learning is automatic. Major
results of this chapter are:

« A translation grammar can represent knowledge for bidirectional translation
in a uniform style. This formalism has some desirable characteri

for
learning. They simplifies the learning process.

© A translation grammar can be learned from translation examples by using
ple grammatical inference techniques. Obtained translation grammars
satisly all given positive and negative examples and can predict some trans-

lations which are not explicitly given.

 Two learning processes, batch learning process and incremental learning
process, are complementary to each other.
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o Experiments shows that the learning system can find correspondences of
words, word classes and phrase structures between two languages.

There are many open problems to be solved before this method can be used
for real application. They include:

 Extension of knowledge representation.
Nonterminal symbols in the current framework should be replaced with bun-
dles of features.

o Extension of learning engine.
A mechanism for automatically generating a set of features is nceded.

o User interface.
A user interface through which the human and the machine can cooperate
1o construct machine translation systems is needed.

These problems are very interesting and worth addressing.



hapter 3

Example-Based Word

Selection

3.1 Introduction

In the previous chapter, the author proposed a method for learning transiation

rules. It is one direction for research towards overcoming the knowledge acq:
tion bottleneck. Another direction is to develop a translation mechanism which
does not need rule acquisition, namely ezample-based translation.

The original idea of example-based translation was suggested by Nagao as
translation by analogy [Nagao 84]. The basic idea is very simple: translate a

source sentence by imitating a translation example of a similar sentence. If this
can be implemented, it frees us from rule acquisition. All we need to do is to
collect translation examples.

The main part of translation is the process that transfers or rewrites a fragment
in source language into a corresponding fragment in target language. This process
heavily depends on individual words and individual contexts, not on general prin-
ciples or regularity. This characteristic suggests that example-based reasoning is
suited for the translation task.

Moreover, recent progress in computer hardware makes it possible for us to
use large size memories and massively parallel computing. These support prac-
tical example-based reasoning systems, as demonstrated by the memory-based

36
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reasoning of (Stanfill & Waltz 86).

In this chapter, we discuss two explorations of example-based translation —
tranelation by analogy and memory-based reasoning — and propose a simplified
version of example-based translation, called MBT1, which can solve the word
selection problem.

3.2 Translation by Analogy

Nagao first suggested the basic idea of example-based translation in [Nagao 84].
Nagao's idea can be divided into two parts:

1. grouping word pairs and learning case frames
2. translating by using the analogy principle

In this section, we discuss these ideas and modify them.

3.2.1 Grouping Word Pairs and Learning Case Frames

‘The basic heuristics for grouping word pairs and learning case frames is learning
from near miss [Winston 77). Consider the following two translation examples. *

(3-1)  He eats vegetables. 'L T2 ot
(3-2) He eats potatoes. B Cetnbk B3,

Itis a plausible inference that we can extract the following corresponding relations
by comparing (3-1) and (3-2).

(3-3) HeeatsY. - ERYER<E,
(3-4)  vegetables - R
(3-5)  potatoes - Lesng

Moreover, let's consider another translation example.

VAlthough Japanese has no delimiter for word separation, we use & space as & delimiter for
“bunsetau’ separation. A ‘bunsetsu’ consists of a content word and some function words.
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(3-8)  She eals vegetables. s HRE KB,

From (3 3) and (3-6), we will extract the following corresponding relations.

(3-7T) XeasY. ~-  XBY % fi<3,
(3-8) he - ®
(3-8)  she - wx

This story indicates that we can formulate:

1. Correspondence between English and Japanese sentence frames. If we care-
fully choose a set of similar examples for a verb, we can obtain case frames
for the verb.

2. A bilingual dictionary between English and Japanese.

3. A set of noun groups distinguished by the contexts in which they can appear.
If this process is done for different kinds of verbs, the noun grouping will
become finer, and more reliable.

‘This story s too naive to implement straightforwardly in a practical software
system. If we use surface string matching mechanism for comparing two examples,
some trivial problems prevent success. Consider the following translation example.

(3-10) I eat potatoes. R Cedivbt <3,

From (3-2) and (3-10), the system cannot extract the corresponding relations ‘he
- 8 and ‘T~ £L", because the system does not know any relation between ‘eats’
and ‘eat’. Moreover, because Japanese has no delimiter for word separation, the
system will often extract non-word strings.

To avoid these problems, we assume morphological and syntactic analysis. We

give the system examples in the form of pairs of verb frame instances: e.g.

(3-11)  (eat he vegetable) (B8 @ W)

This differs from Nagao's proposal for translation by analogy using non-pre-
processed examples, and we cannot give the system new examples fully auto-
matically. But the author thinks it is a practical answer.
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3.22 Translation by Analogy

Nagao explains translation by analogy as follows. Let's assume that the system
knows translation example (3-2). The system also has a word dictionary between
English and Japanese, and a thesaurus. When the following sentence is given to
the system to translate,

(3-12)  John eats apples.

the system checks similarity o replacability between John’ and ‘he’, and ‘apples’
and ‘potatoes’ by tracing the synonym and superordinate/subordinate coneept
relations in the thesaurus. Because these are similar word pairs, the system de-
termines that the translation example (3-2) can be used for the translation of
(3-12). As a result, the system outputs the following good translation.

(3-13) Uwvi DATE R<E,
Let's consider another input (3-14).
(3-14)  Acid eats metal.

In this case, the similarity check of ‘acid ~ he’, and ‘metal ~ vegetable' fails in the
thesaurus, and no translation is produced. If this is an example sentence in the
entry of ‘eat’, and has the Japanese translation (3-15), then the input sentence
(3-16) can be translatable as (3-17).

(3-16) M ME BT
(3-16)  Sulfuric acid eats iron.
(3-17) st % &7

‘This explanation has two problems. The first comes from the concept ‘repla-
cablity’. Let's assume that the system knows the translation example (3-18).

(3-18)  This is soup. thit 2—-7 7t

According to Nagao's explanation, it is impossible to translate (3-19) into (3-20)
using (3-18).
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(3-19)  This is iron.
(3-20) zhR & TT.

Obviously replacability depends on its context. Can we make a system that
can translate (3-19) into (3-20) using (3-18) and does not output (3-21) as the
translation of (3-16)?

(3-21) wMBE Bt B3,
‘The answer is that it is almost impossible. The reasons are:
 If the system uses context independent measure of word similarity or re-

placability, it is impossible because the system cannot obtain any context
dependent information from the thesaurus and examples.

« Itis almost impossible to obtain context dependent measure of word similar-
ity or replacability, because there are a huge number of context variations.
Even if we can collect a huge number of translation examples, it will not be
enough to obtain context dependent word similarity.

A practical solution

o If the system does not know the translati
system outputs (3-21) s a translation candi

example (3-14) - (3-15), the
te of (3-16).

« If the system knows the translation example (3-14) - (3-15), the system
outputs two translation candidates (3-17) and (3-21) for (3-16), and prefers
(3-17) rather than (3-21).

In short, the system outputs some translation candidates and their preference
scores. It is implementable in a software system.

Another problem with Nagao's explanation is that it cannot select preferable
targets for nouns. Let's assume that the system knows the translation examples
(3-2) and (3-14)-(3-15), and the sentence (3-22) is given to be translated.

(3-22)  She eats vegetables.
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If the system knows two translation candidates, ‘ W3 ' and * SE#5AM ", for ‘veg-
etable’, then it produces four translation candidates for (3-22):

(3-23) dikn WRE £~<3.
(3-24) kn MBARME K3,
(3-25) @kh WRE &7
(3-26) @kit MBARL BT

The system can prefer (3-23) and (3-24) over (3-25) and (3-26), because ‘veg-
etable’ is more similar (0 ‘potato’ than ‘iron’. But the system cannot prefer (3-23)
over (3-24), because similarity is calculated on only the source (English)
Nagao's proposal. This problem can be solved by calculating similarity on both
side, i.e. using the similarity of word pairs. If ‘potato - L4 3\~ § *is more simi
lar to ‘vegetable - ¥ * than ‘vegetable - M#AM ", the system can prefer (3-23)
over (3-24).

2.3 Summary of Modific

n

As a result of the discussion, we have modified Nagao's idea as follows:
1. We give the system examples in the form of pairs of verb frame instances.

2. The system outputs some translation candidates and their preference scores.

3.3 From Memory-Based Reasoning to Translation

We cannot simply apply Memory-based reasoning (MBR) [Stanfill & Waltz 86]
10 translation, because translation task is not so simple. In this section,
discuss the memory-based reasoning framework, and will modify it to
word selection task.
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Predictor fields | Goal fields
bl | fafo|o] - [gn

Figure 3.1: Database for MBR
3.3.1 Memory-Based Reasoning
Conceptually, memory-based reasoning consists of three components:
1. Database
2. Metric

3. Evidence-com|

A database is a set of records. Each record has a fixed set of fields. The field
containing the “answer” to  problem is called the goal field, and the other felds
are predictor felds. Figure 3.1 shows the form of MBR database. Novel records
which are to be classified are target reconds. The reasoning task is to infer a value
of the goal fields of the target records.

Notation

We use Greek letters (r, p) for records, and italics for field names (f, ). Field S
of a record p is written p. . The set of possible values for a field J is written V.
A value is represented by an italic letter v. A database is written D. The set of
goal field is written Gy, and the set of predictor fields is written P,.

A feature is a combination of a field and a value, such as (f = v]. We use
features to restrict a database 1o a subset, as in D|f = v]. We can count the
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number of items in the full database, as |D|, or in a restricted database, as in

1DIf =)l
Value Difference Metric

Stanfill and Waltz (Stanfill & Waltz 86) have tested three metrics, the overlap
metric, the weighted feature metric, and the value difference metric, and they have
concluded that the value difference metric is the best for the task of pronouncing
English words. Suppose we are given a target record , a record p, a goal filed g,
and a database D. The value difference metric

a*(D,rp) = Y 8Y(Dirfipf) (3.1)
Feb,
§(D,rfop.f) = dY(D,7-f.p.f) wi(D,7.f) @2)

D, f) = (3)

3 - 1Dl = r.f)lg = o]l _ 1DlS = p.Jllg = v}| )
D,r-1,p.f) *Z‘;'( D=rl e (3.4)
‘This metric is very sensitive to contezt : Formula 3.3 indicates that weight of 2
field w)(D, .f) depends on an individual value 7.f and a goal field g, and Formula
3.4 indicates that distance between two value &5(D,7./,p.f) depends on the field
f and the goal field g. This context sensitive metric shows good performance
when the size of the database is very large.

Evidence-Combining Rule

In the reasoning process, MBR first computes distance values between the target
tecord and individual records in the database. Second, MBR selects the top
ten records in similarity ranking. Finally MBR sums evidence scores for each
candidate value for the goal field, and outputs them. The evidence score of 3

record is ziy.
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3.3.2 Toward Memory-Based Translation

Before discussing a modification of MBR suited for translation task, we define the
form of an example and an input informally. Suppose we are given an example in
the following form.

Source  Target

The translation task is to fil the empty fields (indicated with 7" in the table.
Now we start to discuss the application of MBR to translation. The simplest
example s the following.

|I- fr  f | [T ) 93
o[ eat he potato [R<E @ Letivng

We soon find two problems with this method:

© The number of fields is not fixed. For example, some verbs have three
argument slots.

o The similarity or distance calculation is computed on only source side.
‘These leads us to make the following modifications.

* We divide the database into some subdatabases which have fixed number of
fields. Moreover, because it is very difficult to obtain the si

rity between
two verbs mechanically [Nagao 84), we have to make a subdatabase for each
verb frame pair.

* We have to use word pairs as values in the fields.
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As a result, a subdatabase is in the following form.

Subdatabase for (eat £~<3 2)

h ;)
(o @) (potato Ledins)

In the subdatabase, there are no target fields. But it is not serious, because: if
the system has a dictionary of word paire and verb frame pairs, the system can
produce some translation candidates from the given input. And the system can
compute the preference score for each eandidate using a method like MBR, and
select the best one.

‘We now h: d ic for imilarity between lati did:

and an example in a database. We cannot use the value difference metric, because:
o There are no target fields.
« In almost all cases, the value |D{f = 7.]| will be zero.

We have to use a simpler and more context independent metric.

First we consider the distance between values of fields: i.e. the distance be-
tween two word pairs. A promising hint is in Nagao's paper. It is the use of
external similarity: r contexts, they will be

if two word pairs appear in si
considered similar. To quantify this, first we count the number of appearances

of each word pair in each context. In our situation, a context is a slot of a verb
frame pair. As a result, we obtain the following matrix.

(oat &~<3 2) | (eat &F 2)

Word Pair Slot__ Slota | Slou__Slota
(he 8 2 0 ° °
(potato Lasive) | 0 1 0 0

(acid M) 0 0 1 0
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Using the matrix, we define the distance between word pairs r.f and p.f as

the following: ?

1
dDrtr)) = BT D ! 33
A Loy'Ly,
similarityD,.fipf) = qrethely (28)

where L,.; means a row vector for a word pair r.f in the matrix. Formula 3.5
is one of the transformations from similarity to distance, which is developed by
Maruyama and Watanabe [Maruyama & Watanabe 87]. Formula 3.6 is one of

the standard definitions of similarity between two vectors (Nagao 83]. We em-

ploy Formula 3.6 as a measure of the similarity because two independent works,
{Maruyama & Watanabe 87) and (Sato & Nagao 87) show that it is suited for cal-
culating similarity between words.

Next, we consider the weights of fields. When the number of fields is one, the
weight has no role. When there is only one candidate target verb, the weights
are not important. When there are some candidates of target verbs, the weights
are important. We compute the weights by judging how strongly individual fields
affect the selection of target verb.

We adopt the method used in D3 for feature selection [Quinlan 83) for our
purpose. Suppose we are given the input (sat man vegatable) to translate.
And suppose the system has two verb frames (eat &~ 2) and (eat @7 2).
In this case, the system merges the two subdatabases for (eat &~ 2) and
Ceat @7 2), and creates the following database.

Stricily, this is & pecado-distance, because it docs not satiafy

d(0,8) +d(b,c) 2 d(s,¢)

when (d(a,8) < 00) A(d(b,€) < 00) A (d(s. ) = co). This i a special case, and not important for
our putpose.
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Database for (eat ¢ 2)

N fa Target Head(g)

(ho ) (potato Letivng) | R~<5

(actd W) (motal 2M) L34

‘We call it ‘the database for (e
X, we define the weight of field f; as follows.

_ e
UG sppetls )}
GX.N) = IX)-I(X.1)

1) = - % (@logaa) where g, = K=l
z TT

JXD) = Ty IXUS = o)) where ry = XU=0ll
kA

1X|

* 2)’and abbreviate it a X. Using this database

a7

38

(39)

(3.10)

1f we know that a value of field / is the value v, we can gain some information
about the selection of the target verb. G(X, /) means the expected information
gain. These formulas means that the weights of fields are computed by judging

how much information gain individual fields carry.

In this section, we have informally discussed the modifications of MBR for the

word selection task. The next section describes it formally as MBT1.

3.4 MBT1

In this section, we define MBT1 formally. MBT1 consists of three components:

1. Translation database
2. Metric

3. Translation process
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3.4.1 Translation Database
Translation Example

A translation example is given in the following form.

A translation example consists of:

1. A Head. A head is a translation frame.
A translation frame consists of:

(2) A source head.
(b) A target head.
(€) Arity, the number of slots that a translation frame has.

2. Some arguments of the translation frame. An argument is a word pair. A
word pair consists of a source word and a target word.

We use new notation in this section. We use Greek letters (¢, ) for translation ex-
amples or translation candidates. Translation candidates are in the same form as
translation examples. We use italics for subcomponents of a translation example
or a translation candidate: h for a head, and & for a argument in slot;. We also
use italics f for a translation frame, and p for a word pair. We use superscripts
(%) for source or target sides of a translation frame or word pair, and * for arity
of a translation frame. Using the notation, we introduce the formal definition of
a translation example.

€ = <[ipuPr---iPe > @)
fo= <> 312
P o= <pp> (3.13)

The above translation example is written as the following formally.

€ = <<oat,&<3,2>,< he,{# > < potato, Ladivng >> (3.14)
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Subcomponents of the example are written with the following ‘path’ representa-
tions.

eh = <eat,%<3,2> @.15)
(3.16)
(@3a7)
(3.18)
(3.19)
(3.20)
(@21

Translation Database

‘We use E as a set of translation examples. We use F as a set of translation
frames which appeared in E, and P as a set of word pairs which appeared in E.
A translation database D is 3-tuple of E, F and P.

E = <Ne (3:22)
F = {f13¢€E, eh=J} (3.23)
P = P(F)={pl3e€E, en=p

where 1< k< e} (3:24)
D = <EFP> (3:25)

A feature is a combination of a subcomponent name and a value, such as
[h= /] or [s; = pl. We use features to restrict the set of translation examples, as
in E[A = f]. We can count the number of items in a set of examples, such as |E|
or [E[h = f]|. We use the same notation for a set of translation frames or a set
of word pairs, such as |Fs = )| or [P[t = ]l
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3.4.2 Metric

The distance between a translation candidate r and a translation example ¢ is
defined as follows:

ADvre) = {}::::t.(n.r.n,r....;.,.) i(r.h=}c.h 526)
o otherwise
&(D,f,pinp;) = d(D.pi.p;) wa(D,[*,[*) @2

Distance between word pairs

In order to define the distance between word pairs, we introduce the following
vector.

(3.28)

vige = |Eh=fllow=pill (3.29)
Efh = fil[sx = pi) is a subset of E: a set of translation example which has ;
in the head and p in slots. So, ;s is the number of appearance of p; in sloty
of translation frame J;. Using these vectors, the distance between word pairs is
defined as the following.
1

d(D,pi,p;) = m—l (3.30)
s V; 'V
similarity(Dypop;) = (a31)
;|
Weight of Slot
The weight of a slot is defined as the following.
1 it =1
i |Flo=fYa=sol=1
a0 = | Foes Pl = [l = 1) (332)

L), GX9)
where X = E[h* = [][h* = f]
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G(X,k) = I(X)-J(X,k) (3.33)

1X(h = 1)l
)

IX) = = 3 (slogaqy) whereqs =
1EF(X)

JXK) = X I(X[se=p]) whenv,:lx[';(—=’" (335)
PEP(X) X1

3.4.3 The Translation Process
‘The translation process consists of two steps: generation of translation candidates
and calculation of their preference scores.

An example of an input for translation is the following:

Source _Target

For example, above input i
< eat, John, apple >

The procedure to generate candidates for a given input < /!

B>
1. Find a set of translation frames F[s = f*][a = f*).

2. For each slot, find a set of word pair Pls = p{].

3. Make a set of translation candidates C by combining 1. and 2.

Formally, a set of translation candidates C is represented as the following.

U < fqeegpe >) (336)
)

U
%) 1 €Ple e €Pls=psl
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For each candidate, the system retrieves the nearest (most similar) translation
examples. The score of a candidate 7 € C is defined as the following.

score(D,7) = minA(D,7.¢) (337)

In practice, the system docs not need to calculate A(D,7,¢) for all ¢ in E, be-
cause A(D, 7,¢) is infinity when the head of  is not same as the head of ¢ (See
Formula 3.26). The system uses the following formula.

seore(D,7) = A(D,r¢) (3.38)

min
ceElhmrh]

Finally, the system outputs all candidates ordered by the score. The transla-
tion candidate which has the smallest score is the best translation.

3.5 Experiments
3.5.1 MBTI System

The author has implemented the mechanism described above as the system MBT1,
written in Symbolics Common Lisp on Symbolics 3600 series computers.

1t was very easy to implement MBT1's mechanism. Therefore the main effort
for constructing an MBTI system is collecting translation examples and making
the translation database. It corresponds to writing rules or making dictionar-
ies in the traditional framework, but it is much easier than writing rules. For
experiments, the author made a small English-Japanese translation database,
containing translation examples for basic English verbs. This database was made
by the following process.

1. Extract non-processed examples from some English-Japanese dictionaries
and other sources.

2. Transform them into pairs of verb frame instances.
For example, the non-processed example (3-27) is transformed into (3-28).

(3-27)  He bought a new book. @ HLv Kt Roke
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Number of translation examples | 1403
Number of translation frames 364
Average arity per translation frame | 1.8
Number of English verb frames 175
Number of Japanese verb frames | 299
Number of word pairs )
Number of English words 3%
Number of Japanese words 108
Total count of word pairs 2680

‘Table 3.1: Translation Database
(3-28)  (buy he book) (5 & %)

As in the above example, some modifiers of nouns are omitted. When the arity
of an English verb is not same as the arity of the corresponding Japanese verb,
we use a special symbol **dummy®’, e.g.

(3-20) There is a book. x5 B3,
(3-30)  (be there book) (%3 *dummy® %)

Figure 3.2 - 3.4 shows translation examples for the verbs ‘be, ‘play’ and ‘write®
in the database. Table 3.1 shows the size of the database.

Typical Outputs

Figure 3.6 shows some typical translation outputs of MBT1 >, The first shows a
case whose a noun has several target candidates. In this case, the noun ‘paper’
has three candidates. The second shows a case whose a verb has several target
candidates. In this case, the verb ‘be’ has four candidates. The last shows a case
whose both the verb and nouns have several target candidates. MBT! can select
the correct translation in these cases.

In this experiment, we used the value 999 instead of infinity in Formula 3.26.
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(b there book) (B semmye X))

(b thore spple) (33 sdmmye DAT)
(b there Wmildtag) (B8 sdume va))
(be hare diod) (23 sdmmmye W)

(b there pluat) (38 stmae W)

(e ws D
(be there mericm) (W3 stmmys 749 AY
(be there bop) (13 stmmys 240)

(e there giel) (8 sdumye 2K

lbe thare cat) (18 stmmye T

(e thore dog) (8 sdumye 2D

(e there actress) (n§ otmmye S

((be there doctor) (3 scumye B

(e there stedent) (3 stmmye EW)

(e Dhere tescher) (3 stmmye %))

(e are Japmese) (3 sdumys BEAD

i e cCxBl D
(b bare oruage) (ZTKDE sdmmpe #170))
(b bare book) (ZTKDE sdmuye %)

(b bare pple) (CEKBE stmmye DLD)

2
e i~ .-'u<—.) CoF w wEw)
(b 2o directer) (<7 R B
(e you sriten) (TF SR M)
(@ you tescher) (TF D&% £
(e you tarms) (T DA W)
(b you stadaat) (T+ BaR £
(b you surse) (TF D% B
(e you Jupasess) (TF BER BEAD
(e you baasre) (TF D&k TFD
(b you girD) (TF B8R PR

(b you friend) (o B XA

Figure 3.2: Translation Examples (Part I)
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(b ve statant) (TF UAS £
(b ve sarse) (T KRS )

(e ve fricad) (TF RS )

(b thoss Bassas) (TF DR #3$))
(b the room) (TF CC WMD)

(e thts plase) (TF Th ¥TI)

(b Wis dog) (TF Th RN

(b 1o car) (<F Th W)

(b thie book) (TF Ch %))

(e s apple) (F TR DLEN

(b they 1ulip) (TF &R6 $am9 57N
(b they tescer) (TF Mo KDY

((be they stadaat) (TF W6 W)

(b ey dog) (TF Eh6 RN

(b thay cat) (TF tho BT

(e ey basar) (TF ThE 3P
((be thess AP (TF ThE $a-357)
((be et plase) (TF BB €T

(G that orgaa) (TF BR #2))
(e that dog) (<F BR RN

(e that can) (T 3R W)

(b that Soa) (TF BB KD

(be that BD) (TF Bh #-a))

(e ade girl) (oF WK HE)
1 tare) (T4 K AW

1 tarema) (TF K BB

(e 3oy (<F % 2A)

(b & mmcican) (TF K 743 AAD

(e 2o tescer) (TF W REN

(e e frics) (oF @ XD
O T

((be fried mmericas) (<7 X 79 2AD
(e borve atmad) (< M W)

(e basaas plaat) (TF 433 W)

be canary bird) (TF A3IT &)

(e benans fenit) (TF 33 CH4OD
b fratt plae) (TF <H40 WE)

Figure 3.3: Translation Examples (Part IT)
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ey 73 D)
Loy you tomsie) (F3 BaRk 2220
Loy you baskarhall) (3 DA 4377 ) 643
((Play we semnts) ($3 MRS 2220)

Uplay they card) (8 Wb 1957
Upley tare temats) (5 X% £23))
3

«
iy
play she basodadd) (F3 W& WD)
(Glay & temie) (38 K 2220)
Uplay 1 gume) (F5 & A

(pley 4 basebaal) (35 W WA
play M1 basebulD) (T8 ¥a W)
Gplay they bal) ($5 Mo WD)

Gy ve D
ou vielta) (¢ BaR 4443 )
7ou plase) (B¢ DR ¥7/D)
you guitar) (< DRk #2-0)

7 they plame) (U< 6 ¥€77))

iy the plase) (B WK €7/3)

e flute) WC WK 74= 1)

L vielie) (B¢ K 44232
ptae) (UC K ¥€72))

1 organ) (U< K £aw20)

((play bo organ) (B¢ W 4432

Gy W2 D
Gpley you hamlet) (MLS B4R ~ivy b))
play se Judiet) (MLS Wk 2292710
((play be remes) (TS R o720

Figure 3.4: Translation Examples (Part 111)
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rmise you sttrese) (B¢ BRA B
(Gorite ke address) (BC W B

Figure 3.5 Translation Examples (Part IV)

= (AT L P

n..n

Teryet

Weight
Distas

1 RF RO
1w RF W

3w mFE W e 2 o> [N e

Sewrce = (8% TIRAE 3OTEROGE) Weight List = 604 008
Di

3 (ZTXBY oDWe /—)) 665.(999. 4.16) (BE NEME BOOD) -> (CCTKDS oW %)
Sewrce = (PLAT JAPASESE CUD)  Weight List = (311 .709)
Tamet Din Mot Similar Tran
(F8 BEA }777) 1263 429)  (PLY T TEID) > (F5 A 223
B¢ KA 12¥7)  G.06IS4 270 (ALY T VIOLID > (BC DRR #AFIY)
(B¢ BEA A=F)  6.72018.4 3.58)  (PLAY TOU VIOLID) > (< BRR 4 £T7)
(18 BAM 1327 .o LY TERY C1D) > (F5 Mo H37)
(75 BAm A=) 20w, Y TEEY QD) > (13 6 $227)
F8 BEA 4=F) 1.0 LY TIIY ) > (8 Wb 137D
W< Bam brv7) .m PLAY T VIOUD) <> (BC K 4428 5)
W< BAM A-F) .o (PLAY T VIOLID) > (B¢ & 44 X9 7)
(WLS BAA 1277)  792.(18.4 990  (PLIT TOU BURLET) > (RLE BRA ~hby b)
(WLS KA 7=F)  792.18.4 %99.)  (PLT TOU BARLET) > (RLS DRR ~4bs b)
1OATS DA )3v7) 9.0 99D (PLIT EE MNED) > (MUS R 0 )
11 (MC3 BAM A-F)  99.(9. 99.)  (PLIY I oNED) -> (U3 R /)

Figure 3.6: Translation Output
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Group | Word selection Count
S Success 122
F Fail 20
N (No correct translation in candidates) 5
0 (One candidate) 41

‘Table 3.2: Result of Experiment 1

Experiment 1

Experiment 1 investigated the success rate of word selection by MBT1. 188 novel
inputs were given to MBT1. In order to reduce the effort to make novel inputs,
the author made them as the following procedure.

1. MBT1 generated 300 plausible novel inputs using the translation database
by the following mechanism.
() Select a translation example randomly.

(5) Replace each word pair in the example by a similar word pair. The
imilar word pai is selected randomly from the top ten word pairs in
milarity ranking.

(c) Extract English side of it.

This generation of plausible translations can be done automatically.
2. The author checked their validity, and collected valid English inputs.

‘Table 3.2 shows the result of the experiment. In the table, ‘S(Success)’ means.
the case that the correct translation is the top of the candidates. ‘F(Fail)' means
the case that the correct translation is not the top of the candidates. ‘N’ means

the case that MBT1 cannot output any correct translations because of the lack

“If there are two or more correct translations, they bave to be ranked higher among other
candidates.
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Group | Reason Count

Fe_ | Lack of translation examples 7

Fd___| Wrong distance between word pairs | 11

Fw__ | Wrong weight 2

Table 3.3: Analysis of Failures

of translation frames or word pairs. ‘O’ means the cases that MBT1 outputs only
one (correct) translation. In this case, word selection is not needed.

‘The success rate of the word selection task is:

S 122
SHF-mem %

‘Table 3.3 shows the result of the analysis of failures of word selection in the
experiment. We can correct failures in the type ‘Fe’ and ‘Fw’ by adding a few
translation examples in the database. But failures in the type ‘Fd' are not so
simple. To correct these failures completely, we need some hundreds of translation
examples.

Discussion

MBT! shows good performance on the word selection task in Experiment 1,
though the mechanism of MBT! is very simple. The main problem is not in
s how to construct a good database.

First, we discuss the relation between the size of translation database and
the quality of the thesaurus. In MBTI, the thesaurus is constructed from the
database, but conceptually the thesaurus is independent of the database; these

the mechanism;

are independent knowledge sources. The system can rely primarily on ither the
thesaurus o the database. If the system can use a good thesaurus, the system
will show good performance using a relatively small database. In contrast, if the
system has a large database, it will be able to make up for a weak thesaurus.
The method which MBT1 employs to construct a thesaurus needs a large
number of translation examples. Therefore, MBT1 needs a large database even if
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the system mainly depends on a thesaurus. Can we construct a good thesaurus
ithout a large database? b idate for a th ? Another
ehoi

is the use of an exi

thesaurus created by human. If it s suited for our
purpose, we can construct a system with 2 small database. The next subsection
describes an experiment based on this idea.

3.5.2 MBT1b System

MBTIb is a slightly changed version of MBT1. The differences between MBT1b
and MBTI are:

1. MBTIb uses an existing thesaurus created by hand. The distance between
word pairs is defined based on thesaurus codes.

2. MBT1b does not use weights of slots.

MBTIb is implemented in Sicstus Prolog on UNIX workstations.

Distance Based on Thesaurus Codes
The thesaurus which used in the experiments were made from the online version
of “Word List by Semantic Principles(WLSP)" NLRI), a thesaurus of Japanese
words, by adding corresponding English words to Japanese words.®
WLSP has the following thesaurus code for each entry.

Major code, Minor code, Serial Number
For example, “ JFS (vegetable)” has the following thesaurus code.

15510,09,10

Each figure in a major code corresponds to a node of the semantic hierarchy. A
minor code corresponds to a subgroup of a major code. We use the code which
has six figures: five from major code and one from minor code. For example, the
code of “ W (vegetable)” is the following:

ot add

The auth
in the database.

‘words Lo all entries, but only to those for words which appear
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ml (aumber of matchiag figures of the thessurus codes) | exact match
) 1 2 3 4 B 6 | (same words)

similarity | 0.00 | 0.02 | 0.08 | 020 0.44 | 0.70 | 0.96 | 1.00

distance | 99.0 | 49.0 | 11.5| 400 1.27 [ 043 | 0.04 | 0.00

‘Table 3.4: Similarity and Distance Based on Thesaurus Code
1,5,5,1,0,09
We use the following notation for a thesaurus code of a word pair pi:

WLSP(p) = < Zidy Zias TS Hig > (3.39)

For example,

WLSP(< B, vogetable >) = <1,5,5,1,0,09> (3.40)

The similarity between two word pairs, p; and p;, is caleulated as follows.
First, the number of matching figures of the two thesaurus codes, W LS P(p;) and
WLSP(p;), is calculated. This number mi(p;,p;) is defined 2s the maximum
value of { satisfying

Za = za where 1Sk<L

Second, the similarity is calculated by Table 3.4 from mi(p;,p;).* The value 99
is used as the maximum value of distance in the experiments. For example, the

similarity between < ¥FR,:

gotable> and < L+t b potato> is:
WLSP(< W3, v

WLSP(< Leivih,potato >) =
mi(< WFR, vegotable >, < L#divn b, potato>) = 3

otable>) =

similarity(< W3, vogotable >,< L 4w b,potato>) = 020

*The distance is calculated by Formula (3.30).



62 CHAPTER 3. EXAMPL-#ASED WORE SELECTION

We use Formulae (3.26) and (3.27) to calculate the distance between two trans-
lation examples, and we use the same weight values for all slots in a translation

example:

(341)

because the number of examples is too small to set weights automatically by
statistical methods.
Experiment 2
Experiment 2 investigated whether the use of modified WLSP can make the size
of database smaller. The experiment was done using the following procedure.
1. Prepare a training set of translation examples. The same set as in Exper
ment 1 is used. The size is 1403.

»

. For each translation frame, store a translation example which has the trans-
lation frame. This is the initial translation database. The size is 364.

©

. Extract source (English)
and translate them. If the output is correct’, do nothing. If the output is

s of all the remaining translation examples,

incorrect, store the translation example.

IS

. If some translation examples were stored in Step 3, repeat Step 3 for un-
stored translation examples.
Tn the loop of the procedure, the size of translation examples increased in the
sequence 364 — 490 — 507. Finally, the system with 507 translation examples
can correctly translate all 1403 translation examples.

Experiment 3

In Experiment 3, the inputs that MBT] failed to translate in Experiment 1 were
translated by MBT1b. The set of 507 translation examples obtained in Experi-
ment 2 was used as the run time database.

TIf the training example s the top of translation candidates, the system is considered to be
e i . but we employ
be checked avtomatically.



3.6. DISCUSSION AND RELATED WORK 63

Word selection || Group in Table3.3

Fe| Fd| Fw
Success o] 8 1
Fail 7 3 1

‘Table 3.5: Result of Experiment 3

Table 3.5 shows the result of Experiment 3. MBT1b succeeds in translating
cight out of the eleven inputs in Fd. This shows that the use of an existing
thesaurus created by human is effective.

Discussion
Experiments 2 and 3 show that the combination of the small database and an
existing thesaurus is effective for example-based word selection. Because it is
very difficult to create a large translation database in a short period, the use of an
existing thesaurus is very convenient in the early stages of system construction:
even if the size of the database is smal, the system is usable. This is a major
advantage of using an existing thesaurus.

3.6 Discussion and Related Work

3.6.1 Advantages and Disadvantage

Although MBT1 is not a full realization of the example-based translation concept,
it retains the following advantages of the original concept.

1. We can easily construct and upgrade the system.
The main knowledge source of the system is translation examples. The
tem i les directly: i.c. appli ples to the given input

with best match. Therefore the system needs no rules. This frees us from
rule acquisition: we can easily construct the system and upgrade it by adding

appropriate translation examples.
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2. Best match produces its robustness.
Because traditional rule-based eystems work on exact-match reasoning, they
fail to translate when they have no knowledge that matches the input ex-
actly. On the other hand, because MBT1 works with best-match reasoning,
it intrinsically works in a fail-safe way.

3. MBT1 produces not only a translation output but also its score, i.e. its
reliability factor.

4. The knowledge of the system has a long life cycle.
The knowledge of a traditional rule-based system
which are strongly dependent on the system and the particular i
theory. Therefore the knowledge cannot be transferred to other systems.
The knowledge of MBT is in the form of translation examples and the-
saurus, which are independent of the system and useful for a long time.
Therefore the knowledge can be used in other systems and has a long life

the form of rules,

cyele.
A disadvantage is:

1. Best match is a time consuming task on sequential computers. It intrinsi-
cally involves the exhaustive search, which needs a great deal of computa-
tion.

MBR, one origin of MBT, is implemented on a massively parallel computer.
The author hopes that parallel computation will overcome the disadvantage for
machine translation also.

3.6.2 Applicability and Restriction of MBT1

MBT! is a general framework of translation between n-tuples as follows.

< Head", Argume

sArgument}, > < Head', Argument}, ..., Argument, >

Therefore, we can apply MBT1 to other word selection tasks; e.g. the translation
between simple noun phrases, by encoding the following.
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(3-31) a good example Ing
(3-32) (example good) (W Xv)

However, there are some limitations on MBT1, which are:

1. We have to encode examples in the form of records which have a fixed set
of fields.

2. The main process of MBTI is to calculate the preference score of a transla-
tion candidate. In the process, the system utilizes only examples that have
the same format as the translation candidate; the system cannot utilize
other examples.

Because of these limitations, MBT1 cannot manage sentences that have optional
elements.

In summary, MBT1 can apply to tasks which have fixed-formatted input and
output. Many subtasks in machine translation can be encoded into a fixed-format:
50 we can employ MBT] for submodules of machine translation systems. But
MBT1 cannot handle translation of full sentences, because sentences have some
optional elements and thus cannot be encoded into the fixed-format.

3.8.3 Related Work

After MBT1 was propased, ATR has developed EBMT [Sumita et al 90). They
applied an MBT1-like method to translate Japanese “noun; NO(®) nouns” into
English. The translation of “noun; NO() nouns™ is one of the most difficult
tasks in Japanese-English translation. EBMT can select the best translation
pattern of “noun; NO nouny™: e.g. “nouns of nouny” or “noun’s nouny”. EBMT
demonstrated how well an MBT1.like method works on the task.

3.7 Summary

In this chapter, the author has proposed MBT1, which is the first prototype of
example-based translation. MBT1 has shown that example-based reasoning is
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applieable to language translation, and that it is a promising approach. The

major results are:
© MBTI has the following advantages:

= MBT] frees us from rule ace

lion. We can easily construct the

system by collecting translation examples, and upgrade it by adding
appropriate translation examples.
~ Best match means it is robust.

~ MBT1 produces not only a translation output but also its reliability
factor.

- The knowledge of MBT1 has a long life cycle.
A disadvantage of MBT] is that it needs a great deal of computation.

« Experiments demonstrate how well MBT1 handles the word selection task
in translation between verb frame instances.

 The use of existing thesauri is very convenient in the early stages of the
system construction.

o MBT! is applicable to other subtasks in machine translation, but it is not
applicable to the translation of full sentences.



Chapter 4
Example-Based Transfer

4.1 Introduction

In the previous chapter, the author proposed MBT1, which can solve the word
selection problem in translation between verb frame instances. The main restric-
tion of MBT1 is the form of examples: an example has to be in the form of a fixed
record. This obstructs the application of MBTI to full sentence translation. In
this chapter, we concentrate on the problem of overcoming this restriction.

First, we need a more flexible way o represent translation examples. Sentences
are not represented in the form of fixed records, because some sentences have
some optional fragments. We know that a sentences has some structures. Tree
structure is often used to represent the syntactic structure or semantic structure
of a sentence. Tree structures are flexible and recursive and 5o suited for our
purpose.

Second, we have to solve a new critical problem for example-based translation:
how to utilize more than one example for translating a sentence. This issue arises
when an input sentence is too long to match to a single translation example. In al-
most all cases, we cannot translate a sentence without utilizing several translation
examples.

This chapter describes a solution to this problem: MBT2. MBT2 can do
bidirectional translation between an English word-dependency trec and a Japancse
word-dependency tree. It covers the whole transfer process of a sentence.

67



68 CHAPTER 4. EXAMPLE-BASED TRANSFER

4.2 Need to Combine Fragments

4.2.1 Need to Combine Fragments

The basic idea of example-based translation is very simple: translate a source
sentence by imitating a translation example of a similar sentence in the database.
DBut in almost all cases

necessary to decompose an input sentence into several
smaller fragments and to find a suitable translation example for each of them.
Suppose the following sentence (4-1) is given the system to translate.

(4-1) He buys a book on international politics.

If the system knows the same sentence and its translation equivalent, the system

can output the translation equivalent as the answer. But this is unlikely. In

almost all cases, the system cannot find the same sentence and its translation
equivalent in the database. Therefore the system utilizes some examples similar
to the given input. If the system knows the following translation example (4-2),
it will be used to translate (4-1).

(4-2) He buys a notebook. L CEaS CN

If the system knows the following correspondence between fragments in (4-2),
(4-3)  a notebook - =k

the system can infer to translate (4-4) into (4-5).

(4-4) He buys X.

(4-5) @K X & W5,

But the system cannot extract any information about the translation of the frag-
ment (4-6) from (4-2).

(4-6) 2 book on international politics
If the given sentence is more simple, c.g.

(4-T)  He buys a book.
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‘a book',
using a dictionary. But it is not a complete answer, because it is applicable only
‘when the differenc

the system may translate the difference between (4-7) and (4-2), i

one or two words. When the difference is larges ‘a book

on international politics’, it cannot be translated only by using a

tionary. The
complete answer is Lo use another example that contains the difference. Suppose
the system knows the following example.

(4-8) 1read a book on international R EREGCOWT B
politics. K K% Biro

‘The system will be able to translate (4-1) into (4-9) by imitating (4-2) and (4-9)

and combining fragments of them.

(4-5) iR EREIBKOWT Bhhk Kk

If the system does not know (4-8), the system may use a similar example with
(4-6), for example,

(4-10)  a book on economics BECOWT Bhhi K

and translate the difference between (4-6) and (4-10), i.e. ‘international politics'
by using another example.

It is easy for a human to o this, but not so for a machine. The ability
1o combine some fragments of translation examples is essential to example-based
translation. A lack of this ability restricts the power of example-based translation.
In this chapter, we concentrate on the implementation of this ability in a machine.

4.2.2 Towards Implementation

First, we have to define what is the fragment to be combined. In a translation
example of two natural language sentences, there are some correspondences be-
tween fragments. For example, there are the following correspondences between
the fragments in (4-2).

(411) e - &

(4-12)  a notebook - -
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A fragment which h: i i unitin a transla-
tion example. A fragment in which some partially translatable units are removed
is also translatable, eg.
(4-13) XbuyY - XmrY®RS.
Sadler calls these fragments translation units [Sadler 89]. Using the concept of
translation units, we will be able to implement translation by combining some
fragments as follows.
1. Find a combination of translation units which covers a given input.
2. Transfer translation units in the combination according to correspondences
in the translation examples.
3. Generate the output from the transferred combination of translation units.
‘Thete are another problem in this approach. For example, suppase the system
knows another example for ‘a book on ~',
(4-14)  a book on the desk 0o Lo &
In this case, the system has to determine which example, (4-10) or (4-14), it
should use to translate ‘a book on ~

(4-1). Generally, there are some candi-
dates of combinations of translation units which covers a given input, and they
produce different outputs. Therefore, we need a way to determine the best com-
bination.

In MBTY, the score of a translation candidate is defined based on the distance
between the translation candidate and a translation example in the database. But
in this case, we cannot define the score based on distance, because the system uses
maultiple examples in order to translate one sentence. We have to define the score
of a translation candidate based on the score of a combination of translation units,
because different combinations produce different outputs.

4.3 Matching Expression

MBT2 translates a source word dependency tree into  target word dependency
tree. This section will define the terms translation ezample, translation unit, and
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[Translation Example 1]

%X He buys a notebook.
ovd_e([e1, [buy,v],
(02, [he,pronl],
[e3, [notebook,n) ,
(o4, (a,det])ID).

0wk — PERS.

[SACEN
043, (@, prond]),
04,080,
055,07 — b,u)0ID).

X% o1 <> 1, 62 <> §3, 03 <> 5
clinke((le1,§1],[02,§3),[3,§610).

Figure 4.1: Translation Example 1

‘matching ezpression. MBTZ is implemented in Sicstus Prolog. We will use Prolog
syntax in some representations.
4.3.1 Translation Database

‘The translation database is the collection of translation examples. A translation

example consists of three parts:
 an English word-dependency tree (EWD)
« a Japanese word-dependency tree (JWD)
o correspondence links

Figure 4.1 and 4.2 show translation examples in Prolog.
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[Translation Example 2]

%% I read a book on international politics.
ovd_o((o11,[read,v],

(e12,('1”,pronl],

(013, [book,n],

(e15, [on,p],
[e16, [politice,n),
(017, [international,ad§]1111)).

1 LRERBEC O TR ERY.
jud_e([y11, (BRY,¥],
(312, (R,p).
(513, C#L,pron)]],
(314, 0%,p1,
(318, 0k,n),
(316, [k ,aux),
(317,h 3 aux],
(318, (W< V),
[j19,(2wT,p),
(320, (EREA,011101310D) .

clinks([[o11,511],(012,§13), [e13,115), (e16,§20])) .

Figure 4.2: Translation Example 2
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In these figures, each number with prefix ‘e’ or ' in a word-dependency tree
represents the ID of the subtree. Each node in a tree contains a word (in root
form) and its syntactic category. A correspondence link s represented as a pair
of IDs.

4.3.2 Translation Unit

In translation examples, we define a translatable tree as follows.

Translatable Tree A translatable tree is a tree or subtree which
has a correspondence link in a translation example.

In Translation Example 1 (Figure 4.1), there are three translatable trees in
each side.

Next, we introduce the notion of translation unit [Sadler 89). In short, a
translation unit is a translatable fragment in a translation example. A translation
unit is defined as follows.

Translation Unit A translation unit is:

* a translatable tree, or

© a translatable tree in which some translatable subtrees are re-
moved

In Translation Example 1 (Figure 4.1), there are six translatable trees in each
side.
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English__ Japanese

o1 it
o2 33
) 15

—2  §1-33
o1-e3  j1-35
o1-03-e5 §1-§3-35

4.3.3 Matching Expression

Next we will introduce the concept matching ezpression. A matching expres-
sion represents a word dependency tree as a combination of translation units. A
matching expression (ME) is defined as

<ME> ::= (<ID>|<NE-Commands>]

e 0
or [<NE-Command> | <E-Commands>)
<HE-Command> ::= [d,<ID>]

or [r,<ID>,<ME>)

or [a,<ID>,<NE>)

A matching expression (<ME>) consists of  translatable tree (<1D>) and some

commands (: . There are three commands:

. [d,<ID>] : delete a translatable tree (<ID>).

>

. [r,<ID>,<KE>] : replace a translatable tree (<ID>) with a matching ex-
prossion(<HE>).

©

[a,<I0>,<NE>) : add a matching expression (<NE>) as a child of a root
node of a translatable tree (<ID>).

For example, matching expression (a) represents word-dependency tree (b).

(a) [ot,[r,03,[e13]]]
(®) Clbuy,v),
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((ne,pron]],
((book,n],
([a,det]],
(lon,p),
Clpoditice,n),
((international,2dj]]]1]]

1-03, and 13.

‘The matching expression (a) consists of two translation uni
And it has the information to combine them: replace o3 with 13.

1f a matching expression is given, we can easily compose & word-dependency
treeforit. ' And ily transfer

matching expression of another language, because all ID's in a matching expres-
sion are translatable trees. There remains the problem of obtaining a matching
expression from a given word-dependency tree. The next section will show an

algorithm for this.

4.4 Translation via Matching Expression

Translation is done via two matching expressions: a source matching expression
and a target matching expression. Figure 4.3 shows the flow of the translation

process. The translation process consists of three steps: decomposition, transfer,

and composition. This process generates all candidate translations using Prolog’s
backtrack mechanism.
44.1 Decomposition

In ition, the system a source word-dep tree (SWD)
into translation units, and makes a source matching expression (SME). For ex-

ample,

TA delete command (d,<ID>) and & replace command (r,<I0>,<KE>) can be exccuted de-
terministically. Bat an add command [a,<I0>,E>) is ambiguous, because it does not specify
the position of AE> in the list of child trees under the root node of <I0>. This problem will be
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‘Source word-dependency tree (SWD)

Source matching expression (SME)

Target matching expression (TME)

Target word-dependency tree (TWD)

Figure 4.3: Flow of Translation Process
SWD = [[buy,v],

[[a,det]),
(lon,pl,
([(politice,n),

[[4nternational,adf)))11]
SKE = [e1,(r,03,(e13])]]

1. tran

The skeleton of algorithm to do this is shown in Figure 4.4 as  Prolog program.
In this program, there are three points of nondeterminism.

able_tree([ID,Node|Children]) in (C-4-1). This term retrieves
translatable trees which have the same root node as the root node of the
given word-dependency tree.



4.4. TRANSLATION VIA MATCHING EXPRESSION

% decomp(+¥D,-NE)

decomp([Node|Children2] , [IDIDifList)) :-
translatable_tree([ID,Node|Childrent]),
decomp1(Childrent,Children2,1D,DifList) . (€-4-1)

decomp1(0,0,.,0). (c-4-2)

decomp1([XIChildrent], [Y|Children2) ,P,DifList) :-
decomp2(X,Y,DifList1),
decomp1(Childrent,Children2,P,DifList2),
appand(DifList1,DifList2,DifList). (c-4-3)

decomp1 ([[IDI_] IChildren1) ,Children2,P, [[4,10) IDifList)) :-
translatable_tree((IDI.]),
decomp1(Childrent,Children2,P,DifList) . (c-4-4)

decoap1(Childrent, [C|Children2],
translatable_tres((PI.]),
decoap(C,NE),
decomp1 (Childrent,Children2,P,DifList). (c-4-5)

i¢

JME] IDifList)) :-

decomp2([ID,NIChildrent], [NIChildren2) ,DifList) :-

dacoap1(Childrent,Children2, ID,DifList) . (©-4-6)
decomp2((1DI.},Y, ((r,ID,XE]]) :-
translatable_tree((1D1.1),
decomp(Y,KE) . (c-a-7)

Figure 4.4: Skeleton of the Decompasition Algorithm (in Prolog)
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2. (C-46) and (C-4-7). This program produces some needless commands like
[r,62,[e20].

3. (C4-3), (C-4-4) and (C-4-5). A replace command may be represented as a
combination of  delete command and an add command.

The first use of nondeterminism is essential. But the second and the third are not

essential. The second can be cut off easily. To cut off the third, we can use the

following heuristics.

« Define replaceability between syntactic categories. A tree X can be re-
placeable with a tree ¥, if the syntactic category of the root node of X is
replaceable with the syntactic category of the root node of ¥'.

o If two trees are replaceable, the system produces only a replace command.

For example, suppose that we define the replaceablility between syntactic cate-
gories as follows.

1. Each syntactic category is replaceable with the same one.

2. The category pron(pronoun) i replaceable with the category n(noun).

3. The category iner) is replaceable with th
Then, the system does not produce the matching expression

lo1,[d,03], [a

(013)1]

because the syntactic category n of the root node of the tree o3 is replaceable
with the syntatic category n of the root node of the tree 13.

The modified program is shown in Appendix A. This program is for English
word-dependency trees. The system has another program to decompose Japanese
word-dependency trees. In comparison of Japanese word-dependency trees, the
order of subtrees s not important.
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4.4.2 Transfer

In the transfer step, the system replaces every ID in a source matching expression
with its corresponding ID. For example,

SHE = [o1,(r,03,(e13)]]
™ = [j1,(r,}5,(§15)))

4.4.3 Composition

In the composition step, the system composes a target word-dependency tree
according o a target matching expression. For example,

THE = [j1,(r,35,(§15)])
™D = [(R5.v],
[{CR5N
(8, pron))),
(%.p),
[{e NN
(%, aux],
(hd,aux),
((m<,v,
(lx2wT,pl,
([, 0)1111110)

This step is divided into two sub-steps; the main composing step and validity
checking. In the main composing step, there is no ambiguity with one exception:

because an add- d (a,<ID>,<NE>) specifies only the parent (<1D>) to
add th (<HE>), the -hoices in composing English word-deps

trees. In this step, all possibilities are generated.

Validity of the composed word-dependency trees are checked using syntactic
categories. Validity is checked in every parent-children unit. For cxample, in the
above target word-dependency tree,

v, (p,p)), [p. [pron)), [p, (n]), [n, (aux]]
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are checked. A unit is valid if there is a unit which has the same category pattern
in the database. A word-depend
valid.

hildren units are

4.5 Score of Translation

To select the best translation out of all candidates generated by the
introduce the score of a translation. It is defined based on the score of the matching

stem, we

expression, because the matching expression determines the translation output.
The scores of the source matching expression and the target matching expression
are calculated separately.

4.5.1 Score of Translation Unit

First, we will define the score of a translation unit. The score of a translation
unit should reflect the correctness of the tranelation unit. Which translation unit
is better? The two main factors are:

1. A larger translation unit is better.

2. A translation unit in a matching expression is a fragment of a source (o
target) word-dependency tree, and also a fragment of a translation example.
There are two environments of a translation unit; in a source (or target) tree
and in a translation example. The more similar these two environments are,
the better the result is.

To calculate 1, we define the size of a translation unit (TU).
9iz¢(TU) = “the number of nodes in TU" ()

To calculate 2, we need a measure of the si

ty between two environments

the external similarity. To estimate the external similar-
ity, we restrict these environments as follows. In the simplest case, the restricted
environment of a translation unit consists of the nodes only a single link away from
a node of the translation unit. If the corresponding nodes are the same in the two
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Figure 4.5: Restricted Environments of TU

those envi ded one more link outside. Figure 4.5
illustrates the restricted environments of a translation unit. External similarity
i estimated as the best matching of the two restricted environments. To find the
best matching, we first determine the correspondences between nodes in the two
restricted environments. Some nodes have several candidates for correspondence.
For example, ny corresponds with either mg or my. In this case, we select the most
similar node. To do this, we assume that similarity values between nodes (words)
are defined as numeric values between 0 and 1 in a thesaurus, explained in the
next subsection. When the best mateh is found, we can calculate the matching
point between two environments, mpoint(TU, W D).
mpoint(TU, WD) =
“summation of similarity values between corresponding (42)
nodes in two restricted environments at the best matching”

This value is used as a measure of similarity between two environments.
Finally, we define the score of a translation unit, score(TU, W D).

score(TU,WD) = size(TU)x (size(TU) + mpoint(TU,WD)) (4.3)
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For example, we assume that the following similarity values are defined in a

thesaurus. 2

ov_sin([book,n) , [notebook,n] ,0.60) .
ov_sin((buy,v], [read,v],0.00).
Jv_sin((%,n),(/ — },n),0.70).
Jv_sin({R5,v), (RY,v),0.08) .

‘Then the scores of translation units in the previous section are as follows.

TU size | mpoint || score
ot-a3] 2| osof s20
13 5| 000 2500
j1-3s [ 4| o070 1880
18 6| 1084248

4.5.2 Score of Matching Expression
The score of a matching expression is defined as follows.

_ score(TU, WD)
score(ME,WD) = ZruemsscoreTV,WD) et

For example,

ME score.
[o1,[r, 03, [013]] || 0616
(31, r,35,(315)] || 0.613

4.5.3 Score of Translation
Finally, we define the score of a translation as follows.

score(SWD,SME,TME,TWD) =
min(score(SM E, SW D), score(T M E,TW D))

For example, the score of the translation in the previous section is 0.613.

These similarity values are calculated by the method described Section 4.5.4.

(44)

(45)
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4.5.4 Thesaurus: Similarity Between Words

Similarity between words is caleulated based on thesaurus codes of existing the-
sauri. “Word List by Semantic Principle (WLSP)"INLRI)is used for Japanese
and “Longman Lezicon of Contemporary English (LLCE)7McArthur 81] is used
for English. The use of WLSP was described in Section 3.5.2.

In LLCE, each entry word has a thesaurus code. For example, word ‘apple’
has ‘A150°. LLCE has three level in the hierarchy. For example, ‘A150" is in the
following position.

A Life and Living Things
A150 - 158  Plants Generally
A150  Kinds of Pruits
We represent this as®
3,150,150

The following notation is used for a thesaurus code of a English word w,:
LICE(w) = <z zia %a> (16)

For example,
LLCE(spple) = <a,150,150 > “n

The method for caluculating the similarity based on WLSP, which was de.
scribed in Section 3.5.2, s applicable to calculating the similarity based on LLCE.
Although, we have to define another ‘mi* - similarity table’ for LLCE's code,
because the length (the number of symbols or figures) of a LLCE’s code is different
from the one of a WLSP’s code. The table s shown in Table 4.1.

4.6 Examples

The English verb “eaf” corresponds to some Japanese verbs, e.g. “&~8 " and
“@3". For example

The second level is startie amber of the group.

4The value ml is the number of matching symbols of the thesaurs
in Section 3.8.2.
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i (aember of maic! symbols of thesauras code) | exact match
of 1] 2] 3| (same words)
similarity ooo] o010] oso] 096 [ 1.00

Table 4.1: Similarity Based on English Thesaurus Code
(4-15) The man eats vegetables. An BRE 83,
(4-18)  Acid eats metal. e 2Nt &7,

Figure 4.6 shows the prepared translation database, and Figure 4.7 shows the
thesaurus. And Figures 4.8 and 4.9 show outputs by MBT2. MBT2 chooses * &
<8 for ‘he eats potatoes’ and * 83 for ‘sulphuric acid eats iron". These are
‘correct outputs.

4.7 Discussion

The transfer mechanism of MBT2 can be characterized using the two terms:
example-based transfer and parallel non-destructive transfer.

Ezample-based transfer means that it works by using examples directly, whereas
traditional rule-based transfer works by using rules. In other words, example-based
transfer works using best-match reasoning, whereas rule-based transfer works us.-

ing exact-match reasoning. An example-based transfer has two major advantages.

First, we do not need 1o acquire rules: we can easily construct and upgrade the
system by adding several translation examples to the database. Second, the sys-
tem can produce high quality translations, because it sees as wide a scope as
possible in a sentence, and uses the best combination of translation units.

The term parallel non-destructive transfer was introduced by Watanabe
[Watanabe 90). Parallel * means that the whole input structure is rewritten by
one application of rules, and non-destructive means that the input structure is

term comes from parallel production in tbe area of Graph Grammars.
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(1,4 man eate
JOCARBRER<E, ).
ovd(1, (1, (oat,v],

Jwd(s, (1, [R~3, MM,
(2,0, B9,

(3, (A, &901),
[CHC N

(s, (B, £M11)).

eldot(1,((1,1),(3,2),(6,40)).

o(2,"Acid oats metal.*).
32, MRRRERT, ).
ovd(2, (1, [oat,v],
(2, (acid,n)),
3, (meta2,n)1)).
Jed(2, (1, (8T, ),
02,055, 490,
(3.0, &801),
(4.0%, 090,

(5,(2M, £M1).

elion(2,001,1),(3,2),(6,30D).

#(3,"Be likes potatoes.”).
PIERS UYL T AN
ewd(3,[1, (21ke,v),

(2, [he,prond],

(3, [potato,a]])).
I9e(3, [1, (F & &, BRI,

2,02, B90),

(3, (%, 21,
04, 0%, o0,

(6, (Cetive, M)

<1iet(3,001,1),03,2),(5,91D).

85

(4,"Sulphuric acid is dangerous.).
I, RMHERE,
end(4, 01, [be,v1,
(2, (acid,n],
(3, [enlphuric,adjl]],
(4, Ldangerous, ds2)) .
00, 01, (R, BERO,
02,05, 398,
(3, (o, Z801ID).
clist(4, ((1,1),03,20D).

(6,"Iron is the most usetul metal.”).
(6, BRBONDELRE, ).
ond(5, (1, [be,¥),
(2, (iren,n)),
(3, (metal ,n),
[4.(the,det)),
15, (usetul adf),
(6, Caost, adv)}1ID).
jwed(s, (1, (%, BYRBY),
(2,05, By,
(. (%, £90)),
(4. (&R, £M),
(6. (MRD%, BEMN) .,
e, (o, 3D
clint(6,(01,1),(3,2),04,3), (5,61, [

Figure 4.6: Translation Database
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ev_sin(Dhe,pron] , (san,pron) ,0.000000) .
1n((he,pron] , [acid, ) ,0.000000) .

in( [potate,n)
sin(potato,al, (astal,n]

.000000) .
+(meta1,n),0.600000) .

Jue_sin((#, {REM). (A, &8M,0.200000) .
Ju_ein((3, REM), (M, £ ,0.020000) .
in( (GEM, 0, (A, &) ,0.020000) .
Ju_ein((SEM, £30), (M, £30),0.960000) .
in([Cedivee, £, (FH, £M),0.200000) .
in([Cetivt, ZM), (@M, £M),0.080000) .
in( (8, &30, (W3R, £8),0.080000) .
in( U, &M), (@K, £ ,0.700000) .

Figure 4.7: Thesaurus

never destroyed during a transfer process. Watanabe's Rule Combination Trans-
for (RCT) and MBT?2 are parallel non-destructive transfers. In contrast, almost all
transfer models are sequential destructive transfers. Grade [Nagao and Tsujii 86
is a typical example of thi
and this process is continued until all parts are rewritten. One of the problems

a part of the input structure is destructively rewritten

of sequential destructive transfer systems is that they produce a data structure
that holds features and grammatical relations of both source and target language
in the course of the transfer process. This makes the transfer process very com.-
plicated. In contrast, since a parallel non-destructive transfer does not produce
such a data structure, we can intuitively understand the transfer process. Lets
consider how the system produce a translation output. A parallel non-destructive
transfer system can produce not only the output but also an explanation why the
system produces the output: the explanation is a combination of rules in RCT
or a matching expression (i.e. a combination of translation units) in MBT2. If
the system produces an incorrect translation output, we can easily find out the
wrong rules or translation units. On the other hand, in a destructive sequential
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[(potate,n)))
e¢s Translation Results ese
¥o. 1 (Score = 0.3444)
((&~3, oM,
[, M),
(e, te2mI),
(&, 9,
[(Cetine, £M1))
SKE = [o_1.1,(r,0.1.2,(s.3.2)],
(r,e.1.4,(e3.30))
(Score = 0.3444)
THE = [§.1.1,0r,5.1.3,05.3.3]),
(r,5.1.5,(5.3.6))
(Score = 0.5680)

¥o. 2 (Score = 0.3333)
(@, mm,

s, B,

(@, /&M,

(%, &30,

Cernb, £30)))
SHE = [0.2.1,[r,0.2.2,

o

(Scors = 0.3333)
™E = (5.2.1,0r,5.2.3.(4.3.3)),
r,5.2.5,(5.3.61)]

(Score = 0.6320)

Figure 4.8: Output for “He eats potatoes™
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ss Translation Source see

1 (score = 0.4760)
(&, mm,
Lo, o,

(e, &m0
SKE = [0.2.1,0r,0.2.2,(s.4.20),

(Score = 0.6792)

2 (Score = 0.3760)
[(x~3, WO,

(02, man,

((oum, £M)),

(%, o),

(%, £M11)
SHE = [o.1.1,(r,0.1.2,(0.4.2)),
(r,e.1.4,(e.6.22])

(Score = 0.3760)
THE = [3.1.1,0r,5.1.3,(5.4.30),
r.j.1.8,(5.6.3)))

(Score = 0.4920)

Figure 4.9: Output for “Sulphuric asid eats iron”
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transfer, the explanation is a long ehain of applications of rules: it is difficult for
us to locate the incorrect rules.

MBT2 has the above desirable characteristics. But the mechanism of MBT2
s 0o general ® and 100 simple to apply practical language transfer tasks. We
have to solve the following problems.

1. Which representation should be used for examples?

2. How much information do we encode into examples?

g syn-
tactic ion, semantic and i iate or mixed rep-
resentation of syntax and semantics. MBT? uses word-dependency trees

‘There are several candidates for internal representation of sentence

syntactic representation) as an internal representation of sentences. Sadler uses
word-dependency trees in which links have semantic labels [Sadler 89]. These are
semantic.oriented syntactic structures.” Syntax is important in representing some
constraints. Therefore, we need to represent at least some syntactic information.
On the other hand, semantic information is useful for sclecting the preferable
output from some candidates. Tn MBT2, there is no explicit semantic informa-
tion about sentences. Only word semantics exists, in the thesaurus. Therefore,
MBT2 can use only syntax-oriented analogy. In order to make  system that can
use semantics-oriented analogy, we have to give the system semantic information
about sentences.

3. How to handle syntactic transformations.

Passive voice and relative clause are well known as syntactic transformations.
Because there is no relation between normal forms and transformational forms in
MBT2, MBT2 cannot utilize normal forms to translate transformational forms.

There are two possible ways to solve this problem:

MBTZ is & general mechaniom for translating & tree into other tree based on pair of tree
examplen. 1t can used for any task that requires tree-to-tree transformation.

Personal contact with T. Witkam at his seminar of MT based on Anology at ATR, Kyoto,
Japan on July 19%0.
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« Employ transformational rules that bridge the gap between normal forms
and transformational forms.

o Introduce a new ion (e.g. a semantic ion) on which

transformations are not important in the matching process.
4. Appropriate grain size of translation units.

It is not practieal to store all translation units in translation examples into the
database. Large translation units can produce better translations, but they have
little chanee to be used. In contrast, small translation units have much greater
chance to be used, but they produce literal translations. We have to determine
an appropriate grain size of translation units to be stored.

5. Computation problem.

MBT?2 needs a great deal of ion. In order hi
we need parallel computation.

4.8 Summary

In this chapter, the author has discussed an implementation of a fully example-
based transfer system. An critical problem in the implementation is how to utilize
more than one translation example to translate one sentence. The author has
shown a solution for it in MBT2. The major results are:

© The matching expression, which represents how to combine some translation
fragments, is introduced. This makes it possible to utilize more than one
translation examples.

® A translation mechanism, which produces some translation candidates, is
introduced. This mechanism translates a sentence via two matching expres-

. a source matching expression and a target matching expression.

@ The score of translation is introduced. It can determine the best translation
output out of some translation candidates.
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o The proposed framework, MBT?, has the following advantage:

- We can easily construct and upgrade the system by adding several
translation examples into the database, because the system uses cxam-
ples directly, not rules.

- MBT2 can produce high quality translation, because MBT? sces as
wide as a scope as possible in a sentence and uses the best combination
of translation units.

— MBT2 can produce not only a translation output but also the expla-
nation why it produced the output.

o MBT2 is t00 general and naive to apply to real transfor tasks. We have
to address the issues of: ion level, i

grain size of translation units, and computation problem.

MBT2is the first prototype example-based transfer system: it does not include
parsing and generation. However, generation is not serious, because the system
can easily generate a target sentence by collecting nodes in a word-dependency
tree. And parsing will be implemented using a modified version of MBT2's mech-
anism. We can modify the system to find a source matching expression satisfying
the word order constraint of the given input word sequence (Sato 91.

The next step of research for example-based translation is to construct a model
for parallel (distributed) example-based translation. In example.based transla-
tion, the knowledge source is distributed into individual translation examples or

translation units; i.e. each translation example or unit is an agent for transla-
tion. A translation process will be implemented as a cooperative problem solving
process by such agents [Sato 91).
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Discussion

5.1 The Rule-Based Approach versus the Example-
Based Approach

Before the Ezample-Based Approach (EBA) was propased, the Rule-Based Ap-
proach (RBA) was the only approach to constructing expert systems ike machine
c of RBA is use of rules. A typical
rule-based system consists of a set of rules (if A, do B) and an inference engine,

translation systems. The major characte

which invokes the appropriate rules for achieving a specificd goal and then exe-
cutes them. The process of acquiring rules is called knowledge acquisition or rule
acquisition. Automatic acqy of rules rom examples is called leaming or rule
learning, and a module to do this task is called a learning engine. Figure 5.1(a)
shows the basic diagram of RBA including the rule learning process.

On the other hand, the major characteristic of EBA s the direct use of ezam-
ples; no use of rules. A typical example. based system consists of a set of examples
(input-output pairs) and an inference engine, which retrieves the appropriate ex-
amples for achieving a specified goal and then adapts them. There is neither
explicit knowledge acquisition process nor a learning engine in EBA, but the sys-
tem can learn in the sense that it can handle for novel inputs. Figure 5.1(b) shows
the basic diagram of EBA.

In this section, we will compare these two approaches from the viewpoint of

92
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Learning Engine

Examples

() Rule-Based Approach (b) Example-Based Approach

Figure 5.1: Basic Diagrams of Rule-Based Approach and Example-Based Ap-
proach

learning, and try to clarify the difference.

5.

1 Explicit or Implicit Generalization

In RBA, learning is equivalent to the automatic generation of rules from examples.
In a typical rule-based system, rules are acquired in the following steps.

1. A set of exampl

given.

2. Make a set of instance rules from the set of examples. An instance rule is
cither the same s an example or a simple transformation of an example.

3. The learning engine generalizes a set of rules from the set of instance rules.
Obtained rules are more general than instanee rules, and the size of the
learned set of rules is much smaller than the size of the set of instance rules.

The key operation of rule learning i ization: it relaxes the

condition of a rule, and extends he coverage. Generalization in rule learning s
done with change of the description of a rule, because the applicability condition of
a rule s explicitly represented on the rule. In other words, a rule is an intermediate
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A Set of Examples.

Il No ot simple transformation

A Set of Instance Rules, (Large size)

Generalization
= Change of description

A Set of Rules (Small size)

(a) Rule-Based Approach

A Set of Examples
]

A Set of Instance Rules

Generalization

= Change of interpritation

Inference Engine

(b) Example-based Approach

Best match

Figure 5.

xplicit and Inplicit Generalization
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representation which holds a result of a generalization. The use of rules makes
the inference engine simple: it works with exact matching (Figure 5.2(a)).

is done also in le-based reasoning, but it is done im-
e. without change of description. It is done as part of the matching
process by the inference engine, which adapts the best matched example to the
given input. In other words, generalization of an example is done with change of
interpretation (Figure 5.2(b)).

plicitl

5.1.2 Exact Match versus Best Match

The use of exact match versus best match in interpretation is one of the major
differences between RBA and EBA.

In exact matching, the interpreter determines whether the con
rule matches the given
“0(not match)’. The description for conditions of rules usually has some variables.
These variables have also explicit boundaries to match or not. Roughly speaking,
the input space is divided into some subspaces by explicit boundaries. Individual

ion of the

put or not: the output of the matching is *1(match)’ or

subspaces are coverage of individual rules, and their boundaries are expl
described on the individual rules. (Figure 5.3(a))

In best match, the interpreter first computes how well each example matehes
the given input: the output of the matching is a numerical value between ‘0(not
match)' and ‘Iexact match). Then the interpreter adapts the best matched
example to the given input. In the sense that the system determines an example

10 adapt, each example applies to a subset of the space of possible inputs. But its

boundary is implicit: how large a subspace an example covers s not represented
on the individual example, it depends on the whole examples in the database
(Figure 5.3(b).

This difference leads to the difference of efficiency on learning and task exe-
cuti

. In RBA, the efficiency of execution is relatively good, but the eficiency

of learning is not 5o good. In the incremental learning process, the system has to

change some existing rules in order to cover a new given example, and it needs
much computation. In contrast, the efficiency of learning is very good in EBA: the

stores a new given example in the database in the incremental learning



Exact Match

o Output of matching : {0,1}

o Explicit boundaries

o Movement of boundaries with
change of descriptions of rules

CHAPTER 5. DISCUSSION

o

\
Y ™
3 3
I G
 Output of matching : [0,1)

o Implicit boundaries

o Automatic movement of bound-

aries by adding new examples

Figure 5.3: Exact Match vs Best Match

In this figure, o meens a positive example and x meens & negative example.
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process. The boundaries of coverage of individual examples move automatically.

5.1.3 Rule Learning as Compilation of Similarity into Rules

What is it in EBA that corresponds to rule learning?

Case 1: Guide information for generalization is given

In some cases, guide information or bias for generalizing rules is given to the
system. Typical guide information is a generalization tree or conceptual hierarchy.
In this case, the diagram of rule learning is the following.

Examples + Generalization Tree + Heuristic = Rules (5.1)

What information does the generalization tree bring to the system? From the
viewpoint of EBA,
trees, mother-daughter relations represent is-a relations between concepts, and

is some kind of similarity measure. In typical generalization

sister relations represent similarity relations between concepts. We can easily
define the distance between concepts on the generalization tree.

This discussion brings us the fact that we can construct example-based rea-
soning system with the combination of examples and a generalization tree. Now,

we can clearly find out what is rule learning: it is compilation of simi

distance measure into rules. Although a given set of examples is independent of
a generalization tree, the learned set of rules is not independent of the general-

ization tree. Typically, the generalization tree becomes the hierarchy of variables

which are used for describing the rules.

Case 2: Guide information for generalization is not given

In another case, guide information for generalizing rules is not given to the system.
Takuma [I falls under this case. The diagram of this case is the following.

Examples + lleuristic = Rules (52)
This learning process can be divided into the following two steps.

Examples + Heuristic | = Generalization Tree (s3)
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Examples + Generalization Tree + Heuristic 2 = Rules (5.4)

In these diagrams, Heuristic 1 is used to calculate similarity. In short, the
similarity or distance on the task domain is not given in the case. Only general
heuristic to calculate similarity or distance is given. The system first calculates
the

larity or distance on the given task domain, and second compiles it into
rules.

5.1.4 Discussion

Both rule learning and example-based reasoning extract the same information
from the examples given. The major difference is whether it is represented it
a explicitly with a symbol description or not. Now, we have reached the final
question: Is it easy or useful to describe such information explicitly as symbol
descriptions?

The ease of this depends on the task domain. It is easy in artificial domains;
eg. mathematics. These domains consist of clearly defined concepts and clear
relations between concepts, therefore we can find the regularity on them and
construct the theory for them. But it is difficult on natural domains; e.g. language
translation. These domains h learly defined ts and no clear relations
between concepte, therefore it s very difficult for us to find the regularity on them
and construct the theory for them.

We introduce two terms, strength of regularity and abstraction level, to distin-
guish domains. In some domains, there are a few principles which cover the whole
domain, and few exceptions. In other domains, there are no principles which cover
the whole domain, and many individual rules or exceptions. We call the former
domain one with strong regularity, and the latter domain one with weak regularity.

The strength of regularity also depends on abstraction level. Abstraction is
done to the direction in which regularity becomes stronger. The purpose is to
find the major principles or regularities over the domain by ignoring unimportant
details. From this viewpoint, abstraction is to make explanations for phenomena
in the domain.

An importance advantage of describing the regularity explicitly is to make
easy for human to understand it. We have worked to capture the regularity
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Conscious Process

Understanding = Rules

|(Meta Interpreter)

Unconscious Process

Figure 5.4: Executing and Understanding

of phenomena and to describe them by a few rules under the name of science.
From ¢

viewpoint, to give up describing regularities explicitly is to give up the
scientific approach. From the viewpoint of software engineering, however, if we
can construct an executor for the task without representing abstractions, it is
useful. The task executor need not always use explicitly represented rules. For
example, does human being use explicitly represented for all tasks in the brain?
Based on the discussion, the author draws the diagram in Figure 5.4. To make
explicit rules is done by the meta interpreter: it is a conscious process which serves
to understand phenomena and to make explanations. On the other hand, task
execution is done as an unconscious process. They are independent of each other.

The author thinks that traditional rule learning roughly corresponds to the
former. This explains why rule learning does not succeed well in natural domains.
Rule learning may be powerful in the domains which have strong regularity, but
is not powerful for domains which have weak regularity. Example-based reason-
ing is better suited to such domains. The author concludes that cxample-based

s more promising method than rule learning for constructing machine
translation systems.

‘Table 5.1 shows a summary of this section.
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‘Approach Example-Based

General features Tmplicit rules
Implicit learning

Learning

Tnput Examples Examples

Main engine Heuristic (Organization of examples)

Purpose Make explanation Make executor

Method Compile  similarity into | Store examples

rules

Output Rules -

Efficiency Low High

Type Conscious learning Unconacious learning

Execution

Interpreter Exact match Best match

Knowledge source | Rules Examples (+ Similarity)

Efficiency High Low (on traditional sequen-
tial machine)

‘Table 5.1: Summary: The Rule-Based Approach vs the Example-Based Approach
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5.2 Example-Based Translation Family

In the previous section, the author concluded that the example-based approach is
more promising than the rule- based approach for constructing machine translation
systems. Two example-based translation systems, MBT1 and MBT2, have been
presented, and some other example-based translation systems have been proposed
by other researchers. They form the Ezample-based Translation Family, and can
be divided into three groups: Translation Aid Systems, Word Selection Systems,
and Full Translation Systema. In this section, we discuss each of them and clarify
the current status and the future direction.

5.2.1 Translation Aid Systems

The first group in the example-based translation family is Translation Aid Sys-
tems: they are tools to assist human translators. Suppose that we have to trans.
late some sentences or some texts. If we can obtain similar sentences of texts and
their tranelations which ean be a reference to the sentence of text we are going
to translate, we can easily translate new sentences by editing them. Figure 5.5
shows the basic configuration of an example-based translation aid system. It is a

kind of retrieval system: the task of the system is to retrieve texts similar to the
texts given by the user.

‘There are some variations in the size of the text. The smallest size of the text

is a word. In this case, the system is a standard retrieval system for a dictionary
between two languages. But in case the text is a phrase or a sentence, we need
a flexible retrieval system, because the given input may not exactly match any
entries in the database. The system has to retrieve most similar entry to the given
input.

ETOC [Sumita & Tsutsumi 88] is the first implemented system in this group.
An entry (example) in ETOC is a pair of a Japanese sentence and an English
sentence. Japanese sentences are analyzes morphologically. The retrieval mech-
anism is based on syntax-matching driven by generalization rules. ETOC first
analyzes the given Japanese sentence morphologically. Next, ETOC retrieves
some sentences which match the analyzed sentence. If it succeeds, ETOC shows



102 CHAPTER 5. DISCUSSION

Source Retrived
Sentence Sentence

Figure 5.5: Basic Configuration of Example-based Translation Aid System

the sentences and their translations. If it fails, ETOC generalizes the sentence by
applying generalization rules, which typically replace some words with variables,
and retrieves some sentences which are match the generalized sentence pattern.

Nakamura i another Japanese-English le-based translation
aid system [N. Nakamura 89]. In his system, Japanese sentences are analyzed
‘morphologically and context words are extracted. Extracted context words from
2 sentence are used as retrieval keys for the sentence. In the retrieval phase,
the system first extracts context words from a given input phrase or sentence.
‘The best match is judged by the size of the intersection between context words
extracted from the given input and keys of the example.

These two approaches show that there are two best match methods: one is
syntax-oriented best match, another is semantic-oriented best match. How to
determine the best match seems to be an open problem. We have to study it for
not only Japanese but also the other language.

Another problem is the form of examples. ETOC and Nakamura's system
store non-structured sentences. But sentences have structure. The best match
between flat sentences has some limitations. To overcome these limitations, we
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Source Target
fragment fragment

Retrieve
(& Adapt)

Figure 5.6: Basic Configuration of Example-based Word Selection System

need structured sentence examples.

Bilingual Knowledge Bank (BKB) is a database for bilingual structured texts
(Sadler 89). ATR is developing another structured database (Ehara et al 90).
These databases and their retri

v be used as translation aid systems.

It seems likely that example-based translation aid systems will be practically
usable in few years. But to find some better methods for best match and for
organization of the database are still open problems.

5.2.2 Word Selection System

The second group in the example-based translation family is Word Selection Sys-
tems: they perform word selection tasks or target pattern selection tasks in the
transfer phase as subsystems in whole translation systems. Figure 5.6 shows the
basic configuration of an example-based word selection system.

‘There are currently two systems in this group, MBT1 (Chapter 3) and EBMT
(Sumita et al 90). MBT1 performs the word selection task in the translation be-
tween verb frame instances. EBMT selects the best English translation pattern
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Analogical
Reaso
Engine

Figure 5.7: Basic Configuration of Full Example-based Translation System

for the Japanese “noun; NO noun,” construction. The main problem is not on

the mechanism side, but on the application side; i.e. how to cut off a subtask
from the whole translation task and how to construet a database suited for the
subtask.

ATR has some plans to use example-base word selection systems in its trans-
lation system for spoken telephone dialogue [Sumita et al 90]. How to combine
example-based word selection subsystems with a traditional machine translation
system is a new interesting problem.

The third type of the example-based translation family is Full Translation
System, which covers whole translation process. It is not fully implemented.

MBT2 (Chapter 4) is nearest to this type, but it performs only the transfer task;

it does not cover parsing and generation phases. Sadler presents a translation
simulation, but it is not implemented [Sadler 89). ATR is also studying this
type of system [Furuse et al 90]. Figure 5.7 shows a basic configuration of a full
example-based translation system.
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‘The most difficult problem in implementing this type of system is how to
adapt some similar translation examples to a given source sentence and make a
appropriate target sentence. This is a general problem in analogical reasoning. It
is partially solved in MBT2, but we need o study more.

The author plans to implement a system which covers the whole translation
process [Sato 91). The key technology in realizing it s parallel processing: i.c.
cooperative problem solvmg by distributed agents. In example-based translation,

dit indivi translation examples or translation
units. The author believes that example-based translation is suited for parallel

processing. This will be able to solve the computation problem of example-based
translation.



Chapter 6

Conclusions

Machiine translation systems are among the largest and most complicated expert
systems. In order to construct a machine translation system we need Lo encode
dictionarics and many rules for parsing, transfer and gener:

n. This is very
difficult and time-consuming task, and it is a serious bottleneck in constructing

and improving machi
problem: example-based learning and example-based reasoning. This thesis has

translation systems. There are two direction to solve this

described both example-based learning and example-based reasoning for machine
translation.

Fist, the example-based rule learning method was investigated. Chapter 2
doscribed amethod for learning a set of rules for language translation from positive
and negative examples. Learning language translation is categorized as learning to
perform a multiple-step task, which is the most difficult class of machine learning
problem. The author showed that the formalism of translation grammar and its
Jeaaing algorithm make it pssble o learn langusge ranslation. The proposed
method of learning. ically learns from positi " les, and

guarantees that the obtained translation grammar satisfies all given examples.
The author implemented a machine learning/translation system, called Takuma
11, which is the st learni

ystem for natural language translation. Experiments
in constructing English-Japanese translation grammars showed that the system
can discover the correspondences of words, words groups, and phrase structures
between two languages, and represent them in a translation grammar. However,
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this aleo showed that there are some open problems precluding real application.

Second, example-based reasoning methods were investigated. Example-based
reasoning frees us from the need for rule acquisition, because it directly uses
examples in the reasoning process. In this framework, we can construct translation
systems simply by collecting translation examples, and improve them by adding
translation examples.

Chapter 3 described the first prototype of an example-based transiation sys-
tem, MBT1, which can solve the word selection problem for translation between
verb frame instances. This method consists of three components: the translation
database, the definition of metric, and the translation process. The translation
database is the collection of translation examples. A translation example is a pair
of verb-frame instances. A verb frame instance is one verb with several nouns as

arguments. The metric was defined, which measures the “distance’ between a
transtation candidate and a translation example in the database. In the trans-
lation process, MBT! generates all candidate translations. For each candidate,
MBT] retrieves the most similar translation example and computes the score
of the candidate based on the above metric. MBT1 uses the score o evaluate
the correctness of the candidate. MBT1 was implemented in English-Japancse
translation and the experiment showed how well MBTI solves the word selec-
tion problem. The major restriction of MBT] is that it requires a fixed-format
database and can not manage free-form data like sentences which have optional
clements. Still MBT1 can be applicable to other subtasks in machine transla-
tion. After MBT1 was proposed, Sumita (Sumita et al 90] applied an MBT1-like
method 1o the translation of the Japanese “noun, NO() nouns” construction.
These systems can be combined into whole machine translation systems, by sorv-
g 25 sub-systems for word selection tasks.

Chapter 4 described the second prototype of an example-based translation
system, MBT2. It can transfer full sentences represented by word-dependency
trees. A key problem in the implementation s how to utilize more than one
translation example for translating a source sentence. This problem arises from
the fact that a long sentence is 100 large to be matched by lation example.

It is a critical problem for example-based translation, and the author showed a



108 CHAPTER 6. CONCLUSIONS

solution for it in MBT2. The author introduced the representation, called the
matching ezpression, which represents the combination of fragments of translation
examples. The transl

ion process consists of three steps: (1) Make the source
matching expression from the source sentence. (2) Transfer the source matching

expression into the target matching expression. (3) Construct the target sentence
from the target matching expression. This mechanism generates some candidate
translations. To select the best translation from them, the score of a translation
was defined. The author implemented MBT? for English-Japanese translation
and demonstrated its ability. Although MBT2 covers only the transfer phase,

«an be extended to cover the whole translation process. The proposed method will
be used as a basic method to implement a complete example-based translation

system. MBT2 s i advantages from the le-based translation idea:
it s easy 1o construct and upgrade the system, to produce high quality translation,
and to produce an explanation why the system generates a translation output.

The major disadvantage of MBT? is that it needs a great deal of computation.

But parallel computation will overcome this problem.

Chapter 5 discussed the relations and differences between rule-based approach
and example-based approach from the viewpoint of learning. The major differ-
ences are: (1) whether or not they use rules as an interm

e representation
which holds the results of generalization, and (2) whether they use exact match
reasoning or best match reasoning. Rule learning corresponds to understanding or
making explanations for some phenomena in a task, and example-based reasoning
corresponds to constructing a task executor. The example-based approach seems
more promising method than the rule-based approach for constructing machine
translation systems. Second, the example-based translation family was discussed.
It can be divided into three groups: translation aid systems, word selection sys-
tems, and fully translation systems. Their current status and future prospects
were discussed.




Appendix A

Program for Decomposition of
MBT2

% docomp(+EVD, +KE)

decomp((Node|Children2], (ID1IDifList]) :-
translatable_tree([ID1,Node|Children1]),
decomp_sub(Childreni,Children2,ID1,[],XDifList),
diflist_simplify(XDifList DifList).

decomp_sudb((),0,.,..0) :-!.
decomp_sub([), [XIRest] P, DelList,DifList) :-

!, translatable_tree((PI.]),
decomp_sub_add((X|Rest] P, DelList,DifList).

decomp_sub_add((),_,_,[)).
decomp_sub_add((XIRest] ,P,DelList, [[a,P,ME] IDifList)) :-
decomp_sub_add_check_dellist(X,DelList),
decoap(X,NE),
decomp_sub_add(Rest,P,DelList,DifList).

109



110 APPENDIX A. PROGRAM FOR DECOMPOSITION OF MBT2

decomp_sub_add_check_dellist(.,[)).

decomp_sub_add_check_dellist([Node2l.], [Node1l.])
node_replaceable(Node1,Node2) , !, fail.

decomp_sub_add_check_dellist(X,[_IY]) :-
decomp_sub_add_check_dellist(X,Y).

decomp_sub([X|Rest] ,Children2,P,DelList, DifList) :-
decomp_sub2(X,Children2,P,DelList,DifList1,XDelList,C2),
deconp_sub(Rest,C2,P, XDelList, DifList2),
append(DifList1,DifList2,DifList).

deconp_sub2((ID1 1,Children2,P,DelList,DifList, (],C2) :-
\*+ translatable_tree([ID11.]),!,
decoap_sub21 ([ID1,Node|Rest1],Children2,

elList,DifList,C2).

decomp_sub21 ([ID1,Node!Rest1), [[(Node|Rest2] IRest3]),_,_,
DifList,Rost3) :-
decomp_sub(Rest1,Rest2,1D1, [),DifList) .
decomp.eub21 (X, [Y|Rest3) ,P,DelList, [[a,P,ME] IDifList) ,C2) :-
decomp_sub_add_chack_dellist(Y,DelList),
decomp(Y,NE),
decomp_sub21(X,Rest3,P,DelList,DifList,C2).

decomp_sub2((ID,Node|_) ,Children2,P,DelList DifList,(),C2) :-
decomp_sub_replace(ID,Node,Children2,P,DelList,DifList,C2).

decomp_sub_replace(ID1,Node1, [[Node2|Rest2] |Rest3),_,_,
(Cr,101,KE}) ,Rest3)

ble(Nodet,Node2)

dacomp((Node2|Rest2) ,KE) .

node_repla

decoap_sub_replace(ID1,X, [YIZ) ,P,DelList, [[a,P,ME] IDifList] ,A)




translatable_tres((PI 1),

decomp_sub_add_check_dellist(Y,Dellist),
lecoap(Y,KE) ,

decomp_sub_replace(ID1,X,Z,P,DelList,DifList,A) .

decomp_sub2([1D,Node[_] ,Children2, _,DelList, [[d,10]],
(NodelDelList],Children2).

node_replaceable([_,Cat1), (. ,Cat2])
cat_replaceable(Cat1,Cat2).

cat_replaceable(X,X)

cat_replaceable(X,Y)

(x,n)

cat_replaceable(X,V)
cat_rep_data(Y,X).

cat_rep_da

cat_rep_data(n,pron).
cat.rop_data(adj,det).

diflist_simplify(0,()).

difliet_siwplify(((r,ID1, (ID11DifList]] IRest] ,NewDifList) :~

[N
diflist._simplify(Rest,DifList2),
append(DifList,DifList2,NewDifList).

difliet_simplify((XIRest], [XIRest2)) :-

diflist_simplify(Rest,Rest2).

m
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