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Abstract 

In an erp<!rl syst~m, the source of inteUigencc is the knowledge ~e. Almon all 

knowledge in knowledge b~ is in the form of rules, as they are also known as 

rule bases. Theperforrnanceofanexpertsystemstronglydependson the quality 

of the knowledge ba,;e; in order to construct a good expert system, we have to 

construct a good knowledge base. 

The process as constructing a knowledge base is called hwwledge acqui8ifion 

The main task of knowledge acquisition is to encode expert knowledge in the 

form of rules. This task is very difficult, and it needs a great deal of effort over 

a long period to construct a good knowledge base. Thi• difficulty, the Jmow~dge 

acquisilionbof//en«k,preventstheral'iddevclol'rnentofexpertsyitems. 

We need some new technique to overcome the knowledge acquisition bottle 

ne<:k. There are two directions. One is eramplc-il<l8e.d nJie leoming, the other is 

e:r:ample-il<lse.dre<~wning. 

This thesis describes both example-based learninl!l and reasoning in machine 

First, the example-based mle learning method was investigat...t. Chapter 2 de. 

scribes a method for learning a set of rules for language translation from pO>;itive 

and negative examples. Learninl!llanguagetranslation iscategoriz...t as learn. 

ing to perft>rm " m~l!iple-step to.sk, which is the most difficult class of ma.chine 

learning problems. The author shows thai the formalism of /Mn.s/ofion gMmmor 

and its learning ali!:orithm make it possible to learn langu81!1e translation. The 

proposed method of learning automatically learns from positive and negative ex­

amples, and guarantees that the obla.in...t translation grammar satisfies all given 

examples. The author has implemenkd a muhine learning/translation system, 



uJicd Takuma II, which is the first learning system for natural languag~ tran•· 

!ation. Experiments in constructing English.Japanese translation ~:rammars have 

shown that the system can discover the corr..spondences of words, words groups, 

and phrase structures betwoon two languaf~es, and r~present them in a translation 

S&ond, example. based reasoning m~thods were investi~;ated. Example.bast'd 

reasoning frees us from the need for rule acquisition, becauw it directly u~s 

examples in the reasoning process. In this framework, we can construct translation 

systems simply hy collecting translation examples, and improve them hy adding 

appropriatetranslationeumples. 

Chapter 3 describes the first prototype of an example-based translation sys. 

tern, MDT!, which can solve the word seleo:tion problem for translation bet wren 

verb frame instances. This method consists of thl'l'c components: the translation 

database, the definition of metric, and the translation process. The translation 

databa~e is the collection of translation examples. A hanslation example is a pair 

of verb·frame instances. A verb frame instance is one verb with sever.G nouns as 

ita arguments. The metric Ia defined, which measure& the 'distance' between a 

translation candidate and a translation example in the database. In the trans· 

lation process, MBTI generates all candidate translations. For each candidate, 

MBTI retrieves the most similar translation example and computes the score of 

the candidate h:a.sed on the above mehic. MDT I uses the score to evaluate the 

correctness of the candidate. MBTI has been implemented in English.Japanese 

translation and the experiments have shown how well MBTI solves the word se. 

lection problem. The major limitation of MBTI is that it requires a fixed-format 

database and can not manage frc...form data like sentences which have optional 

elements. Still MBTI can be app~cablc to other sub tasks in machine translation. 

Chapter 4 describes the second prototype of an example. based translation sys. 

tern, MBTI. It can transfer full sentences represented by word.dependency trees. 

A key problem in the implementation is how to utilize more than one translation 

example for translating a source wntence. This problem ariS<:'S from the fa£1 that 

a long sentence is too large to be matched by one translation example. It is a erit. 

ical problem for example. based translation, and the author shows a solution for it 



in MUT2. The author introduces the representation, callffi the m11tching ~:r:p...,s· 

si<>n, which r~presenls the combination of fragments of translation uamples. The 

translation proccssconsistsofthreesteps: (I) Makethewurcematchingexprcs 

sion from the rource sentence. (2) Transfer the rource matching expression into 

the target matching expression. (3) Construct the target sentence from the tar. 

~:et matching expression. This mechanism generates rome candidate translations 

To select the best translation from them, the score of a translation was defined. 

MRT2 has implemented in English.Japanese translation and ha.!l demonstrated 

the ability of MDT2. Although MllT2 covers only the transfer phase, it can be 

extended to cover the whole translation process. The proposed method will be 

used as a basic method to implement a complete example·bascd translation sys. 

tern. MDT2 inherits some advantages from the ex&n~plc-b:.sed translation it!Pa: it 

is e;u;y to construct and upgrade the system, to produce high quality translation, 

and to produce an intuitive explanation why the system generales a translation 

output. 

Chapter 5 first discusses the relations and dilferences between rule. based ap. 

proach and example. based approach from the viewpoint of learning. The major 

differences arc: (I) whether or not they use rules as an intermediate representa. 

lion which holds resultsofgenerali•ation ,and (2)whether theyuseexactmatch 

reasoning or best match reasoning. Rule learning corresponds to understanding or 

making explanations for some phenomena in a task, and example. based reasoning 

corresponds to constructing a task executor. The example.bascd approach seems 

more promising method than theru]e.based approachforconstructingmachine 

translation systems. Second, the eumplc·based translation family is discussed. 

It can be divided int.o three groups: translation aid systems, wordselectionsys. 

\ems, and fully translation systems. Their current status and future prospects are 

discussed. 

Chapter6outlinesthecondusionsofthis thesis. 
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Chapter 1 

Introduction 

1.1 Knowledge Acquisition Bottleneck 

In a.n e~rt system, the source of intelligence is the lmowled~ base. Almost all 

knowledge in knowledge bases is in the form of rules, as they are also known "" 

nile bases. The performance of an expert system strongly depends on the quality 

of the knowledge base; in order to construct a good ex(>erl system, we have to 

construct a good knowledge base. 

Theprocessofconstructingaknowledgebaseiscalled l:nowledge<~cquisilion. 

The main task of knowledge acqui1ition is to encode expert knowledge in the 

form of rules. This task is very difficult, and it needs a great deal of effort over 

a long period to construct a good knowledge base. This difficulty, /he k110wledge 

ocquisili<>nboUiened:,preventstherapid developmentofexpertsyslems. 

Mochint trun8lolion sy8ltms are among the largest and most complicated ex 

pert systems. For example, the Mu system [Na&ao et al85] [J. Nakamura 88] haz; 

a large knowledge base, with about 3000 rules for analysis, transfer and genera­

tion. In addition, there are a large number of special rules for individual words in 

the dictionary. Knowledge acquisition wa.s very difficult taz;k to the Mu system: 

a dolcn grornmar write,., worked to do it. In this process, the most difficult prob­

lem waz; the debugging of the knowledge base. If the system outpuu an incorrect 

translation, we must correct the faulty rules. But it is very difficult to find the 

rules at fault, because nobody knows all the rules and how these rules behave in 



certain specific situations. The laq!>er the size of the knowledge base, the more 

difficult the debugging. 

We need some new technique to overcome the knowledge acquisition bottle­

neck: it must cover not only constructin111 knowledge bases, but abo debugging 

them. There are two directions. One is ezamp/c.bo8ed rule learning, the other is 

tzomple-IHsud reasoning. 

1.2 Rule Learning from Examples 

&ample-based rule /taming is one wa.y to overcome the knowledge acquisition 

bottleneck. Learning from tzomples allows one to make rules from the training 

examples. There are two major methods in ]earning from examples; similarity. 

IHI.sedleamingandtzplonolion-bosedleoming. 

Similarity-based learning is a. purely cmpirkal, data.·intensive method tha.t 

relies on large numbers of training examples to constrain the search for the correct 

genera.li~a.tion. This method employs some kind of inductive bias to guide the 

inductiveleapthatitmustma.keinordertoinfcrarulefromonlyasubsetofit.s 

input-1lutputpairs. 

On tbe other hand, explanation-based ]earning uses dt>moinlmt>wledgein order 

to constrain tbe seaTch for a correct generali~ation. After analyzing a single 

lrainint; example in terms of this knowledge, this method is able to produce a 

valid generalization of the exilmple along with a deductive justification of the 

generalization in terms of the system's knowledge. 

Explanation-based learning is suited for learning more efficient ways to apply 

knowled,;e, but not for learning new domain knowledge itself. There is only one 

choice, i.e. similarity-based learning, for learning domain knowledge. 

AlmO&t all research on learning from exilmples have developed methods for 

learning a single concept. The tuk is not so difficult. But we have to develop 

a method for learning to perform multiple-step ta.sks, because expert systems 

perform multiple-step tasks. Research on gn~mmotical in/cr¥.nce contains some 

methods ror learning a set of rules that perform multiple-step ta.sks; i.e. parsing 

and generation ofsent<!nceo. 



/.:J. EXAMPLE-BASED REASONING 

1.3 Example-Based Reasoning 

lnrecentyears,anewapproachba.sgraduallybcendevelopcd. It has two historical 

sources. One is research on analogirn/..,asoning,this bas long history in artificial 

intelligence (Hall 89). Another source i• the res<'arch hy Schank, on ~Dynamic 

Memo'!f(Schank 82), which shows the importance of previous e~periences and 

their memory organization. These sources have given rise to a new paradigm, 

called cose-based rmsoning(CBR), mcmory-bastd F"t4scming(MBR) or uomple-

/Nufdre<18Gning. 

These methods are basically composed of the following process: 

I. Store previous experiences (costs) into a case d<Jiobase. 

2. When a problem arises, retrieve a c...e similar to that problem. 

3. Answer the problem by adju5ting the retrieved c.....,. 

These methods are not only reasoning methods but also learning methods. 

uDARPA: Machine Lmming Progrum Plann(DARPA 89] reports that CBR con 

stitutes a fifth major para.digm of machine learning research. 

Memory-baud re<JSOning demonstrates the power of memories (case database) 

[StanliU & Waltz 86). It has been implemented on the Connection Machine 

(!Iillis 85], a massively parallel computer. Parallel search of the database makes 

this method practicalforlargedatabases. 

In the context of machine translation research, Nagao proposed the idea of 

/rurulalion ~y aMiogy (Nagao 8<1). It is also a pioneering study in case-based 

reasoning. But it was a discussion on conceptual level, and was not implemented 

on a computer. 

The major merit of these methods is that there is no need to construct rules 

for the task. AU that the developer needs is to collect cases or examples, which 

is much easier than constructing rules. This solves the knowledge acquisition 

bottleneck completely. 



1.4 Outline of the Thesis 

Thistheaisdescribeabothex<lmple-baoodlearning<~.~~dreasoninginm;u;hinetrans­

lation. 

Chapter 2 describe& a method for learning a set of rule& for language trans­

lation by using positive <~.~~d negative ex<lmples. Firat, the author proposea a 

lrarulaliongromrnor, which C<UI generate or ;u;cept pain of bilingual sentences 

and perform bidirectional translation. Second, the author shows that a transla­

tion grammar can be learned by grammatical inference techniques. Two prot~ 

for learning a translation grammar are developed; the balch ltoming ptt~ttss and 

the inc,..menlalle<~ming proa!u. The former can generate a translation gram­

muwhichsa.ti•fieaagivensetofpositiveand negativeex<lmplea. The latter can 

improve a translation gr<lmma.r incrementally by ma.king it handle a newly given 

positive or negative examples. The author ha.s implemented a ma.chine learn­

ing/translation system, called Ta.kuma II, which has this learning ability. In the 

experiments of constructing English-Japanese translation grammars, the system 

found the correspondences of words, words groups, and phr:w! structures between 

the l.,o langua.geo, and represented them a.s a tranolation grammu. 

Chapter 3 propO&eS a prototype ex<lmple-b:ased translation system, called 

MBTI, which is a method to select the beat target words in the translation be­

tween verb frame instances. MBTI consists of three components: the translation 

databilse, the definition of metric, and the translation algorithm. The translation 

database is the collection of translation e:otamples. A translation example is a pair 

of verh-fr<lme instances. A verb frame instance is one verb with several nouns a.s 

its arguments. The author defines a metric which mea.sures the 'distance' between 

a translation candidate and a translation example in the database. In the transla­

tion proC<!II!i, MBTI generates many candidate translations. For each candidate, 

MBTI retrieve& the most similar translation example and scores of the candidate 

based on the metric. MBTI uses the value to evaluate the appropriateness of the 

candidate. MDT! has been implemented in English-Japanese translation. 

Chapter 4 describes a solution to a critical problem for example-based trans­

lation; how to utilize more than one translation example for translating a source 

sentence. This chapter introduces 'matching expressions', which represent the 



1.4. OUTLINE OF THE TIIESlS 

combination of fragments of translation examples. The tranolation proceas in 

this model consioto of three steps: (I) Make the sour<:e matching expression from 

the sour<:e sentence. (2) Transfer the source matching expression into the target 

matching e:<pri'SGion. (3) Construct the target sentence from the target matching 

e:<presaion. This mechanism generates some candidate translations. In order to 

select the best, the score of a translation is de~ ned. MBTI has been implemented 

for English-Japanese translation. 

Chapter5firstdiscuuestherelationsanddifl"erencesbetweenrulelearningand 

e:<ample-based reasoning. Rule leacnins corresponds to the unden1tanding or the 

making of explanations, and example-based reasoning corresponds to constructing 

an executor for a taak. These are two different types of learning, and it seems that 

example-based rea.soning is a more promioing method than rule learning for con. 

structing macl!ine translation systems. Second, the compacative chacacteriotics of 

various example-based translation approachea, namely, translation a.id aystemo, 

word selection syotemH, and fuU traoslation systems, are discussed. Their current 

statuoandfuturepro6pectsarediocussed. 

Chapter 6 outlines the conclusions of this thesis. 



Chapter 2 

Learning Translation Rules 

2.1 Introduction 

Leorning from obsen16lion is the process of constructing descriptions, hypotheses 

or theories about a given colledion of facts or observations. There are many 

difficult problems in implementing the ]earning ability on muhines. For example, 

since a learning system has no a priori information exemplifying desired theories 

or structures, the system has to construct rulesortheoriesthatsatisfyallgiven 

positive and negative examples [Ohsuga 86]. In most learning situations, nobody 

knows the desired goal of learning, so that it is impossible to presuppO!ie something 

like a.n oro(/( which is used in Model inference System (Shapiro 82]. 

This chapter describ.s an attempt to implement the learning ability on the 

domain of language translation. We assume that the system is given positive 

and negative translation e:umples (pairs of sentenc.,.). The system is required to 

construct a set of rules that satisfies all given examples without a teacher and to 

predict translation equivalents for unknown sentences. 

Language translation is obviously a multiple-step task: a sentence is translated 

by applying a sequence of rules. Therefore learning language translation is learning 

a set of rules, nota rule. This typeoflearningiscategorized as lenrning<1 role 

se! or lc<1ming to perform a multiple-step taU. It is the most difficult class of 

learning, because the learner has to do the followings. 

I. Divide a whole task intosubtasks. 



2.1. INTRODUCTION 

2. Infer examples of oubtasks from given examples of the whole ta.ok, because 

examplesofoubta.oksa.renotgivenexplicitly. 

3. Infer rules which performsubtasks. 

4. Keoep consistency of rules. 

To ma.ke the problem tr;u;ta.ble, the author made the following three assump· 

• Many tra.nsla.tion pair& with simila.r constructions are given. 

• Th~y a.re not oo complicated (containing one or two predicates). 

• Thegivenexampleshavenonoise. 1 

The following characterizes the approach the author adopted. 

I. The idea of a system which :u:quires lingui&tic knowledge for translation 

from examples has already been suggested in [Nagao 84]. Following the 

oame lines, the author devised a new formalism for reJ>resenting /mow/edge 

of translation. The formalism is called 1hmslatian Grammar. A translation 

grammar is a set of rules for bidirectional translation, and it can generate 

or accept a set of translations (pairs of sentences). 

2. The framework of grammatical inference [Gold 67] (Biermann & Feldman 72] 

(Fu 74( [Fi.t & Booth 75] [Oiett.erich et al 82) is used to learn a translation 

3. Two learning processes for a translation grammar are developed. The ba.tch 

learning proces-s generates a translalion grammar from a set of given exam· 

ples. The incremental learning process improves a translation grammar to 

satisfyanewlygivenexample. 

A machine learning/translation system, called Takoma 112, which has this 

learning ability was developed. 

1 Th~r~ it oo tru.olotio• onmple that io p<>Oiti•• o~dnqati•e 
'TbUr • .,.~com .. fMm tbo Jap&fl- ph rue •s..oo To.lcumo•. wbich mnu "impro•iogon<Hif 

bJcompetiro&withea<hot•or• 



ClfAPTER 2. LEARNING TRANSLATION RULES 

This chapter is organized a.s follows. The next section describes the outline 

of Takuma II. Section 2.3 d~fines the notation of translation grammar, and Sec· 

lion 2.4 describes a method for l~arning a translation grammar. Section 2.5 de. 

scribes .some experiments in constructing translation grammar& between English 

and Japanese. Thelastsectionsummarize•. 

2.2 Outline of Takuma II 

Figure 2.1 shows the outline of Takuma II. It consists of two major modules, the 

learning engine and the translation ~ngine. The former acquires a translation 

grammar from examples, and the latter translates sentences using the translation 

A translation grammar is obtained by Talr.uma II through the following steps. 

1. A ll:'t of positive and neptive examples is given. 

2. Ta.l:uma II constructs a translation grammu which satisfies the given ex· 

:unp\es using the batth learninc process. 

3. A newtrainingsentenceisgiventoTakumall. 

4. lfTakuma IT cannot translate the sentence, then a correct translation of the 

sentence is given by the human trainer. If Talmma II outputs an incorrect 

translation, then the human trainer ougests to the system that it is wrong. 

Takuma IT updates the translation grammar so as to satisfy the newly given 

example, by using the incremental learning process. 

5. Goto3. 

Talr.uma II is implemented in Zetalisp and Flavors on a Symbolics 3600/3640. 

2.3 Translation Grammar 

In this section, we describe translation grammu, which is the basic ..,presen­

tational framework of knowledge of Takuma II. We will first define lmnslalion 

g.-ommn~ formally and then explain how the grammar performs translation. 



2.3. TRANSLATION GRAMMAR 

1. Preparing Examples 

Figure 2.1: Outline ofTakuma II 



2.3.1 Definition 

A Translation Grammar G betw""n language A and language D io a s.tuple, 

VN: ~nile set of nonterminalsymbols of language A and D 

VTA' finite set of terminal symbols of language A, VTA n VN = ~ 

VTB' ~nite set of terminal symbols of language B. VTs n VN = ~ 

"e VN: start symbol 

P: finitesetoftranslationrules(productions)oftheform 

{,. -x -{s 

where 

X e VN: len hand aide (LHS) 

{A e Vt: language A's right hand side (RHS·A), where v,. = v,.. U VTA 

{s E VJ': language B's right hand side (RHS.B), where Vs = VN U VTs 

and satisfies the following condition. 

J[ RHS.A has some nonterminalsymbols, then RJIS.B must have 

the same nontcrminal symbols corresponding to the symbols in 

lf{A ,_X...., {sis a rule of P, o and f) are any string of V.(, and 7 and 

6 arc any string of va. then the rule {A - X ..... f.s may be applied to the 

pair of nringa (o-X f), 1X6)to obtain [a{,.p, 1"{s6]. This process is denoted a.s 

fo-Xf), 1X6]:;. [o{,.f), 1"{s6J. The reftex.ive transitive closure of:;. is denoted 

:;.•. For any translation grammar G, the set of translations (pair.~ of strings) 

T(G) generated by G is de~ned by 

T(G) ={[a, &]I [11, ") :;.• (a,&), a E Vf,. and & e V/sl· 



TRANSLATfON GRAMMAR 

1::.00011::.00021::.0003 . -Y.S-1::.0001 tl 1::.0003 t 1::.0002 o (RI) 

r-Y.ooo1-.V. 

J011-Y.0001-t.~k 

ep.U-1::.0002-Ii"t 
hU"11-Y.0002-!!J!:j: 

'"' '"'' (R4) 

'"'' (R6) 

Jepu.•••- 1::.0003- B*l! (R7) 

Figure 2.2: E~a.mple of Translation Grammar 

Figure 2.2 shows an example of a translation grammar. Symbols starling 

with '%' arc nontcrminal symbols and other symbols :are terminal symbols. A 

nonterminal symbol represents a syntactic or semantic group at translation. Two 

RHS's in a rule represent a correspondence between two languages. 

2.3.2 Translation Method 

A translation grammar can perform bidirectional translation between two lan· 

guases. In the following, we mainly discuss on the translation from language A to 

language B. In principle,translatingasourccsentenceu(E V.t) is to find Iran•· 

lations (a, b;] fori = 1 ... n, which are generated by a given translation grammar, 

and 6; fori= l ... n are target sentences. 

Bidirectional translation can be performed by a slightly changed CFG parser 

which outputs all parse treeo. The difference from ordinary CFG paning is that a 

source language's RHS is used for pattern matching and a target language's RIIS 

is used for constructing a tree. For example, in the translation from language 

A to language B, the rule {,., - X - {B io interpreted as the following tree 

construction rule. 

Condition: If the pattern {,., matches a subsequence of the input, 

Action: then replace the subsequence by the tree wh""" root node io X and 

wbose descendant nodes are trees of {8. 3 

'Eochooot<:rminUoymbolio(A ond(sioint<:rpr<t<d uop<OII,.nOdr.,bkwhicbmot<:heoo 



CHAPTER 2. LEARNING TRANSLATION RULES 

Targetsentenceeareobtainedasleaves(terminalsymbols)ofoutputtreeswiththe 

initial symbols in their root nodes. Figure 2.3 shows an example of the translation 

2.3.3 Desirable Characteristics for Learning 

A tran•lation 11rammar has some desirable characteristics for learnin11. 

• A translation grammar can represent knowledge for bidirectional translation 

in a uniform style. 

In the tran•lation grammar formalism, there ia only one type of rule: i.e. the 

trarulalion rult. A translation rule is a combination of a paning rule, a transfer 

rule, and a generation rule. A set of translation rules, i.e. a translation grammar, 

can translate an input sentence into a target sentence: it can perform the whole 

process of translation. By using this uniform style representation, we can con· 

centrate on development of a learning engine for it. In contrast, if we use three 

representations for parsing, tranofer and generation, we have to develop three 

learnin!lengineeforlhem. 

• The aingl~-represenlnlion lric.t )Dietterich et al 82) can be used for learning 

a translation grammar. 

A translation pair of sentences (a positive example) can be represented as an 

instance lra,..lation rult. A given set of positive examples can be represented as 

a tra.nslation grammar. Therefore, learning is done only on the rule "~"'""· We 

do not need to consider an irL'IInnce sp<JCe or interpretation of given instances. It 

simplifieJthelearningprocess. 

2.4 Learning a Translation Grammar 

Learning a translation grammar can be viewed as grammatical inference, because 

a traoslatiOD grammar is a gn~mmar which generates or accepts a set of pairs of 

tre< wb- root ood~ io tbt oonteuni .. J oymbol • .,d <OffUpondio' •oou,rminoloymbolo io owo 

RIIS'o>Jeiooerpreledu the&&mevo:rioble. 
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[ I sp~ak Er~Aiioh I 

~ Applicalioo of Rule R2 

[100lapealr.Engliob) 

(a) A Example of Rule App~cation 

~ ApplicaliooofRuleRI 

I"' I 
%000~. 
k .1. ,J,. 

(b) Another Example of Rule Application 

Figure2.3:TI-anslalionProcess 

A t!Olorce langu•'• RliS io ueed for pattern matching, and & LHS and & 

target language's Rl!S i• UMd for constructing a tree. Ell<h nontermino.l 

oymbol in Rl!S'a is interproted oa & pAII<rn ••n•61c which match.., & ,,..,. 

whORrool.nodel3anontcrmino.loymbol,.o.ndcorrespondingnontermino.l 

aymbolaintwoRHS'•areinterpretedoathe~~Am~:•ariable 

" 
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strings. Therefore techniques of grammatical inference for context free grammars 

[Dietterieh e~ ai82][Knobe & Knobe 76] ean be applied for acquiring translation 

grammars, with some extensions. In this section, we will first define seven opera­

tors to update a translation grammar, and then describe two learning processes. 

2.4.1 Operators 

The following seven operators are used in learning process to up dale a translation 

I. Adding a new rule. 

Add a new rule to the grammar. 

2. Deleting a rule. 

Delete a rule from the grammar. 

J. Creating a new nonterminal symbol. 

Creatf! a new nonl.erminal symbol X for some pairs of strings 

and add rules 

{At._X ... {st. 

{A2._X ... {s2, 

to the grammar. 

4. Generalizing a rule. 

isinthegrammar,then replacearulf! 
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in thegrammarbyarule 

oXjj .... Y--yX6. 

5. Integration of rules. 

Hsomerulee 

o{A.!tl ,_y -'Y{s,6, 

o{A.~fJ ,_ Y -. 'Y{sz6, 

areinthegrammar,thenreplacetheserule.sbyarule 

oX{J-Y-7X6 

by applying an operator of creating a new nonterminal symbol X for pairs 

of strings 

6. Merging nonterminal symbols. 

Create a new nonterminal symbol W and replue all occurrences of nonter­

minal symbols X,,x,, ... ,Xn in the grammar by W. 

7. Expanding a nonterminal symbol. 

If a rule 

oXfJ-Y-7X6 

is in the grammar, and if rules with the nonterminal symbol X in the LHS 

{A., -x-es, 
eA., .... x-es,, 

thenrepluetherule 
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oXP-Y ..... ""IX6 

by the rules 

o~ .. uP ,_ Y- ""fest6, 

o(.,~p ,_ Y -. ""fbl6, 

These seven operators are divided into the following three groups according 

to the relationships between T(G) and T(G'), where G is a grammar before ap 

plication of an operator and G' is the grammar obtained by application of the 

operator. 

a. Reformulation operators: T(G) = T(G'): 3, 5, 7. 

b. Generalization operators: T(G) ~ T(C'): I, 4, 6. 

c. Specialization operators: T(G) 2 T(G'): 2. 

To construct a translation grammar which satisfies all given examples, opera­

tors of generalization and sp~ialization should be applied carefully. The following 

are the conditions of application of these operators. 

• Generalization operators are applicable only if the updated grammar does 

not incorrectly eoverany negative examples. 

• Specialization operators are applicable only if the updated grammar covers 

all poeitiveexamples. 

These applicability conditions guarantee that the application of these operators 

does not make a translation grammar inconsistent with the examples given. 

2.4.2 Batch Learning Process 

The purpose of the balch learning process is to generalize and simplify a given 

translation grammar, while maintaining consistency with the given n~ative ex. 

amples. The specialization operators are not used in this process. In constructing 

a translation grammar from a given set of positive and negative examples, Takoma 
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II first creates an initial (instance) grammar from a given set of positive examples. 

An initial grammar is a set of instance rules which of the form 

4;,_a ..... b; 

where [a;, b;) for i = I ... n are given positive examples and a is the initial symbol 

of the grammar. The initial grammar does not accept any given negative example$ 

under the condition that given eKilmples have no noise. Second, the following 

algorithm (batch learning algorithm) is used to generalize and simpUfy the initial 

grammar. 

l. Compare all possible pairs of rules in the grammar, and get differences 

between the two rules. The difference between a(AtP +- Y _. 1'{81~ and 

o(A1P,.... Y-o "Yb2~ is a ~-tuple< {At.{AJo{BlobJ >. 

2. Categorizethedifferenceaobtainedatstep I into the following types. 

Types of Differences 

Type A: I{Atl = I{Atl = l{stl = I{B21 = 0 

Type B: EAi = (s; E V,.., I{A;I;?: I and l{s;l;?: 1 except {A, = {B; E V,.., 

where i = l,j = 2ori = 2,j = 1 

where i = 1, j = 2 or i = 2, i = 1 

Type D: {AI = {BI E VN and {A2 = (B1 E VN 

Type E: 1 :S: I{Atl :S: ml, 1 $ I{A21 :S: ml, 1 :S: lbtl $ ml, 1 :S: [{Btl$ ml, 

I{Atl + I{A21 + l{s•l + l{sJI < N 
[a{AtPI + ["Y{AJ~I + [o{stPI + ["Y{BJ~I 

where ml and N are parameters. • 

Type F: Otherwise 

3. The differences obtained by step I are ordered in such away that thedif· 

ferenceeasiest to resolve comes first, the second easiest comes next and so 

1m/- 4 nd N = 0.5 aro oood io ozporimou•. 
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on. The ordering is made baso!<l on their types. 

Order of Difference 

(a) The differences of Type A is taken as. easiest to resolve and those of 

TypeFashardest. 

Typ~ A< Type ll < ... <Type F 

(b) In the same types, the tota.llength of difference (l~.o~tl + l~.o~1l + lbd + 
1{821) io taken into a.eco~nt. The shorter differences prec...te the longer. 

4. Update the p-unmv by applying one of the following heuristic rules to 

the least (minim~m) difference obta.lned by step 3. The heuristic rules are 

associated with the types of differenc ... of two rules. If a rule app~cation 

succeeds, then go to next step. If not, then apply the rule to the next least 

difference. 

Heuristic Rules 

Type A: Delete one of these two rules. 

Type B: Try to add the rule 

~Aj - ~Ai - {Bj· 

lfitsucceeds',deletetherule 

If not, fall. 

Type C: Create a new non terminal symbol for the pair o[ strings[~"'' ~Bj]· 

TypeD: Try to merge {.o~ 1 and {.42. If it fails, then integrate two rules. 

Type E: Integrate two rules. 

Type F: Terminate the batch learning proce&S. 

:>. If new rules are added at step 4, try to l!leneralize the l!lramrnv by applyinl!l 

the new rules In rules in thel!lrammar. ]fa new rule is further added, repeat 

this step recursively. 

'ltoaliofi .. thooppUubl<cooditionod...:riWdinthopr••iooonbHctioo. 
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6. Go to step 1. 

2.4.3 Incremental Learning Process 

The purpose of the incrementallcarninl!; process is to modify a 1.ranslation gram· 

mar to satisfy a newly given pwitiveor negative example. There arc two cases; a 

new p06itive example is given, and a new negative example is given. 

lfanewp06itiveexarnplewhichcannotbetranslatcdbythecurrentl!;rarnmar 

is given, the system gets the most general partial pa,.,..6 by applying the l!;<ammar 

tothepositiveinstance,andtriestoaddanewrulewhichhastheinitialsymbolin 

theLIISandthepartial p~rn~<!intheRIIS's.lfitsucceeds,thesysteminvokesthe 

batch learning algorithm (Section 2.4.2) to generalize or simplify the grammar. If 

it fails, the system tries to add a new rule that is made from the next m06t general 

partial parse. This method is an extension of (Knobe & Knobe 76] for translation 

If a new negative eu.mple which can be translated by the current grammar is 

given, the system find& overgeneralized rules and specializes the grammar by the 

following algorithm. 

I. Find anonterminalsymbol tobee1epanded. 

The system constructs the lattice of derivation of a negative example. In 

thelattice,nodesrepresentpairsofstringsandarcsrepresentapplicationsof 

rules in the derivation. The system starts to search for a node which covers 

the given positive examples starting from the bottom node representing the 

negativeinstancebythebreadth-firstsearch. Thenodewhichisfound first 

iscalledthebmncllingpoinl,andtheLIISoftheruleonthelastscanned 

arcisthenonterminalsymboltobeexpanded. 

2. Specify a rule which contains the nonterminal symbol obtained at Step I. 

By breadth first search from the branching point to the root node(o, 17], 
the system finds a rule with the nont.erminal symbol obtained at Step I in 

0A. p"'tiol P"'"" io o po.irofotriasoof .. rmi~olo ... d ~ontoom1ooloon which the ooi&inolinotao« 

otri~so bo .. beeo po.otlr po.ned iol<> .o10 .. 1minolo: tho moro l<acool P"'liol - ••• oboot<o, 

oio~mootofotri•so•oobeelooo~Xt*lfollrpanood 
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(Xs,Xs] 

'(b) 

[lOOOt-•X0004. ,'lOOOtt.I:XOOOt->1!.] 

/ ~ 
[looot .. at.o7 .• u-•X0004 .• 

B~nding;~l;~ti~ /X0004tiol 

(l-RboJ., (JOII .. RboJ., 

.Ut.I:~>I!.J ~U:t.I:~>I!.J 
Po•iloot E~Qmplt Ntgotovt Eumplt 

Figure 2.4: Incremental Learning Process for Negative Example 

the R.HS's among the ruJ.,. on arc.o. The rule which is found fin;t is to he 

expanded. 

3. Expand thenontenninalsymbol. 

The system expa.nds the nonterminal symbol obtained at Step 1 in the rule 

obtained at Step 2. 

4. Deletetherul .... 

The system tries to delete the rules which were added at Step 3 and the 

rules whith have the nontermioalsymbol obtained at Step 1 in their LIIS's. 

::;. Check. 

The system check whether the grammar fails to generate the negative in· 

atanee. If so, go to the next step. If not, go to Step I. 

6. lnvokethebatchlearningalgorithm. 

The system invokes the batch learning algorithm to generalize and aimplify 

the grammar. 

Let's explain the execution of this algorithm by using an example (Figure 2.4). 

We asosume that the translation grammar conaists of the rules in Figure 2.2 and 
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the(oUowingrules 

Y.OOO!u&Y.Ooot -Y.s-Y.OOO! t.I:Y.00041\:!o (Ril) 

boy-Y.ooot-~ (Rfl) 

1irl<-Y.OOOt-~fA. (RIO) 

and the negative example 

[f011U&boJ.]-[61.tftft~li.,) 

is given. The system constructs thelatticeofderivationofthenegativeinstance 

(110lid ~nes),and finds the branching point. In this example, the branching point 

(Y.OOOIU&boJ ,f.OOO!It~li..) 

and )';0001, which is the LHS of the rule 011 the last scanned arc (a), is the 

nnntcrminalsymboltobeexpandcd.Theruletobeexpandcdis 

Y.OOOluo.~ <-Y.5-Y.000tt.I:Y.000411:!o (Ril) 

whichiaappliedon lhearc(b). There[oretheruleR.Sisexpanded to two rules 

t .. aY.0004 . -Y.s-tL ltXooot 1i. (Rll) 

Xooot .. &bof .-Y.s-XOOOtt.l:~ll:!. (RI2) 

and deletions of Rll, Rl2, R2 and R3 ;u-e tealed, and Rl2 is deleted. 

2.4.4 Characteristics 

The proposed method of learning a translatio11 gramma:r ha& the following cha:r. 

•ltisanautomaticlearningprocedure. 

The system acq11ires a translation gramma:r only using a set of examples. It does 

notrequiroanyotherillfnrmationsourcea.Thisisdesirablesinceitisimpossible 

tohaveateacheroranoracle, becauselhesyotemmustconstruct a previously 

unknown grammar. 

• The two learning processes are complementary to each other. 
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If the oystem has only the batch learning process, the system must repeatedly 

perform the whole learning process for a newly given example. This can be avoided 

by using the incremental learning proceu. In contrast, if the system has only 

the incremental learning process, one must carefully control the order of givin~: 

cxampl"" to get good learning re<ults, because the incremental learning algorithm 

generally tendstobesensitivetotbeorderofexamples. This can be avoided by 

using the batch learning process on thefirststageoflearning. 

2.5 Experiments 

Experiments to construct simple translation ~:ram mars between English and Japa. 

nese from oome sets of exampl"" are performed. The author prepared elementary 

English sentences which appear in a standard English textbook used in the first 

grade of junior high school in Japan. The Japanese examples do not include 

free-word order sentences. We simply use the surface forms, which are strings 

of words with no additional information such as syntactic category or root. by. 

inflection breakdown. The siu of training set is 208. 

2.5.1 Trace of Experiment 131 

This sulnection shows the traee of an experiment (f31) in the construction of a 

translation grammar. 

(I) Figure 2.5 shows the set of examples. The set consists thirty-one positive 

examples. 

(2) The set of examples was given to the system. The system invoked the 

batch learning process (Figures 2.6-2.7), and constructed a translation grammar 

(Figures 2.8-2.9). The translation grammar has eleven nonterminal symbols Uld 

forty rules. We CUI read that '1:0003 is the group of nouns referring to Mings, 

'1:0006 is a group of nouns referring to peoplt, '1:0008 is a group of noun phrases 

referring to people, and '/:0009isthegroupofadjectives. Thenumbersafterea.ch 

rule are the !D's of the positive examples which the rule is used to translate. 

(3)Thesystemtrsnslatedallgivensentencesof(2)(Figu,..,2.10-2.11). Since a 

translation grammar may output more than one large~ sentence, new trutslation 
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Po.tu .. u..t ... ceo: 31 

I:[I_T_ )<•>[tLita/1!.) 

2: [I u Tuo.) <·> [fLIt ;ljl 1t. ] 

:(JO>iUOTaha& )<·>(ot>%1\:ltalf..) 

:(JOUUOIIaDai!O )<·>(ot>.O,.I\:ftll!:'fltoJ 

5:[Iuobor l<·>(f,l,ltH/1!.] 

6:(JOUU"OOiirl.)<·)(ot>tlfl:ft')>jr;l{.) 

7' [J•~•••boJ J <·>(ot>tall: lt1>!f'lf.. J 

: (l .. oUllboJ ] <·> [fLittf#l .... 'l>li'lf.o) 

9: {youuoooaollsl:rl.] <·> C&tall:lt>f.t.O,.')>jr;fli. 0 ] 

10: (tbl.o bobo-ok.] <·>( Chlt*ll•] 

II: (tU• loa book 1 <•> ( ot>fl. It* If.. l 

12: C thl.o h.,. opplo ] <·> (I: h. It ~A.-~ I{. ] 

13: (th.otlo..,or-o ] <·> (l)fl.lt>t,_,..l-'1{.. l 

14: [ thl.o ioar opplo. l <-> ( l:fl.l:l: fL..., 9.\..~ If.. J 
l&:{tkUio•Jbo-ok 1<->(l:fl.ltf;l."-'*fll.• J 
16 : [ th.ot io fOUl" bo-ok l <-> [ &fl. It &ltll: "-' * IIi • ] 

17: (o.Uioodos l<->(0t.rt1::1f..) 

18: (tb.otioTuo'o<la&.] <->(&fl.ltd9;11";:/ll.. l 

J9:(UJaohor.l<->(•lt')>ll'fli. J 

20: [olio io •tirl ) <-> ( .jr; 1:1: ')>jr; II!. ] 

21:(b.oUoJfrioD<I.]<->(f*ftf;l.9;1011!. l 
22: (tho iootncMr ] <-> ( ti It st::!l;: If.. J 

23:(oltoiollol>ol!o'ot .. c:her.)<->(a1t:ltlE'f"-'Sf::!t"-•l 

24' [ tho• b o tomt.lol>oll l <-> [btL 12 :J'""-:<oll-.o-1{.. 1 
26 : ( it b JOOU toDDb boll • ) (•) ( -ttL ft 1).0,.>1: #) :J'""-:<>11-k /1! o ) 

26: [l'onotTuo 1<->(f;l.ltd~ltll:'"'•] 

27; (oho!OODID"OO.)(·)(.jr;ft.Mif.o 1 

28:(JOUU" .. 'to ....... o)<·>(ot>tll\:lt ... "t'lt":. .... J 

29: ( bo bD't., toac:bor.] <-> (a 1:1: fL "-' lt:!l;. "t' It"'-'"'. l 

30; (ohoiom'tBonoko•ooothor )<->(M1t:12ll!:'f#lea"t't:tta...,.) 

31 , ( h ba't o ,_,.ball ) <-> ( -til. 12 1""-:<>ll-.o- "t' It "'-'"'. ) 
l<satiooWt&nc: .. :O 

Figure2.5: Prepared Exa.mple6 



[ktch laanoia& le>op: I]. 

<• (Jou ora a .. .dltl>:l. <- U -> <t>l!t>l: l:t +~lit ~lt. R o 

((Jou....,otlrl. <-U->IIIl:>tl:tn!ICo :6]). 

[Batcblou:o!.qloop:2]. -·· (I .. ol0002 boJ. <- U ->fl. l:t U002,.. II{, 

<• U•oullboJ. <·U->fl.lt.">illi.,..,..IIC, 

((I••boJ. <-U->fl.l:t1>ff:IIC, : 6]). 

IDt&p"OtiOII. 

(tl>M lo •r UOOl . <- U -> en. l:t II."' '10003 Jl! o 
• [book <-'10003-> *' 16). [-1• <-10003 ->~I.,~: 14] 

<• (thlo bllfbook. <-U-> Ctl.l:tfl.o;l* IICo : 16) 

• (\biolaoJopplo. <- U-> Clt.l:t l!.o;~ ~I.,~ Jl!, : 14] 

c:heckillltboolollO"OI.q&moroll.zoUOII. 

[tbot lo '""" UOOl. <- U -> <t>l1. It <toll:>\:"' 10003 !I!, : l 
<•(tb.otiorO"III"book. <-U-> llhl:t <t>ll:>I:">*JI!•: 161 

Cl>ockl.q""''"lloo!.Dt&•o:r•ll.:o:HI""· 

(tl>Hiool0003. <-U-><t>hl:tl000311{,: 1 
<•(\hotioabook. <-U-><t>l1.1t*!l!• 

[tliU bo'lOOOl. <-U-> cn.t:tl0003 !1!. :] 

<• [tllb too book • <- lS -> Ch It * 1IC, 

Cl>ocHilltbolollool.q&marolUoti"". 

(tllbiooa'I0003. <-U-> Cl1.1:t1000311Co: l 

<• [tllloioonapplo. <•U-> Cftl:t 'I..,~ !I!.: 12] 

CBotcb loanoiq l<Hif': 4]. 

Cl>ockl..Detboolollooi..qchAD&o. 

(tlllaiool0003. <-U-> Cfl.l:tlOOOl!l!o : 10] (olnodrodot) 

• [clot <-10003-> *: l 

<• [tlliolooq. <·U-> Ch.lt*l!fo: 17] ... (l(. 

Figure2.6: Trace of Batch LearningProeess 



2.5. EXPERIMENTS 

Cbock!.qtb.otollnt.qa ... uoli.uti..,. 

[lbott•TU"O'OIOOG3. <-'19-~-tltl.lt::t:JI<:>lOOOltr., :) 

<• [Uuot b TU"O'o dot. <- lS -~ -toh It ::t:JIO) :I: If., 
[llatchlnnol.qloop:6). 

[Bato:hl .. nol.qloop:20). 

• [lOOOl <- 10-009 -~ 10002 : ) • [lO(IO)I <- 10009 -~ 10001 : ] 

<•(ol000210006 <-10008->1000210006:8] 

•(o10001l0006 <-lOOOB->1000110006•9) 

ct.ock!.qthootallo•t.na..ral.q. 

[10-009l<•[IOOOll•[lO-OOI) 

[8otchlunl.qloop: 

[llato:h hUIII.qloop: 29]. 

Imtosr•tt011. 
[looUI0008. <-lS->IOOIII:Il0008"t'I:IJ:t"', 

• [r.,.. uOD't <- 10011 -~ -tiJ:t>l: : 28 ) • (I•o o.ot <- 10-011 -~ fL · 
<•(JO\lUOD'tlOOOB. <-'19-> it>J:t>l: l:ll0008"t'l:l !);,.., :28) 

+[l•omotlOOOe. <-U->fLI:IlOOOB"I:'I:IJ:t"'• ;26] 

[8ot<hl .. ml.qloop:30]. 

Imtosrottoa. 

[lo01210008. <-U->I00121tl000Bir.o :123456789) 

• u .. <-toon->U.• t2sa1• ,, ......... •-1oo12-> "'""' 
<•(I•toooa. <-lS->KI:IIOOOBtr., •1258] 

+(JO<IU"Ol0008. <-U->it>J:t.'c l:llO-OOBit,: Jt67g) 

(Boto:h homl.q loop: ll J 

Figure 2.7: Trace of Batch Learning Proces• (cont.) 



-k <-10g.o3->*= 

opplo <-10o003->,l..r'::l214 

""' <- 10003 -~ ~' 17 18 
,....,;.boll <-IOoOOl-> f":.:>..J!-"-, 

or&~~~~• <-IOOOJ->;:t-0..:/<.}:13 

Toro'o <-10001->XII:ll 

, ..... <-100M-· 6>llft' 16 25 
•r <-10004->t1=14162129 

Honoh'o <-10004->li:'r-: 2JJO 

n <-10006 ->'ttl., 26 Jl 

t!ooot <-10006 ·> 6111.; II 1)16 18 24 

thlo <·10006->t:ti.:JOI2141SI7 

DurH <·10001l·>·H:2T28 
tH<i>er <•IOOOG->1i::!£:222J29 

11r1 <-10006 ->d!Jc: G920 

boJ<-10001->":67119 

aotbor <-10006 •> Ita, 30 

lriad<-10006->0:21 

ho <-10)007 -··: 19 2129 

""" <-10007 -> •*' 20 22 23 27 30 
s ... uo <-10008->i'ET-:4 
T-<-100011·>-;ll 

Toro <-10008->XII:226 

•10006 <·10008->10006:5,71920222728 

•1000910006 <-10008->1000,10006: 

1000410006 <-10008->10004'>10006:21:132930 

toll <-10009 ->M "•"': a 
.... u <- 10009 ->+~II: : 9 

ba't <-10010 ->~It: >IE"': 29JOJI 

1'"' ........ <-10011 -· 61l:A:: 28 
l'oaot <-IOOII·>t1:21i 

I• <·10012->f;l.: 1268 

JOI&O!"O <·10012·)lJ>l!o\::J4679 

Figure 2.8: Translation Grammar Obtained by Batch Learning Process 
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10005 10010 .. 10003 . ·- 1S -> 1000~" 10003 10010. 
100071001010008. <-U->10007n1ooo&10010o ,192021222327:H30 

1000610010u10003. <-l9->1000Sn~OOJ10010o: 1213 
100QE;10010100041000J. <-l9->10005n'I00041}10003100JO. 

1oou1ooo8.<-l9->1ooun1~""t'""'"'·'2&2a 

100n1oooa. <-U->100121J 1000111:. :1234 5$789 

Figure 2.9: Translation Grammar Obtained by Datch Learning Process (cont.) 

exampl"" ma.y a.ppea.r. If the system ~nds a. new translation example, it asks the 

user whether the translation is correct or not. Th~ underlined chara.::ters are the 

user's inputs. In this experiment, the system found two unknown exampi"S, 

32: [Cillo ia uboot .]-[Ctl-1:1: *ft.] 
33 : lthh h a apph .] - [ctt. n ~Nr" ft.] 

The user taught the system that these exa.mpli'S a.re incorrect. The system treated 

these as new negative examplea, and invoked the incremental learning process to 

deal with them. Though the grammar in Figure 2.8-2.9 accepts the foUowing 

negative examples, 

(thh b an dog .] - [eft. 1:1: ~ ft • ] 
(tbio ioaoraqa .]-(ttl. t.t ;tJ...,...;; ft.] 

they are excluded by theincrementallea.rning process for negativeuamples 32 

and33. 

(4) The user gave some new sentences to the system in intera.::tive mode {Fig· 

ure 2.12). First, he ga.ve 

[Iua.airl.] 

This is an unknown sentence for the system, but the system output a cor,..,ct 

translation. Second, he gave 

[ohailapraurairl .l 

The system could not translate it into Japane~e, so be taught it a. wrrect trans. 

lation. The system then invoked the incremental lea.ming process to sa.t.isfy the 

positive example. Finally, the rule 



Tr ... laU"'Ipoo1Uoo1Da\uui[I .. Takuao.. 

beliob' [JuT-. )->JopuHo' [f'ltURo )= u ...... <t. 

Tr .... lotLDo(lpooiUoobataD<ol[fl.ltU.'l. l->. 

J_o.,.,[f'ltU.o'l,)·>~Uob;[I..,T.-. 

Tr .... lotU..poo1tho1DataD<o 10 [ Ctl.lt *R• )-> .. 

J"i'U"-" ' [ ch It * R, ] -> lJ>&Uo.h : [ tbi.o to o book . ): unKt. 

JopaaoM: I Cfl, It* R, l -> beliob: I thi.o io 011 book .): coi'T<Ict? 

(, .. ..., ... ) 12 

~iqrolo[IOOOSUO!Ou%0003. <-lS->1000Sit10003100lO,: 

IIWo(lOOOS,OOIO..,noqo, <-13->100051:1: :f',,.,:.'lOOIOo: 13) 

lbllo[or-<-10003->:f'"'>'V:J 

1odolotodbocouo.oitb•no-1thoiDa\OJKoo. 

[Batch loonotq loop' I J. 
Jntopot1011. 

[Uo051QOIOOD10013. <-lS->100051:1:1001310010, 

• [opplo <- 10013 -> ~.t.t:': 12 l • [orqo <-10013 -> :f',,.;.~: 13) 

<• [100a6100IO..,opplo. <-1!1·>100061:1: '"'r:10010, :121 

• nooos 1oo1o.., .,....,. •. <- lS -> 1000& t.t *"',.;.~ 10o1o. : n l 
Cloo<k~Df; tbo folloo1af;a•oroli.zo\i011. 

[10013 <·10003->lOOJJ:) 

<•(opplo <-10003->,l..t:=lt] 

Cbockiqtl>o lolln1qaonorol1.zot1on. 

[1000S10010u%0003. <-lS->1000Stl:1000310010, :) 

<•U0006100IOon10013. <·1!•>100051:1:1001310010, 

l"lotho U..tonc:o [ tbi& i.o onbooll. <·> Cfl. It*.'[, ) 1.& conrd. 

Figure 2.10: Transla.tion of AU Sentences and Incremental Learning Process 
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(J&tchl .. rmU..loop 

TranalotJ..aspoo1ti .. U..tucol2(tbiaiauopplo.]->. 

hf;lbb: ( tbia lou opplo. ] -> Jop ...... : ( t:lh. It ~~t:' IIi!, ): cornet. 

Tranalot!JIS pooitl•o U..tuco 12 ( ttL It ~~t:' llf., ] ->. 

J_ ... ' { t:hlt ~~t:' w.. 1-> 

EJte;Uob: (t~loioo.,lo .]: cornct?(Tnorlo) !2 
JopuoM: ( t:h,lt ~~t:' ll!o ]·> 

EDe;lloll: { t.lllia io OD. opplo. ]: corroct. 

Spocldiutiooi>JHpOD.<IJntloODton.iJioliOOlJ. 

EEpOD.<!Jntl nolo [10013 <- 10003 -> 10013 : It 17 18 24 2~ 31 ) . 

IWJ.o(I0013 <-IOOOJ•>IOOL3:141718242Sll]lodolotod. 

IWJ.o (tOIOD!.l>oll <·10003 ·> ,.,.,.,.._..,.: 24 2S 31) io oddod. 

Ru.J.o(dO&<•IOOOJ->;1;.:1718].\oodcLod. 

IWJ.o(opplo <-10003-> ~~t:':lt]loodclod. 

IWJ.o ("'""" INill <·10013 ·> 7=::<>11-"':) 

iodoloUdbocouooitbu .... _ithoiaootucoo. 

IWJ.o (<Los <·10013->;!;.: ]lodolotodbouwoo it l•ao mopooitho illouncoo. 

Spoc1oli:tOdODb,.o~il>4"""'..,.iAal10003 .. 

E<]>ud!JISnolo(olOOOJ <-10014->10003:1011172431]. 

IWJ.o (o10003 <·10014 ·>IOOOJ: 10 II 17 24Jl]lodolotod. 

IWJ.o(o<IO& <-10014->;I;.:H)iooddod. 

IWJ.o (o toDDioboll <-10014 -> ,.,.,.,.,_..,.: 24 31) io oddod. 

IWJ.o(obook <·1001t·>*:IOII)ioodclod. 

[Botcb loon.bs loop: I] 

Tranalotl.qpoaithoiaootaaco31[1tiom'toto11Dioball. 

b&Uolt.: (it ba'tot01111.ioball .)-> 

J_.oo:(-tlh.ll:,..::.;>;ofl-..,."t'll:l!l:ll'>,):co..,.oct. 

TrODolotl.q pooUloo lllotuco 31 ( -tf\ II:,.,.,.,,.._,.. "t' II: 1!1:..,, 1 -> ... 

Jopuooo:(-tlh.lt:T=;o;>ll-.o,."t'ft1.1;..,, 1-> 

£D&lb~: (it ioo't 0 toDDio ball,): COlTOCt. 

c:buH.as oll tnDOlotioDO h co.ploto. 

Figure 2.11: Translation or All Sentences and Incremental Learning Process 

(cont.) 
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(latu...:the hVJ>l. ... loop: I] 

Pleuo illput 011 EDf.Uo~ 0011\0II<o: i!....!!....!.. 
ED&llob : ( I u o &lrl . ) -~ 

Jop011ooo: (tlrt'.l>t:lll. ): <bno..:t7 (looorlo)Jn. 

(lnUuetiooloornj..qloop: 2) 

Phuo illput 011 Eqliob """'""<o: (o~o io o PI"!.'.!I..I.~ 

I<UI'ttr .... lote(olooiooprottrau-l.]iD.\olaJ>UI""*· 

Plooootr..,.loto(olooioaprettrslrl.]iD.toJoJ>UIOOO: 

(lift: 1:1: ~, ........ 'l>.lt Ill.) 

[ olio lo o prntr alrl .) •-~ ( llf.lt rt ~""'"' 'l>k ft • l io 01' In 
CI:Jockj..q '""' oddltloa of t~o follon.o.& rule. 

(10007 10010 oprottr 10006. <- U -> 10007 II~"'"'"' 1000610010. :] 

..• Ill. 

llu.lo ( 1000710010 o prottr1000G. <-U -> 10007 12 ~""'"' 1000610010. 

: 35) iood4od. 

tlloteblo ... ID.sloop:1). 

a.ocu.,.,,..hllo•ID.s•"""&•· 

(10007 10010 10008 . <- 15 -~ 10007 12 10008 10010 • 

:1920212223272930](olreodJnlot) 

+ (o pnttr 10006 <-10008 -> ~""'"'10006:) 

<• [10007 10010 o pronr 10006 . <- Ill-~ 10007 12 ~"'"'"' 10006 10010 • 

:35) ... 0 •• 

CI:Joekj..qtbofollowi.q<I>Anp. 

(o100091000G <-l0008->l0~10006:89)(olroodr .. iotl 

+ [prottr <- 10009 -~ ~"'"'"': ) 

<• (opronr 10006 <- 10008 -> ~"'"'"'10006: 
(BotcbloU"IIi.qloop:3) 

(IatonctinloH11i.qloop: 3) 

Fi!i;un!2.12: Learning in lnteradiveMode 



EXPER1MENTS 

Table2.1: Summaryo{t;xperiments 

··isurm ~nd"""d in pa..,nth....., are the numb<n of no&&tive uampl .. which 

wore~ to reotr&in &eneralioation of l'ammaro 

Avera&"l.en,o;th En,o;lioh 

Japanese 6.0 6.3 6.$ 

Nel"tive Eumpleo Numbo:r of NogMive Eumpleo 2(2) $0(\$) :WS(61) 

Thanalation Grammar Numb<r of Non~rminala 

Numbo:rofRuleo 270 

Avera&"'-""&th English 2.0 

ofRIIS Ja~- 22 

(5) Fil!lure 2.13-2.14 shows the final translation &ram mar of the experiment. 

2.5.2 Results 

Table 2.1 shows the summary of the e~periments. 

Theexperimenl.sshow: 

• A translation grammar can be learned from translation examples by us· 

ing simple grammatical inference techniques. The translation grammars 

obtainedsatisfyallgivenpositiveand neg,ativeexamplesandcan produce 

some translations which are not expUdtly given. 

• The system can find corres110ndences of words, word classes and phri'Se 

structures between twolan,;uages. 

• The proposed frameworkhasseverallimitations; thegammarofeachlan. 

guage must have a structure which can be described easily in a context free 



~"41'"'' 
~"t•·b:J·--· 
P .. iUooiut..,coo: lJ 

l"loHooi ... tiUicoo: 2 

Ru.l•: 46 
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opplo <- 10003 -~ 9.t.t::": li 

•• <-10003 -~ *: 17" 
t'"""io boll <- 10003 -~ ,.,.,.,. _ _... : 

book <- 10003 -~ * ' 16 I~ 

Tuo•o <-10004->::t:IJ: 18 

'""" <- 10004 -~ 6%>1: ' 16 2S 
., <- 10004 -~ fL : 14 16 21 l!l 

Huol:o'o <-lOOM-~ lET: 23 30 

u <-10006 ->'ttl.' 2631 

tlo.U <-10005 -> ~tl.: II 13161124 

nh <-lOGOS-~ en., 1012 141617 

........ <-10006•) ... :2728 

uacllor <- 10006 -~ a_ : 22 23 29 

llrl <· 10006 ·> ');It: ' 6' :zo 34 J~ 

boJ <·10006·>~:~7819 

-tbor <-100~ -~ f&a: 30 

frl-.1<•10006•>0:21 

bo <-10007·>·' 192129 

o1oo <-looo7-~b:2o:r.t23273036 

•-o <-100011-~fEr, 4 
T-<-s-->U:13 

Toro <-10008->:t:IJ:2:M 

•10006 <-10008->10006:667192022272834 

• 1000, 10006 <- 10008 -~ 1000~ 10006 : 

10004110006 <•10008->lOOOio:>lOOOii 

tall <- 10009 -~ " .., - ... : 8 
... u <·lOOOt -~ 4-~% : 9 
P"'"J <· 10009 -~ ,_,.,..,. : 36 

Figur~ 2.13: Final Transla.tion Grammar 
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, ............ <-'10011-> .. 'l:ll;::lt 

t• ... t <-100ll->tl.:2fl 

I• <-l0012->tl.:12S834 

rouu• <-10012-> .. 'l:ll;:34679 

oruc• <- 10013 -> *"'"'": U 

apple <- 10013 -> ~.(..C" : 12 

OD.10013 <-'10014->I0013:121J 

~lOOOJ<-10014->lOOOt#JlOOOJ: 

ados <-10014->"k-:17 

atomliaboll <-10014 -> 1-:.:<ofl-.... : :M31 

a boo~ <- 10014 -> *: 10 11 

100071001010008. <-IS->10007/tlOOOilOOIO. 

1001110008. <- x.s ->10011/t 10001~ It 'l: ..... '2621 

1001210008. <-X.S->10012/tlOOOI/€, :1234$678934 

100051001010014. <-IS->10005 lt1001410010, :101112 U 14 IS 

Figu~ 2.14: Final Translation Gra.mma.r (cont.) 
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grammar, and two lan,;uagcs must ha~c similar sentence structures. These 

limitations come from the usc of translation ,;ram mar as the basic framcwnrk 

ofrnpresenting knowledge. 

• A translation ,;ram mar is not po.,:erful enough to describe pre.:ise knowledge 

for natural language translation. Many nonterminal symbols and rules are 

needed to translate complu sentences. The mechanism n""ds to be utendcd 

to use feature bundlcsinsteadofnon«mninalsymbols. 

• Many negative examples are needed, because generalization is rMtrained 

only by explicitly given negative examples. Restraint of generalization by 

implicit ne,;ative examples (namely gencrali.ation of negative examples) is 

neededinthefuture. 

2.6 Summary 

Thlschapterhaidescribed aprocedureoflearninglanguagetranslation. Learning 

language translation is categori~ as kaming lo perform " mulliple-~lep fa,k, 

which is the most difficult dass of machine learning. We have showed that the 

formalism of tranalation grammar and its learning algorithm make it possible lo 

learn language translation. The proposed method of learning is automatic. Major 

resultsofthischapterare: 

• A translation grammar can represent knowledge for bidirectional translation 

in a uniform style. This formalism has some desirable cha.racteristics for 

learning. They •impli~e• the learnin,; process. 

• A translation grammar can be learned from translation examples by using 

simple grammatical inference techniques. Obtain...J translation grammars 

satisfy all given positive and negative examples and can prndiet some trans­

latlonswhicharenotexplicitlygiven. 

• Two learning processes, batch learning process and incremental learning 

process, are complementary to each other. 



2.6. SUMMARY 

• Experiments shows that the learning system can find correspondences of 

words, word classes and phrase structures between two languages. 

There are many open problems to be solved before this method can be used 

for real application. They include: 

• Ex~nsionofknowledr;erepresentation. 

Nonterminal symbols in the current framework should be replaced with bun 

• Ex~nsion of leacning engine. 

A mC<:hanism for automatically generating a set of features is needed. 

A user interface through which the human and the machine can coopera~ 

toconstructmachinetranslationsystemsisneedcd. 

These problems ace very inlo!restinc and worth addressing 



Chapter 3 

Example-Based Word 

Selection 

3.1 Introduction 

In the previous chapter, the author proposed a method for learning translation 

rules. It is one direction for research towards overcoming the knowledge a.cquisi­

tion bottleneck. Another direction is to develop a translation mechanism which 

does not need rule acquisition, namely uomp/e-IKued fnmslofion. 

The original idea of example-based translation Wall suggested by Nagao aa 

froll8lafio:>n by anlllogy (Nag=84(. The ba.o;ic idea is very simple: translate a 

li<>orce sentence by imitating a translation example of a similar sentence. If this 

can be implemented, it frees us from rule acquisition. All we need to do is to 

collecttranslationexamplea. 

The main part of translation is the process that transfer• or rewrites a fragment 

insourcelanguageintoacorrespondingfragmentintargetlanguage. This process 

hea.vily depends on individual words and individual contexts, not on general prin 

dples or re&ularity. This characteristic suggests that uample-based reasoning is 

suited for the lriLIIslation task. 

Moreover, recent progreas in computer hardware makes it possible for us to 

use large si~ memories ill!d massively parallel computing. These support prac­

tical example-based reasoning systems, as demonstrated by the memory-based 
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rt:a8oningof(Stanfill &: Wal~z86). 

In this chapter, we discuss two explorations of eK3.11lple-bascd translation­

translation by analogy and memory-based reasoning- and propose a simpli~ed 

version of example-ba.sed translation, called MBTI, which can solve the word 

selection problem. 

3.2 Translation by Analogy 

Nagao firs~ suggested the basic idea of enmple·b~d translation in (Nagao 84). 

Nagab's idea can be divided into two parts: 

I. grouping word pairs and learning ca.se frames 

2.\ranslatingbyusingtheanalogyprinciple 

In thissection,wediscusstheseideasand modify them. 

3.2.1 Grouping Word Pairs and Learning Case Frames 

The basic heuristics for srouping word pain~ and learning ca.se frames is learning 

fmm ne~~r miss [Winston 77). Consider the following two translation examples. 1 

(3-1) lie cats vegetables. 

(3-2) lie eats potatoes. 

It is a plausible inference that we can "l<lrad the following corresponding relations 

by comparing(J-1) and (3-2). 

(3-3) 

(3-4) vegetables "" 
(3-fi) potatoes 

Moreover, let's consider another translation uample. 

1Atthou1h Japu ... hu nodohmit<:r for word .. potation, wou ... oopo<:. .. odolimileT for 

'bun .. lou'O<pu.,ioo. A'b .. O<lou'conoiot.ofoC<Inl<:nl word ondoomefunction wordo 
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(S-6) She eats vegetables. 

From (3 3) and (3-6), we will extract the following corresponding relations. 

(S-7) 

(S-8) he 

(3-9) she 

This story indiclllesthat we can formulate: 

.. 
Ill!< 

I. Correspondence betwccn English and Japanese sentence frames. If we care­

fully choose a set of similar enmples for a verb, we can obtain case frames 

2. A bilingual dictionary between English and Japanese. 

3. A set of noun groups distinguished by the contexts in which they can appear. 

If this procC6S is done for different kinds of verbs, the noun grouping will 

become ~ner,and more reliable. 

This story is too n.Uve to implement straightforwardly in a practical software 

system. If we use surface strill!! matching mechanism for comparing two examples, 

some trivial problems prevent success. Consider the following translation example. 

(3-10) I eat potatoes. 

From (3-2) and (3-10), the system cannot extract the corresponding relations 'he 

..... 'and') .... fl.', be<:ause the system does not know any relation between 'eats' 

and 'eat'. Moreover, be~:ause Japanese h"" no delimiter for word separation, the 

system willoftenextractnon-wordstrings. 

To avoid these problems, we assume morphological and syntactic analysis. We 

give the system examples in the form of pairs of verb frame instances: e.g. 

(3-11) (eat he vegetable) 

This differs from Nagao's propal;al for translation by analogy nsing non-pre­

processed examples, and we cannot give the system new examples fully auto­

matically. Buttheauthorthinksitisapracticalanswer. 
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3.2.2 Translation by Analogy 

Nagao explains translation by analogy as follows. Let's a.sume that the syst~m 

knows translation example (3-2). The system also ha. a word dictionary between 

English and Japanese, and a thesaurus. When the following sentence is given to 

the system to translate, 

{3-12) John eats apples. 

thesystemthe<:kssimilarityorreplacabilitybet....,.,n'John'and 'he', and 'apples' 

and 'potatoes' by tracing the synonym and superordinate/subordinate concept 

relations in the thesaurus. Because these are similar word pairs, the system de­

termines that the translation example (3-2) can be used for the translation of 

(3-12). Asaresult,thesystemoutput.sthefollowinggood tranolation. 

Let's consider another input (3-14). 

(3-14) Acid eats metal. 

lnthiscase,thesimilarityche<:kof'acid-he',and'mctal-vegetable'failsin the 

thenurus, and no translation is produced. If this is an example sentence in the 

entry of 'eat', and hao; the Japanese translation {3·15), then the input sentence 

(3-16) can be translatable as (3-17). 

{3-15) MtJ: .-t liTo 

(3-18) Sulfuric acid eats iron. 

(3-17) iUltJ: at liTo 

This explanation has two problems. The first comes from the concept 'repla­

cablity'. Let's assume that the system knows the translation example (3-18). 

(3-18) This is soup. 

According to Nagao's explanation, it is impossible to translate (3-19) into (3-20) 

using(3-18). 
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(3-19) 

Obviously replacability depends on its context. Ca.n we make a system that 

ca.n trilllslate (3-19) into (3-20) using (3-18) and does not output (3-21) as the 

translation of(3-16)? 

The a.nswer io that it is almost impossible. The reasons are: 

• I{ the system uses context independent measure of word similarity or re­

plac:ability, it is impossible because the system Cilllnotobtain a.ny context 

dependent information from the thesaurus and examples. 

• It is almoGt impossible to obtain context dependent measure of word similar. 

ityorreplacability, becausetbereare ahugenumberofcontext variations. 

Even if we can collect a huge number of tra.nslation examples, it will not be 

enough to obtain context dependent word similarity. 

A practical60lutionis: 

• If the system does not know the translation example (3-14)- (3-15), the 

syotem outputs (3-21) ;u;a translation candidateof(l-16). 

• If the system knows the tra.nslation example (3-14)- (3-11>), the system 

output• two tra.nslation candidat<.'S (3-17) a.nd (3-21) for (3-16), and prefers 

(3-17)rathertha.n(3-21). 

In short, the system outputs some translation candidates and their preference 

scores. It is implementable in a sofiware system. 

Another problem with Nagao'sexplanationisthatitcannotselectpreferable 

targets for nouns. Let's assume that the system knows the tra.nslation examples 

(3-2) a.nd {3-14)-(3-ll>),and thesentence(3-22) is given to be tra.nslated. 

(3-22) She eats vegetables. 
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If the system knows two translation candidates, 'lfM' and' •tiJ.A121 ',for 'veg· 

etable',th,.nitproducesfourhanslation candidatesfor(3-22): 

Tbesyfitem can prefer (3-23) and (3-24) over(3-25) and (3-26), because 'v"g· 

etable' is more similar to 'potato' tban 'iron'. But the Sf$tem cannot prefer (3-23) 

over (3-24), because similuity is calculated on only the source (English) side in 

Nagao'& ptop06al. This problem can be solved by caltula.tingsimila.rityon both 

side, i.e. uoing the oimiluity of word pairs. If 'potato- C.•»llf> t. 'is more simi· 

larto'vegeta.ble-H'than'vegetable-•tiJAIII',thesystemcanpr"fer(3-23) 

over(3-24). 

3.2.3 Summary of Modification 

As a. result of the discussion, we haY<! modified Nagao's idea 3.i follows: 

I. We give the system examples in the form of pairs of verb frame instances. 

2. Theeystcmoutputssometranslationcandidatesandtheirpreferencescores. 

3.3 From Memory-Based Reasoning to Translation 

We cannot simply apply Memory. based reasoning (MBR) /Stanfill & Waltz 86) 

to translation, because translation task is not so simple. In this sedion, we 

discuss the memory. based reasoning framework, and wiU modify it to suit the 

wofdselediontMk. 
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I I Predictor fields I Goal fields I 
I: I " I h I ... 1 /. I,, I,, I ... 1 ,_ I 

Figure 3.1: Database for MBR 

3.3.1 Memory-Based Reuoning 

Conceptually, memory-based rea&oning consists of three components: 

3. Evidence-combining rule 

Database 

A database is a set of records. Each reeord has a fixed set of fields. The field 

conta.ining the uanswern to a problem is called the goal.fkld, and the other fields 

are prwlitlor /kids. Figure 3.1 shows the form of MBR database. Novel records 

which a.re to be classified are far-get records. The reasoning task is to infer a value 

of the goal fields of the target records. 

Notation 

We use Greek letters {r, p) for records, and italics for field names(/, g). Field f 
of a n•cord pis written p.f. The set ofpouible values for a field f is written V1. 

A value is represented by an italic letter v. A dalabau is written D. The set of 

goal field is written G., and thesetofpredictorfieldsiswritten P •. 

A feature is a combination of a field and a value, such as (I = vi. We use 

features to restrict a datab..se to a subset, as in D[/ = vi. We can count the 
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number of items in the fuU database, a& ID[, or in a restricted database, as in 

IDI/=v]l 

ValueDifferen<:eMetrie 

Stanfill and Walt~ [Stanfill .&. Walt~ 86) have tesud three metrics, the <H>ert..p 

m~tric, the weight~df~al~rn metric, and the ool~e d<ffertnet md"c, and they have 

condudedthatthevaluedifferencemetricis thebestforthetaskofpronoundng 

EnglishwordB. Supposewearegivenatargctrecordr,arecord p,agoalliled g, 

and a database D. Thevaluedilferencemetricis: 

6 1(D,T,p) = L ~;(D,T.f,p./) (3.1} 
FeP• 

6;(D,T./,p.f) = dj(D,T.f,p.f)wj(D,T./) (3.2) 

wj(D,T./) = .~, CD(~i/!~~~ii ~~~r {3.3) 

~(D,T.f,p.f) = .~, (ID[~~/T!~/ii v)l- ID[~~/~~~/ii ~II) 2 (3.4) 

This metric is very sensitive to conf~zl : Formula 3.3 indicates that weight of a 

field W,(D, T./) depends on an individual value T.f and a goal field g, and Form11la 

3.4indicatesthatdistancebetweentwovalue~(D,T.f,p./)dependson the field 

/and the goal field g. This context sensitive metric shows good performance 

when thesizeofthedatabaseisverylargc. 

Evidence--Combining Rule 

In the reasoning process, MDR first computes distance values between the target 

record and individual records in the database. Second, MBR selects the top 

ten records in similarity ranking. Finally MBR sums evidence scores for each 

candidate value for the goal field, and outputs them. The evidence score of a 

recordis;rh. 
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Toward Memory-Based Translation 

Before discussing a modification of MBR suited for translation task, we define the 

form of an example and an input informally. Suppose we are given an example in 

the following form. 

Tuget 

llead 11:..-<:~ 

Slot1 It 
Slot2 potato I:Ot-~~1{, 

And suppose we,..... given a input in the following form. 

Target 

Slot1 

Slot1 a.ppl• 

The translation task is to fill the empty fields (indicated with '?') in the table. 

Now we slut to diocuss the application of MBR to translation. The simplest 

example is the following. 

We soon find two problems with this method: 

• The number of fields is not bed. For example, some verbs have three 

ugumentslots. 

• Thesimilarityordistancecalculation iscomputedononlysourceside. 

These leads us to make the following modifications. 

• Wedividethedatabaseintosomesubdatabaseswhichhavefixednumberof 

fields. Moreover,becauseitisverydifliculttoobtain the similarity between 

two verbs mechanically (Nagao 84], we have to make a subdatabase for each 

verbframepa.ir. 

• Wehavetousewordpairsasvaluesin the fields. 
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Asaresult,asubdatabaseisin thefoUowingform. 

Subdatabuefor (u~ 1l~O :2) 

(he !It) (potato t.:~~"''!o) 

In thesubdatabase,thcreare no target fields. But it is not serious, be<::auoe: if 

the system has a dictionary of word pairs and verb frame pairs, the system can 

produce oome translation candidates from the given input. And the system can 

compute the preference score for each candidate using a method like MBR, and 

scle<:tthebestone. 

We now have to define metric for the similarity between a. translation candidate 

andanexa.mpleinadatabase.Wecannotusethevaluediffcrenccmetric,beca.use: 

• Therearenotargct fields. 

• In alm06tallc"""",thevalueiD[/=r./]l will be zero. 

Weh;~.vetouo;e;~.simplerandmorccontextindependentmetrie. 

First weconsiderthedistance between values of fields: i.e. the distance be­

tween two word pa.irs. A promising hint is in Nagao's J>&per. It is the use of 

e1<ternal simil;~.rity: if two word pa.irs ;~.ppear in similar conte~<.ts, they will be 

considered similar. To quantify this, lirBt we count the number of appearances 

of each word pair in each contel<t. In oursituation,acontextis a slot of a verb 

frame pair. As a result, we obtain the following matril<. 

(he flit) 

(nt 1l~O :2) (eat fi"T2l 
Slot1 Slot, Slott Slot, 

(potato C.~~"''!o) 0 

(acidM) 
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Using the matrix, we define the distance between word pairs r./ and p.f a.s 

the following: 2 

d(D,r.f,p.f) 

8imilorii1/(D,r.J,p./) 

I 
~imilority(D,r.J,p./)- 1 

L •. f'L,.f 
IIL•.JIIIIL,.Jil 

where L,.1 means a. row vector for a word pair r.f in the matrix. 

(3.6) 

is one of the transformations from similarity to di•tance, which io developed by 

Maruyama. and Watanabe [Muuyama k Watanabe 87]. Formula 3.6 is one of 

the standard definitions of similarity between two vectors [Nagao 83). We em­

ploy Formula 3.6 a.s a. mea.sure of the similarity be<::a.use two independent works, 

[Maruyama k Watanabe 87) and [Sato k Nagao 87)show that it is suited for cal­

culating similuity between words. 

Next, we consider the weights of fields. When the number of fields is one, the 

weight has DO role. When there is only one candidate tuget verb, the weights 

are not important. When there are some candidates of tart~et verbs, the weights 

are important. We compute the weights by judging how stronl9y individual fields 

affectthe~~electionoftargetverb. 

We adopt the method used in 103 for feature selection [Quinlan 83) for our 

purpcr;e. Suppose we aN given the input (eat aan vegetable) to translate. 

And suppose the syatem has two verb frames (eat :&-<z. 2) and (eat ftT 2). 

In \hie case, the eyetem mert~es the two subdatabaua for (eat :&.-.:0 2) and 

(eat fiT 2), and creates the following da.taba~~e. 

'Strirlly, lhio io a .-•do.diou.a..,, h«••~ it d- not oatioly 

whoa(d(o,l) ::i<O)I>.(J(I.r) ::;oo)I\(J(o,<)-oo). Thioioaop<cioJr ... ,ud no\ important lor 
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Database for ( .. t • 2) 

h Targetllead(g) 

(acid It> <••tal sta) f!t1" 

Wecallit'thedatabasefor( .. t • 2)'andabbreviateitaX. U•ingthisdataba.se 

X, we define the weight of field f, "" follows. 

w1,(o, .. t,2l = r:.,~~xGN.n (3.7) 

G(X,f) = J(X)-J(X,/) (3.8) 

I( X) = - .Fv, (q.log2q.) where q. = IXrxi n]l (3.9) 

J(X,/) = .~, (~J I( X(/= uj)) where r~ = IX[{xi v]l (3.10) 

lr we know that a value of field f is th value u, we can gain some information 

about theselectionofthetargetverb. G{X,/)meanstheexpectedinformation 

gain. These formulM means that the Wl.'ights of fields are computed by judging 

how much informationgainindividualfieldscarry. 

ln thi• section, we have informally di•cussed the modifications of MBR for the 

word selection task. The next section describes it formally as MBTI. 

3.4 MBTl 

In this section, we define MBTl formally. MBTl consists of three components: 

l. Translation database 

2. Metric 

3.Tranolationprocess 
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3.4.1 Ttanelation Databue 

Tran•lation Example 

A translation example is given in the following form. 

Target 

·~· Slot1 Ill! 
Sloi:J potato C•ll-'~t-'11 

A translation eJtampleconsiatsof: 

I. A Hmd. A head is a lronslalion fram~. 

A translation frame consists of: 

{a) A sourahead. 

(b) A target head. 

(c) Arily, the number of slots that a translation frame hu. 

2. Some argument.. of the translation frame. An argument is a word pair. A 

word pair consists of a source word and a target word. 

We use new notation in this sei:tion. We use Greek letters {c, r) for translation ex· 

arnplesortranslationcandidates. Translationcandidatesareinthenmeformas 

translation examples. We use italics for subcomponents of a translation example 

or a translation candidate: h for a head, and ~; for a argument in slot;. We also 

use italics I for a translation frame, and p for a word pair. We use superscripts 

(•, ')for source or target sides of a translation frame or word pair, and~ for arity 

of a translation frame. Using the notation, we introduce the formal definition of 

a translation example. 

< l,p,,"h,····PJ• > 

I= <f',l',f"> 
< p',p' > 

The above translation example is written as the following formally. 

{3.11) 

{3.12) 

{3.13) 

c = << eat,:fl;~~.2 >.< h•,lll! >.<potato, C•O:~t>of. >> (3.14) 
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Subcomponents of the example are written with the following 'path' representa.-

..• = < eat,*.....::0,2> (3.15) 

t.h• (3.16) 

£.111 .. ~. (3.17) 

t.ha (3.18) 

<tr.e,flt:> (3.19) 

£.~; (3.20) 

t.J\ = " (3.21) 

Tunalation Database 

We use E u a set of translation examples. We use F aa a set of translation 

frames wbith appea.red in £, and P aa a set of word pairs which appeared in £. 

A translation database Dis 3-tuple of E, F and P. 

E = (e,}I~,~Ns (3.22) 

F(E) ={I I 3~ e £, ~.h =!} (3.23) 

p = P(F) =(pI :k E £, e.Jt = P 

where I $k$~N} (3.24) 

D = < E,F,P > (3.25) 

A feolu~ is a combination of a subcomponent name and a value, such as 

(h = IJ or (1, = p]. We use features to restrict the set of translation examples, a.s 

in E[h = f). We can count the number of items in a set of examples, such a.s lEI 

or [E(h = IJI. We use the same notation for a set of translation frames or a set 

of word pairs, such a.s IF[J = :z)l or IP[I = yJI. 
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Metric 

The distance between a. translation candidate r and a. translation example • is 

defined u follows: 

J E~~;6k(D,r.h,r.~•.u•) ifr.h=r.h 
li.(D,r,r) = 1 00 otherwise (3.26) 

(3.27) 

Dietanee between word pain 

In order to de~ne the distance between word pairs, we introduce the following 

V; = (v,,ILoV.,I2o••••V;,L/j•V•,2Lo•··•v•,nJ:) (3.28) 

(3.Z9) 

E(h = J;](~k = p;] is a subset of £: a. set of tran&la.tion example which has J, 
in the head and p, in slot •. So, v,,;k is the number of appea.rance of p; in slot• 

of translation frame fi. Uaing these veclon1, the distance between word pain1 is 

defineduthefoUowing. 

d(D,p;,p,) = aimilarii~(D,p,p,) 1 (J.JO) 

aimilarity(D,p;,p;) = (l;.ll ;~II (3.31) 

Weight of Slot 

The weight of a slot is defined as the following. 

l ~ :: {;1:~/'Jia=rll=• 
Wt(D,r,r) = r::e~;tl otherwise (3.32) 

where X = E(h• = /'][h• = r[ 
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G(X,k) = l(X)- J(X,k) (3.33) 

3.4.3 The Translation Process 

The translation proces.s consisu of two steps: generation of translation candidates 

andcalculationoftheirpreferencescores. 

An example of an input for translation is the followinl!l' 

Tarp;et 

Formally, an input for translation iswritt<!n as 

For example, above input is written: 

<•at,John,•pph> 

The procedure loi!:enerale candidates for ayven input< j',pt, .. ,pj. >is: 

I. Find a set of translation frames F[.l' = /'][a= rJ. 
2. For each slot, find a set of word pair P[.l' =pi]. 

3. Make a set of translation candidates C by combininl!l L and 2. 

Formally, a set of translation candidates C ia represented as the following. 

C "' u u u {</,qL, .. ,q/•>}(3.36) 
/EF]•~J•Jia•/") iiEf'!•-Pj] ii•EP!•=Fjol 
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For each candidate, the system retrieves the nearest (most aimilar) translation 

examples. The score of a candidate T E Cis defined as the following. 

In practice, the system docs not need to calculate 6(0, r,c) for all~ in E, be. 

cause li.(D,r,c) is infinity when the head of r is not same as the head of c (See 

Formula 3.26). The system uses the following formula. 

Finally, the oyotem outputs all candidaWs ordered by the score. The transla­

tion candidate which baa the amalleet score is the best translation. 

3.5 Experiments 

3.5.1 MBTt System 

The author bu implemented the mechanism described aboveu the system MBTI, 

written in Symbolia Common Lisp on Symbolica 3600 series computers. 

h was very easy to implement MBTI 's mechanism. Therefore the main effort 

for constructing an MBTI system is collecting translation examples and making 

the translation database. It corresponds to writing rules or milking dictionar· 

ies in the traditional framework, but it is much easier th"'l writing rules. for 

experiments, the author made a small EngUsh-Japanese translation database, 

containing translation examples for basic English verbs. This database was made 

by the following process. 

I. Extract non-processed examples from some English-Japanese dictionaries 

2. Transform them into pairs of verb frame instances. 

for example, the non-process~ example (3-27) is transformed into (3-28). 

(3-27) lie bought a new book. 



Number of translation exampl..s 

Number of translation frames 

Averagearitypertra..nsla.tionframe 

Number of En~ish verb frames 175 

Number of Japa..nese verb frames 299 

Number of word pairs 

Number of English words 

Number of Japa..nese words 

Totaloountofwordpa.irs 

Table 3.1: Tra..nslation Database 

(3-28) (buy he book) 

Aa in the above example, some modifiers of noun• am omitte<l. When the a.rity 

of an English verb is not same as the arity of the corresponding Japa..nese verb, 

we use a special symbol '0 dummy 0 ', e.g. 

(s-29) Ther~ is a book. 

(3-30) (be there book) (~l> 0dummy"*l 

Figure 3.2- 3.4 shows translation examples for the verbs 'be', 'play' and 'write' 

in the database. Table 3.1 shows the size of the database. 

Typical Output. 

Figure 3.6 shows some typical translation outputs of MBTI 3. The first shows a 

case whose a noun h"'" several target ca..ndidates. In this case, the noun 'paper' 

has three ca..ndidates. The second shows a case whose a verb has several target 

candidates. in thiscase,theverb'be'hasfourcandidates. Thelastshowsacase 

whose both the verh and nouns have several target candidates. MBTI can select 

the correct translation in these cases. 

'In okio uporimool, ,.. uod tko •ol~• !199 inolud of infioily io Form~]~ 3.16 
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cc...-... ...... lca•.._•*" 
CCiooo ... oold 166--.•!l!llll 

(Q.o -· .. UI , ... _,. ~~ 
tc..o .... _,,.,.._ • .,l 
tiM ..... _, , ... _,. *" 
CCioo ,._. ~ol (66 ._,. t4oCII 
liM t-o )o.llol ... l 161 __,. I!A-Il 
(CiootloonUIIIII(66.._o.l) 
IC..tlo ... pl•oll61.._•111oll 

IQ.o tloon -••••1 h•l .-,. 7-I,IIAil 
CCioo-. .. ,1 1"'1 ._,. ~~ 
(Q.o- fldl 1 ... 1 _,. !H()I 
{Q.o ....... ., , .... ._,. ,.~, 

cc .......... l h•6 .-,o:;tll 
CCiootloon .. onooll..,l-,oJIItlll 
""' ............ 1 , .... __, ••• , 
1c.. u .... ,_, 1 ... 1 .._ nn 
cc.. u ..... .-,''"'.._an 
(Cioo tloon J--l 1"'1 .-,. B*AII 

u~oo "'" ---.1 ~~~,;•• __,. r ..... ~n 
Uloo .... -~ lttE66 .-,. *ll 
CCiooloonowJ,ol CttE61 .._.. tA.CU 

ICioo .. pel'-1 Iff a ... , 
ICioo "' Uooct•l Iff a 1111111:11 
((loopo.,.IOod Iff 6.11:,..11 
ca..,.. ,.....,.1 Iff ••"= Bll 
{{loo JOO t-1 Iff··~~=-~~ 
Uloo r•• ot-1 Iff 61k_., dll 

""' ,.. ouool (ff ··~~= .. , 
Uloo JO'II J--~ Iff .... B*Ail 
ICioo JO'II ..-o1 Iff 6ik"= ft'fll 
{{loo JOO lbll Iff .... "'*)) 
u .. ,.., ... ..,lff••~~=ull 

Figure 3.2; Translation Examples (Parl I) 



Uloo" o .. 4ooU !"<"1" 11.01:~ Hll 
((l>o •• __ , 1"<"1" 11.01:~ ... ,, 

tt~oo_,.,_,, l"t"1"11.01:~Un 

Ul>o t~ooo ......... , Iff bh.b -'1"1")) 

(ll>ot~lor-)("t"1"ttUll 

((lootO,.plooo)(ffth.>171)J 

U!>o <Oio(oa) ("<"1" Ch. :l::ll 

((l>o t~lo u:r) ("<"1" ch. •>> 
((looU.Ioloook)("t"1" Ch.*)) 

((loo U.lo opplo) Iff Ch. ~J,.")) 

((l>o U.OJUllpJ (ff th.b 'to-177)) 

((l>oU.OJUO<I>orll"t"1"abU)) 

((loooOor•• .. -•l<ffabHll 
((l>o<O•r•Oill..,1'th.b;l::)) 

((l>o tOoreot) Iff tr.<, 11Cll 

«MU.or\ooro ... llffth.0,-'1"1")) 
((l>o <0-o<ollp) ("<"1" Ch.b -t~-J.:;f)) 

liM •••• ploool (ff bh. >!7'1)) 

((loo .......... , (ff bh. ,.. ... /t:.-J) 

((l>o tOot (<.a) (ff bA :1::11 

""" ... , ... , <ff b" •n 
((l>o oOo< bod) ("<"1" bA *)) 

((loo00otl>oll)("t"1"bA .. -,o.)) 

((too'"""""" jopuoool Iff U D*AJl 
((loooloohoe~orl Iff bUll 

Ul>ooloooo:r .. Jiffti ... )) 
((l>o ........ <) lffti .,, 

((loo oloo 1toll Iff ti 1>kll 
((M ltuo) ("t"1"11.;t;;;JIIl 

Uloolo-1!~11.-JJ 

Ut.ot-..,l<ffk-Jl 

Ul>o I -•leu) Iff k 7 ~I hAJJ 

UMOoto&<llo:rll"<"1"aU» 
((looOotri_,JiffaUn 

IIMOot.or>l"t"1"a-n 

llbo hl ... _rte .. J <"<"1" U 7~JhAll 

Uloo ........ t..-1) Iff. -J) 

Ubo ,_.., pl-tl Iff ''1"1" •• JJ 

w ....... ,.,,.u<-c-t"T'7•1l 

Uloolooaoaor..,l<llff-'TT<!I:'•.,JJ 

(ll>o r ... tt ploot) (ff Ill:' • ., •• )) 

Figure3.3: Translation Examples(Part II) 
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Uplq yoo tooo<o) 11"1 .&ilot. 1'"-:<)) 

llphyyoo)ullotoo.lll 11"1.&lt.ot.""'"7'"'-.. JJ 

UpltJOOt-lol 11"6tl.ol:.~ P"-;t)) 

((phyoo)ooooo.llll"tiiU:O!oMll 

llployt-oo .. to) 11"6 '" """")) 
Uploy tkoytoooh) 11"6 • ., f"-"ll 

Uphy tkoy<koool 11"6 • ., ,.~:<)) 

((phrtkoyeo«<ll"tl•<, >1:-;f)) 

((ployt..,o<oalo)("tl:&:llt"-"l) 

((plor oloooolloy"Mlll 1.,6 Ilk..,..,._.,_,..)) 
((ploy"""'"""'"' 11"1 ti ,..,.,.,, 

Uphro>.obuo•ol.ll 11"6tiMJl 

Uphy ltooolol 11"6 t1. t=.,.)) 

Uphyl.-l l't6tl.ll.&ll 

((ploy I l>uoNlll 11"6 Ill Mll 

((pl•r•n•~>uo•ollll't6<' .. Mll 

UploytkorMl.IJ l:t6•<,MJJ 

((ploJ r- o<olla) (IH .&ilol:. "~#! ,.)) 

((plOJJftpi ... )((.H .&ilol:. t!71J) 

((p>•r ,-pu .. ) (VI .&tot.""'-)) 

((ploJikOJp<ooo)(lo'( ... t!7/)) 

((ployo>.opl ... ) (I'( ti 01'7/)) 

((plor olooOoto) (VIti 7•->JJ 
((ploy ....... ) (1.>( Ill"~""'")) 

((ploy lplooo) (1.>( a 01'7/JJ 

((ployl~lll.>l&>t"_..lf,.)) 

((ploy ....... J II.>(. ,__..If,.)) 

''''"Y , ....... ,, ••c• .z,o~~o~: ...... 7>ll 
((ploy oloo jollot) <•c• ti "~'"'7))) 
llploy .. •-•l llJitl•o/>rll 

Figure3.4: Translation Bxamples(Partlll) 
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cc .. ,,.,..,,_, 1a< 611:.tf:aJJ 

u ......... ,,..,._J<a< u,. .. ,.., ... n 
l(orlto ""•poporl <a< tiiU:ll 
Un!OoUolouorllaC b'Hlll 
((orltollo.,or) <a< «'Hlll 

u ... ,,,_....,., <a< •11:.t *'' 
((orltoHbooOl <a< •*ll 
Uorlto}ft-.ool<a<611:ol:trlllll 
u ................ , <a< au>J 

Figure 3.!'.: Translation Examples {P<~~tiV) 

s ...... , .. ,.. ... 
Rod To<J<I 

'!66•-·J->l 

~ (Y.6·-·J-\J 

3 ("<"1"•-•J-\J 

....... <0 .. -· ••• ., • I 
D"''"" Moo<Simif"T"'''!o<••• 
, _ _,n_u o.oJ <niTi 111: tlPEJ.J -><a< b a:1:1 

3.17n.e> •-*' <•un 01 UTTAJ -> <a< - .,..> 
.... (3.42 e.uJ (VIITi 11: to~~•> -> <at a *' 

v;,,.,., M ... s;,.;~,.r .... r,,,,, 
I.IU0.04.1•l CIITIIWitoGIJ->C66•0UIIIIT•:t:l 

431.( 0.0 -.J COl TIIU JlPOII'SBJ ·> (.,6 •IIUII!'I• D$Al 

146.1-. 4.111 Ill Tilt a<UIJ -> C"t"1" 6" $1 

3 (CCII:66•-oJ-\} 

...... <0 .. -·- .~. • I 

U6.(ltll. 4.10) Ill IEOI 1001} -> (CC0:6!. •DUIV!I'• $) 

r,.,,, 
<-tt. U<A 1'"71 

U (.C!.O .. I.,,_:f) 

" <•c' B .. h-n 

CI'U.1TIJOTII113l·>(-t64,."-"l 
CI'U11G;I '10~11) ·> (IH 6i!J:ol: ,,~,._,,) 

Cru1 JWUOLIIJ -> C!H 611:11: ,,~,._,,, 

CPU1 Til>! CUll)·> C-t& ... ''":f) 
(PUT I"IE! CUll)-> (1"6 ... >'>-:f) 

(I'U1 n:n CUIIJ -> 11"6 a<,''""' 
(I'UTI nourJ ->It>< tl ..<~:f'l>'l 
CI'U.1 I OIOLIIJ ·> (Q>{ U •'~:f'l .-J 
CPLU TG;~I-1111.-n) ·> <a~:C6 611:.t """~711 
C"'-IT fW 1.1111.6'1') ·> <aC6 6!):11: """"7 H 

CPUT B IIIIEOJ ·> <a~:Ct. a "~:tl 

CPUT B a!JIIEO) ·> ca~:Ct. a "~:tl 

Figure 3.6: Translation Output 
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I Group I Word selection j Count I 

I~ I ~:clcess I ':I 
IN I (No correct translation in c .. ndidates) I sj 

I 0 I (One candidate) I 411 

Ta.ble3.2: ResullofExperimeot I 

Experiment l 

Experiment I investigated the success rate of word selection by MBTI. 188 novel 

inputs were given to MBTI. In order to reduce the elfort to make novel inputs, 

the author made them as the following procedure. 

I. MBTI generated. 300 plausible novel inputs using the translation database 

bythefollowingmechanism. 

(a) Seled a translation example randomly. 

(b) Replace each word pair in the example by a similar word pair. The 

aimilar word pair is selected. randomly from the top ten word pairs in 

similarity ranking. 

(c) Extract English aide of it. 

Thisgenerationofplausibletranslationscan be done automatically. 

2. The author checked theirvalidity,andcollectedvalid English inputs. 

TableJ.2showsthen!'Sultoftheexperiment.ln thetable,'S(Success)'mcans 

thecasethatthecorTe<:ttranslationisthetopofthecandidates.• 'F(Fail)'meana 

the case that the correct translation is not the top of the candidateo. 'N' mean• 

the case that MBTI cannot output any correct translations because of the lack 



EXPERJMENTS 

I Group I Reason I Count I 
Fe Lackoftra:nslationexamp!cs 

Fd WI'OIIgdistancebetweenword pairs 

Wrong weight 

Table3.3: Analysis of Failures 

of translation frames or word pairs. '0' means the cases that MBTI outputs only 

one (correct) translation. In this case, word selection is not needed. 

Thesuccessrateoftheword selection ta.skis: 

s!F= ~~~w=s!>.9% 
Table 3.3 shows the result of the analysis of failures of word selection in the 

experiment. We can correct failures in the type 'Fe' and 'Fw' by adding a few 

translation examples in the database. But failures in the type 'Fd' are not so 

simple. To correct these failures completely, we need some hundreds of translation 

examples. 

MBTI shows good performance on the word selection task in Experiment I, 

though the mechanism of MBTI is very simple. The main problem is not in 

themecha:nism;itishowtoconstructagood database. 

First, we discuss the relation between the size of translation database and 

the quality of the theuurus. In MBTI, the thesaurus is constructed from the 

database, but conceptually the thesaurus is independent of the database; these 

are independent knowledge sources. The system can rely primarily on either the 

thesaurus or the database. If the system can use a good theuurus, the system 

will show good performance using a relatively small database. In contrast, if the 

system has a large database, it will be able to make up for a weak thesaurus. 

The method which MBTI employs to construct a thesaurus needs a large 

number of translation examples. Therefore, MBTI needs a large database even if 
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the system mainly depends on a thesaurus. Can we construct a good thesauru• 

without a large database? Do we have another candidate for a thesaurus? Another 

choice is the uoe of an existing thesaurus created by human. U it iG suited for our 

purpose, we can construct a system with a small database. The next subsedion 

describes a.n e:o;periment based on this idea. 

3.5.2 MBTlb System 

MBT!b is a slightly changed version of MDT!. The differences between MllTlb 

l. MBTlb uses a.n existing thesaurus created by hand. The distance between 

wordpairsisdclincd based on thesaurus codes. 

2. MBT!b does not uoe weights of slots. 

MBT!b is implemented in Sicstus Prologon UNIX workstations. 

Distance Based on Thesaurus Codes 

The thesaurus which used in the experiments were made from the online vereion 

of ~word List by Semanlic Principles(WLSP)" (NLRI], a thesaurus of Japanese 

words, by adding corresponding English words to Japanese words.• 

WLSP has the following thesaurus code for each entry. 

Major code, Minor code, Serial Number 

For example, ~ IHII (vegetablet has the following thesaurus code. 

15M0,09,10 

Each figure in a major code cor,...,.ponds to a node of the semantic hierarchy. A 

minor code corresponds to a subgroup of a major code. We use the code which 

has six ligures: live from major code and one from minor code. For example, the 

code of~ It:¥: (vegetable)" is the following: 

'The uthor did not odd EnJiio~ wordo to ollenLri<o, bgt only to th-for wordo wbich Oi'P<•• 



EXPERIMENTS 

I m/ (umber of motchia& fisu,.. of I he lbtouuo <Od .. ) i exact match I 
_ 0 I t) 2) 3) 4) 5) 6 _(same words). 

similarity 0.00 0.02 0.08 0.20 0.44 0.70 0.96 1.00 

Table 3.4: Similarity and Distance Based on Thesaurus Code 

1,5,5,1,0,09 

We uoe the following notation for a thesauruo code of a word pair p;: 

WLSP(p;) = < .r,.,, .:,.2, Z;.3, :,_., ~ •• ~, z,_. > (3.39) 

ForeKample, 

WLSP(< H,vegetable >) = < 1,5,5,1,0,09 > (3.40) 

The similarity between two word pairs, p; and Pio is calculated as follows. 

First, the number of matching ligures of the two thesaurus codes, W LSP(p;) and 

WLSP(p,), is calculated. This number ml(p;,p1) is defined as the maximum 

value of/ satisfying 

Second, the similarity is calculated by Table 3.4 from ml(p;,pj).8 The value 99 

is used as the maximum value of distance in the experiments. For example, the 

similarity between< lfJI,ngetabh> and< c ... ;r)i:t.->'f.,potato> is: 

WLSP(< lfJI,ngetable >) = < 1,5,5, 1,0,09 > 

WLSP(< C'i'n;:t.->'l.,potato >) = < 1,5,5,2,0,07 > 

ml(< H.v•g•tabt. >.< c.n;:,...l{.,potato >) 

~imi/arily(< lfJI,n&•tabh >,< c ... n;:t.->'l.,potato >) 

0 Thodiol&nuiocolcolot<di>7Formulo(JJO) 



We US<' Formulae (3.26) and (3.27) to calculate the distance bet'oO.'e('n two Uant· 

lation examJ>Ies, and we uw thO' Silflle weight values for all slots in a translation 

examJ>le: i.e. 

w~(D,,.,j") "' f. (3.41) 

be<:au~ the number of examples is too small to set weights automatically by 

statistical methods. 

Experiment 2 

Experiment 2 investigated whether the use of modified WLSP can make the size 

of database smaller. The experiment was done using the following J>rocedure. 

I. Prepare a training !l<!t of translation exampl<!S. The eame eet as in Experi· 

ment 1 isuoed. The size is 1<103. 

2. For each translation frame, store a translation example which has the trans 

lation frame. Thioistheinitialtranslationdatabase. Thesizeis36<1. 

3. ExtrKI 110urce (Englioh) sideo of all the remaining translation examples, 

and translate them. lrthe output is torre<:t7 , do nothing. If the output is 

incor..,ct,storethetranslationexample. 

4. If &OIIle translation examples we"' stored in Step 3, repeat Step 3 for un­

storedtranslationexamples. 

lntheloopo{theprocedure,thesizeoftranslationexamplesincreasedin the 

sequence 36<1 -o <190 -o 507. Finally, the syatem with 507 translation uamples 

cancorrectlytranslatea.lli<I03tranolationexamples. 

Experiment 3 

In Experiment 3, the inputs that MBTI failed to translate in Experiment I were 

translated by MDT lb. The set of 507 translation examples obtained in Experi-

ment2wasusedasthe runtime database. 

'lftkclfa>niosenmpleiotholopofuonololioncudid ..... thooyot<mioe<nuid<redtob< 

corro:ct. The condition don ooL olriclly imply corrto:Lo ... of lko ...,rd ..,l«:Lion, but..., om ploy 

itl><c:ou..,itc .. Mck«:bdoutomotic&lly 
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I Word 5ele<:tion II Group in Tabl~J.JI 
F~l Fdl Fw 

Table3.5: R.esultofExpcrimentJ 

Table 3.5 shows the result of Experiment 3. MDT!b succeeds in translating 

eight out of the eleveo inpu\.5 in Fd. This shows that the use of an existing 

thesauruscreat..d.byhumanisefl"edive. 

Discuuk>n 

Experiments 2 and 3 ohow that the combination of the small database and an 

existing thesaurus is effective for example·based word selection. Because it is 

verydifficulttotreatealarge translation database in a short period, theuseofan 

existing thesa.urus is very convenient in the early &Lagesofsystem construction: 

even if the size of the database is small, the system is usable. This is a major 

advantage of using an existing thesaurus. 

3.6 Discussion and Related Work 

3.6.1 Advantages and Disadvantage 

Although MBTI is not a full realization of the example-based translation concept. 

it retains the followingadvantagesoftheoriginal concept. 

I. Wecane,..ilyconstruttandupgradethesystem. 

The main knowledge source of the system is translation examples. The 

system interprets el<ampll!ll directly: i.e. applies examples to the given input 

with best ma.tch. Therefore the system needs no rules. This frees us from 

rule acquisition: wecaneasilyconstructthesystemandupgradeitbyadding 

appropria.tetranslation<!l<amples. 
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2. Beat match producesitorobustne88. 

B«ausetraditionalrule-basedsystemsworkonexact-matchreasoning,they 

fail to translate when they have no knowledge that matches the input ex­

actly. On the other hand, because MBTI works with best-match reasoning, 

itintrinsicallyworhinafa.il-safe""ay. 

3. MBTI produces not only a translation output but also its score, i.e. 

reliabilityfador. 

4. The knowledge of the system has a long life cycle. 

The kno""ledge of a traditional rule-bued. ayotem is in the form of rules, 

which are strongly dependent on the system and the particular linguistic 

theory. Therefore the knowledge cannot be transferred to other systems. 

The knowledge of MBTI ia in the form of translation examples and the· 

nurus, which are independent of the system and useful for a long time. 

Therefore the knowledge can be used in other syotema and bas a long life 

cycle. 

A disadvantage is: 

I. Best match is a time consuming task on sequential computen. It intrinsi. 

cally involvestheexhaustive~~earch,which need& agreatdealofcomputa-

MBR, one origin of MBTI, is implemented on a massively parallel computer. 

The author hopes that puallel computation will overcome the disadvantage for 

machine translation also. 

3.6.2 Applicability and Restriction or MBTl 

MBTI is a general framework of translation between n-tupl"" as follows. 

<Head' ,Argumentj, ... ,Argumcnt! >-< llead',Argument\, .•. ,Argument~> 

Therefore, we can apply MBTI to other word selection Iasko; e.g. the translation 

between simple noun phrases,byencodingthefoUowing. 



(3-31) a good example 

(3-32) (example good) 

However, there are some limitations on MDT!, which are: 

I. We have to encode examples in the form of records which have a ~xed set 

of ~elds. 

2. The main process of MBTI is to calculate the preference score of a transla­

tion candidate. In the process, the system utilizesonlyexamplestha.thave 

the same format as the translation candidate; the system cannot utili•e 

othere:o;a.mples. 

Because of these limitations, MBTI cannot manage sentences that have optional 

dements. 

In summary, MBTI can apply to tasks which have fixed.formaUed input and 

output. Many subtasks in muhine translation can be encoded into a fixl.'d.format: 

so we can employ MBTI for submodules of machine translation systems. D11t 

MDT I cannot handle translation of full sentences, because sentences have some 

optional elements and thus cannot be encoded into the fixed-format. 

3.6.3 Related Work 

After MBTI was proposed, ATR has developed EBMT ]Sumita. ct al9<1]. They 

applied an MBTI·Iike method to translate Japanese ~nonnt NO(o:>) noun1" into 

English. The translation of ~noun 1 NQ(CI)) noun1" is one of the most difficult 

tasks in Japanese-En~ish translation. EBMT c11.11 select the best translation 

pattern of Knoun1 NO noun1": e.g. Knoun1 ofnoun1" or Knoun1's noun1". EDMT 

demonstrated how well an MBTI-like method works on the task. 

3.7 Summary 

In this chapter, the author has proposed MDT!, which is the fin~! prototype of 

example-based translation. MDT! has shown that example-based reasoning is 
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applicable to language translation, and that it is a promising approach. Th~ 

majorreaultsare: 

• MDT! has the following advantages: 

- MBTI frees us from rule acq1>isition. We can easily construct the 

system by coUecting translation examples, and upgrade it by adding 

appropriatetrilllslationexamples. 

- Best match means it is robust. 

- MDT I produces not only a trilllslation output but also it.s reliability 

factor. 

- The knowledge of MBTI has along life cycle. 

• A disadvantage of MBTI is that it needs a great deal of computation. 

• Exjl'eriments demonstrate how weU MBTI handles the word selection task 

in translation betweenverbframeinstanees. 

• The use of existing thesauri is very convenient in the early stages of the 

&ystemconstruction. 

• MBTI is applicable to other subtasks in machine translation, but it is not 

applicable tn the trilllslation of full sentenees. 



Chapter 4 

Example-Based Transfer 

4.1 Introduction 

In the previous chapt~r, the author proposed MBTI, which can solve the word 

seledion problem in translation between verb frame instances. The main restric­

tion ofMBTI is the fonn ofuamples: an example has to be in the form of a fixed 

record. This obstructs the application of MBTI to full sentence translation. In 

this chapter, we eon centrale on the problem of overcoming this l'<!lltriction. 

First, we need a more fteKible way to represent transla.Lion cnmples. ScMcnces 

are not reprnsented in the form of fixed re<:ords, because some sentences ha"" 

some optional fr~ents. We know that a sentences has some structures. Tree 

structure is often used to represent thesyotao:ticstructurl'orsemanticstructure 

of a sentence. Tree structures are ftex.ible <l!ld recursive and so suited for our 

S«ond,wehavewoolveanewcriticalproblemforuample-based translation: 

how lo utilize more than one e~ample for translating a 6entence. This issue arises 

whenaninputsentenceisloolongtomatchtoasinglelranslationexample.Inal­

most all cases, we cannot translate a 6entence without utilizin,; several translation 

examples. 

This chapter describes a solution to this problem: MBT2. MBT2 can do 

bidirectional translation between an F.nglish word-dependencytreeandaJapanese 

word-dependency tree.Jtcoversthewholetransferprocessofascntence. 
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4.2 Need to Combine Fragments 

4.2.1 Need to Combine Fragments 

The h ... ic idea of cxample--b...ed translation is very simple: translate a source 

sent~nce by imitating a translation example of a similar sentence in the database. 

Dutinalmostallcases,itisnecessarytodeoomposeaninputseni<'nceintoseveral 

smaller fragments and to lind a suitable translation example for each of them. 

SupposethefoUowing.,.ntence(4-l)isgiventhesystem to translate. 

(4-1) He buye a book on international politics. 

lr the system knows the same sentence and its translation equival~nt, the system 

can output the translation equivalent"" the answer. But this is unUkely. In 

almo.u all cases, the system cannot lind the same sentence and its translation 

equivalent in the database. Therefore the system utiUles some examples eimila.r 

to the given input. If the syst~m knows the following translation example (4-2), 

it wiD be used to translate (4-1). 

(4-2) He buys a. notebook. 

If the system knows the foUowing correspondence between fragments in (4-2), 

(4-3) anotebook 

th~ system can infer to translate (4-4) into(4-~). 

(4-4) He buys X. 

But the system cannot extract any information about the translation of the frag. 

ment(4-6)from(4-2). 

(4-6) a book on international politics 

lfthegivensentenceismoresimple,e.g. 

(4-T) lie buys a book. 
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the system may translate the difference between (4-7) and (4-2), i.e. 'a book', 

using a dictionary. llut it is not a complete answer, because it is applicable only 

when the difference is one or two words. When the difference is l<t.~"gcr, i.e. 'a book 

on international politics', it cannot be translated only by using a dictionary. The 

complete answer is to use another example that contains the difference. Suppo»e 

the system knows the following example. 

(4-8) lreadabookoninternatiou.J 

politics. 

f.l./1: lloll!liUlti'aiC"?In"C WD•h 

lr.*"iHf.to 

The oystem will be able to translate(4-l) into (4-9) by imitating (4-2) and (4-9) 

and combining frat~ments of them. 

If the oystem does not know (4-8), the system may use a similar example with 

(4-6),forexample, 

(4--10) a book on economics 

and tranolatethedifferencebetween(4-6)and (4-IO),i.e. 'international politics' 

by using another example. 

It is ea.oy for a human to do this, but not so for a machine. The ability 

\o combine some fragments of translation examples is essential to example-based 

translation. A h•ck of this ability restricts the power of exam pl.,.. baud translation. 

In this chapter, we concentrate on the implementation of this ability in a machine. 

4.2.2 Towards Implementation 

First, we have to define what is the fragment to be combined. In a translation 

example of two natural languilfle sentences, there are o;ome correspondences b.,. 

tween fragments. For example, there ;u-e the following correspondences between 

thefra.gmentsin(4-2). 

(4--11) he " 
(4-12) 
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A fragment which has a correspondence is a partially translatable unit in a transla­

tion example. A fragment in which some partially translatable units are removed 

is also translatable, e.g. 

(4-13) X buy Y 

Sadler calls these fragments lmn • .,alion unit.. (Sadler 89]. Using the concept of 

translation units, we wiH be able to implement translation by combining some 

fragments as follows. 

I. Find a combination of translation units which covers a given input. 

2. Transfer tranolation units in the combination according to correspondences 

in the translation examples. 

3. Generate the output from the transferred combination of translation units. 

There are another problem in this approach. For example, suppose the system 

knowsanotherexamplefor'abookon -', 

(4-14) a bookonthedesk 

In thio case, the oystem h"" to determine which example, (4-10) or {4-14), it 

should use to tr;malate 'a book on-' in (4-1). Generally, there are some candi. 

dates of combinations of translation units which covers a given input, and they 

produu different outputs. Therefore, we need a way to determine the best com. 

bination. 

In MBTI, the score of a translation candidate is defined based on the distance 

betweenthetranslationcandidateandatranslationexampleinthedatabase. 8ut 

inthiscase,wecannotdefinethescorebasedondistance,becausethesystemuses 

multiple examples in order to translate one sentence. We have to define the score 

of a translation candidate based on the score of a combination of translation units, 

becausedilferentcombinationsproducedifl'erentoutputs. 

4.3 Matching Expression 

MBT2 translates a source word dependency tree into a target word dependency 

tree. This section will define the terms r ... nslali<m ezampJe, lmrr.'lialion unit, and 
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(Translation Exilrnple I) 

U He buy• • notaboot • 

.. d_e([e1,(buy,•], 

[a2,[he,pr0ll]], 

[eJ,[notaboot,n], 

U flt/i/- ~'f:-~o 

jod_e([j1,{·~·•1, 

[j2,[/i,p]. 

{jJ,{Ii:,pronJ]], 

[j4,{t:.pl. 

[jS,{/- ~ ,n]]]]). 

Ue1<-)j1,e2<-)jJ, eJ<-)jS 

clillk•([[e1,j1],[e2,jJ],[a3,jS]]). 

Figure4.1: Translation EJilrnple I 

malching t:qJression. MBT2 is implemented in Skstus Prolog. We will use Prolog 

syntax in some representations. 

4.3.1 Translation Database 

The translation database is the colledion of translation examples. A translation 

exampleconsist.softhreeparts: 

• an English word-dependency tree (EWD) 

• a Japanese word·dependency tree (JWD) 

• correspondence Unks 

Figure 4.1 and 4.2 show translation exilrnples in Prolog 
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[Tr.,.nslation Example2] 

XX lrnd a.bookonintemuionalpolitica. 

avd_•([•ll,[nad,.,], 

[•12,{'J',pron]], 

[•13,[\>ook,n], 

[•14,[a,d"t]], 

[•IS,[on,p], 

[,.16,{pollt1ea,n], 

[,.17,[int .. muion&l,a4j]]]]]]). 

U. t.L.t.t:llll!liQil:i'AII:"?~n"(.l}oh!\:*tRtr. 

j•<~-•([jll,(littr ... ]. 

[jl2,(t.t,p], 

[jl3,[f.l..,pron]]], 

[jl4,[t,p], 

(j1S,[;$:,n], 

(j16,(1\:;,au], 

[j17,[hO,auK], 

[j18,[.(,7], 

[ji9,[1C"?\n""C,p], 

(j20, [l!llntffl.n]]]]]]]]]). 

elinb([[,.11,j11],("12,j13],("13,j!S],h16,j20]]). 

Figore4.2: Translation Example2 
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In these ligures, each number with prefix'e'or'j' in a word-dependency tree 

representsthe!Dofthe•ubtree. Each node in atr~conta.insaword(in root 

form) and its syntactic category. Acorre&pondence link is N!presented as apa.ir 

of IDs. 

4.3.2 Translation Unit 

In translationexamples,wedefineatranslatahletreea.sfollows. 

Tran•latable Tr-ee A translatable tree is a tree or subtree which 

ha.sacorreopondencelink ina translation example. 

In Translation Example I (Figure 4.1), there are three translatable trees in 

each side. 

English Japanese ,, ,, ,, 
Next, we introduce the notion of translation unit [Sadler 89). In short, a 

translation unit is a translatable fragment in a translation example. A translation 

unit is de~ned as follows. 

• atranslatablelr~,or 

• a translatable tree in which some translatable subtN!es aN! re.. 

moved 

In Translation E~ample I (Figure 4.1), there are six translatable trees in eao:h 

side. 
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English Japanese 

4.3.3 Matehing Expression 

,, 
" ,, 

j1-j3 

j1-jS 

jl-j3-jS 

Next we wlll introduce the concept matching erpreBSion. A ma.tching expr<!S· 

sion represents a. word dependency tree as a combination of translation units. A 

ma.tchlngexpression (ME)lsdefinedas 

<ME> ::• [<ID>I<IIE-CCIIIIIIIanda>] 

<ME-Co..aada> ::• 0 
or [<IIE-Colmand>I<IIE-Coa~~anda>] 

::• [d,<ID>] 

or[r,<ID>,<IIE>] 

or[a,<ID>,<HE>] 

A matching expression (<liE>) con5isu of a. tra.nsla.ta.ble tree ( <ID>) and some 

tra.nsforma.tional commands ( <IIE-Coaaanda>). There a.re three commands: 

l.[d.,<ID>]: de\etea.tra.nslata.bletree(<ID>). 

2. [r,<ID>,<KE>] · replacea.translata.bletree(<ID>) with a.ma.tchlngex 

prcssion(<HE>). 

3. {a,<ID>,<IIE>} : a.dd a. ma.tchingexpression (<liE>) as a. child of a root 

nodeofa.translata.bletree(<ID>). 

For example, ma.tching expression (a) represents word-dependency tree (b). 

(a) [,.1,[r,&3,{e13]]] 

(b) ([buy,v], 
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((ha,pron]], 

((boot,n], 

([a,datll, 

{{on,p], 

[(pol1t1c.,n], 

((intai'llat1onal,adj]]}]]] 

The matching expr<'$Sion (a.) ron~iats ohwo translation units: e1•e3, and 813. 

And it h"" the information to combine them: replace e3 with e13. 

!fa matching expression isgiven,weca.neasily compose a word-dependency 

tree for it. 1 And we can easily transfer a ma.tchingexp..,ssion into a corresponding 

matching expression of another languace, because aUlD's in a ma.tching expres· 

sion are transla.tilble trees. There remains the problem of obtaining a. matching 

expression from a. given word-dependency tree. The next section wiU show an 

algorithm for this. 

4.4 Translation via Matching Expression 

Translation is done via two ma.tching exp..,ssiono: a source matching expression 

and a target ma.tching exp..,ssion. Figure 4.3 shows the flow of the translation 

process. The translation process consists of three steps: decomposition, ha.nsfer, 

and composition. This process generates aU candidate translations using Prolog's 

backtrack mechanism. 

4.4.1 Decomposition 

In decomposition, the system decomposes a source word-dependency tree (SWD) 

into translation units, and makes a source matching expression (SME). For ex-

ample, 

'A ddotecomm&~>d [d,<ID>) and • "'pla«comm .. d [r,<IO>,<II&>) cu beu..:ot..! de­

IOtminiotic..Uy. Bolan odd commu.d [a,<lll>,oQIE>) ioombi8UO••· becou .. it d- not opocif7 

tbcpooitionof<ll&>in<hc~otofrhildtr-uador<hor<><>tnodcof<ID>. Thioproblomwillbc 
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Sourceword-dependencytree(SWD) 

• I Decomposition I 
• 

Sou.-.:e matching exp"""'ion (SME) 

Target matching expression (TME) 

• 
lcompOIIitionl 

• 
Target word-dependency tree (TWO) 

Fi~~:ure4.3: Flow of Translation Procesa 

SVD • [[buy,•), 

[[ha,pron]], 

[[boot,n], 

[[a,dat]], 

[[oo.,p], 

[[politlca,n], 

[[io.taro.atioo.al,adj]))}]] 

SKI!: • [a1,[r,a3,(.t3]]] 

The skeleton of algorithm to do this is shown in Figure 4.4 u a Prolog program. 

In this program, there are three point.s of nondetcrminism. 

I. trao.databla.traa((ID,Noda]ChUdren1]) in(C-4-1). This term retrieves 

translatable trees which have the same root node as the root node of the 

given word-dependency tree. 
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f. d•eoap(+WD,-KE) 

deca.p([lodaiCb!.l4nn2],[IDID1fLin]) 

tnnlllatabl•.tn•([ID,IodaiCbildrant]), 

d•eo.pl(CllildrOU!.l,Cbildran2,ID,DifLiat). (C-4-1) 

deeoapt(O,o,_,OJ. <c-4-2) 

deca.p1([XICb11d:ranl],[YICbi14ran2],P,DifLllt) 

deco.p2(X,Y,DifLiatl), 

dec,.pl (Cll1ld:ranl,Cbildran2,P ,D1fLiat2), 

app.,d(DifLietl,DifLht2,DifLiat). (C-4-3) 

dec011pl([[IDI.]ICbild:renl],Cbild:ran2,P,[[d,ID]IDifLht]) :-

triUllllatabla.traa([IDI.]), 

dec,.pl (Child:rent,Children2,P ,DifLiet). (C-4-4) 

dec011pl (Cbildnnl, [CIChildrn2] ,P, [[a,P ,liE] IDifLht]) :­

trllDIIlatabla_tree([PI_]), 

decOIIp(C,IIE), 

dec,.pl (Cbild:renl,Children2,P ,DifLht). (C-4-5) 

dec011p2([ID,IIChild:ranl] ,(IICbildren~] ,DitLiat) 

dec,.pt(Cbildrent,Cbildran2,ID,DifLiat). (C-4-6) 

decoap2([IDI_],Y,[[r,ID,IIEJ)) 

triUllllatlble_tree([IDI_]), 

deeoap(Y,ME). (C-4-7) 

Figure 4.4: Skeleton of the Decomposition Algorithm (in Prolog) 
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2. (C·~·6) and (C·4·7). This program produces some """dless commands like 

[r,e2,h2]]. 

3. (C.4.3), (C+4) and (C·4·!'.). A replace command may be rep~nted as a 

combination of a delete command and an add command. 

The first usc ofnondeterminism is essential. But the second and the third a:re not 

cSBcntial. The second can be cutoff easily. Tocutoffthethird, we can use the 

foUowint;hcuristics. 

• De~nc repla.ceability between syntactic categories. A tree X can be re. 

placeable with a\1'1.'1.' Y,ifthesyntactic category of the root node of X is 

replaceable with thesyntacticcategoryofthe rootnodeofY. 

• lftwotrcesa:rereplaceable,thesystem producesonlyareplacecommand. 

For example, suppose that we define the replaceablility between syntactic calc. 

gories as follow6. 

I. EachsyntacticcaltlgoryiBreplaceablewiththe5ameone. 

2. The category pron(pronoun) is replaceable with the category n(noun). 

3. The category det(detcrminer) is replaceable with the category adj(adjedivc). 

Then, the system d~ not produce the matching expression 

[et,[d,d],[a,et,[e13]]] 

because the syntactic category n of the root node of the treed is replaceable 

with the syntactic category n of the root node of the tree e13. 

The modified program is shown in Appendix A. This program is for English 

word·dependency trees. The system has another program \Q decompose Japanese 

word.dependency trees. In comparison of Japanese word.dependency trees, the 

ordcrofsubtT<"csisnotimportant. 
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4.4.2 Trans£er 

In the transfer step, the system replaces every 1D in a source matching expression 

with its co!Tesponding ID. For example, 

SME.•[al,[r,a3,[•13]J) 

TME • [j1,[r,j5,(j15])) 

4.4.3 Composition 

In the composition step, the system composes a target word-dependency tree 

according loa target matching expres.oion. For e~ample, 

TME • [j1,[r,jS,[j15]]] 

TVD • [[:R'.i,vl. 
[[tt,p], 

(({,t,proD]]], 

[[t.p], 

((;$;:,D], 

[(J\:,aUJ:], 

((ti..~.Wll], 

((W<,vl, 

((IC'?iro'C,p], 

((I!BUtffl,D])]]]]]]] 

This step is divided into two sub-steps; the main composing step and validity 

checlcing. In the main composing step, there is no ambi!"ity with one exception: 

becauseana.dd-comma.nd (a,<ID>,<IIE>]specifi.,.onlytheparentnodc(<ID>)lo 

a.dd the tree (<liE>), there are some choices in composing English word-dependency 

trecs.lnthisstep,allpossibilitiesa:regenerated. 

Validity of the composed word-dependency trees are checked u>ing syntactic 

categories. Validityischeekedineveryparent-childrenunit. For example, in the 

above target word-dependency tree, 

[v,[p,p]], [p,{pron]], (p,[nJJ, (n,(au:d], .. 
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are checked. Aunitiavalidifthereisaunitwhichhasthesamecategorypattern 

in thedatab ...... A word-dept'ndency treeiova.lid if all parent-children unilllare 

valid. 

4.5 Score of Translation 

To select the best translation out of all candidates generated by the system, we 

introduce the score of a translation. It is defined based on the score of the matching 

expression, because the matchinge~p,......ion determines the translation output. 

The scores of the source matching expression and the target matching expression 

are calculated separately. 

4.5.1 Score of Translation Unit 

First, we wiD define the score of a tranola.tion unit. The score of a translation 

unitthouldrellectthecorre<:tne&~ofthetranolationunit. Whichtranolationunit 

i• better? The two main fa<:toTII are: 

I. A larger translation unit is better. 

2. A translation unit in a matching upre1111ion is a fragment of a source (or 

target) word-dependency tree, and also a fragment of a translation example. 

There are two environments of a translation unit; in a source (or target) tree 

and in a translation example. The more similar these two environments are, 

thebettertberesultis. 

To calculate I, we define the size of a translation unit (TU). 

~i~e(TU) "' ~the number of nodes in TU" (4.1) 

To calculate 2, we need a measul"<! of the similarity between two environments 

of a translation unit, i.e. the extcrnaloimilarity. To estimate the e:o;ternal similar· 

ity,wcrestrict these environments as follows. In the simplest case, the n:slricted 

emoironmenlof a translation unit consists of the nodes only a single link away from 

a node of the translation unit. If the cor,..,sponding nodes a"' the same in the two 
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Figure 4.5: Restricted Environments or TU 

environments, those environments are extended one more ~nk outside. Figure 4.5 

iUustralea the ""'tricted environments ora translation unit. External similarity 

is estimated aa the best matching or the two ""'tricted environments. To find the 

best matching, we first determine the correspondences between nodes in the two 

restriete<lenvironments. Somenodi'Sbaveoeveralcandidatesrorcorrespondence. 

For example, n7 corresponds with either m6 or m7 • In this case, we seled the most 

similar node. To do this, we auumc that similarity values between nodes (words) 

are defin...J as numeric values between 0 and I in athesa.urus,eKplained in the 

next subsection. When the best match is round, we can calculate the matching 

!'Dint between two environments, mpoini(TU, W D). 

mpoinr(TU, W D) = 

::::~:~: r~t::::~·~::i~~:7nt::';:: b:::r::t:~~~:~ (4.2) 

This value is used as a measure or similarity between two environments. 

Finally, we define the score of a translation unit, ~cor~(TU, W D). 

~cor~(TU, W D) = ~ize(TU) x (siu(TU) + mpoint(TU, WD)) (4.3) 



For example, we assume that the foUowing •imilarity valu~ are de~ned in a 

thesaurus. 2 

•v-•i•([Dooll,n],[nottbooll,n] ,0.60). 

•v_aia([Duy,,.],[read,'l"] ,0.00). 

jv_aia([*,n) ,[/- ~ ,n],0.70). 

jv_aU.([.5,vJ,[Iittr,v],0.08). 

4.6.2 Score of Matching Expression 

The score of a matching expression is d~fined as follows. 

For example, 

[el,[r,a3,[•13J] 

[jl,[r,j5,(j15ll 

Score of Translation 

Finally, we define the score of a translation as follows. 

~c,.,.e(SWD,SM E,TME,TWD) = 

min(~c<•re(SM E,SWD),3<t>rt(TM E, TW D)) (4.5) 

For example, the score of the lranslation in the previous section is 0.613. 

0Th<0< oimilarily va.loeo are colcolal«< b~ rhe molhod d...:nbed S«tion t.5.4 



4.5.4 Thesaurus: Similarity Between Words 

Similarity between words is calculated b~d on thesaurus codes ofnistin11 the. 

n.uri. "Word Lis/ &, Semanlie Principle (WLSPJ"'INLRI) is used for Japanese 

and "Longman Uriron of Conlemporary Eng/W. (LLCEJ"'IMcArthur 81) is uoed 

for English. The use of WLSP was described in Sedion 3.5.2. 

In LLCE, each entry word has a the!Miurus code. For example, word 'apple' 

has 'AlSO'. LLCE ha:s three level in the hierarchy. For example, 'AlSO' is in the 

foUowingpO&ition. 

A Life and Living Things 

AUO - 158 Plants Generally 

Al60 KindsofFruits 

Werepresenttbisas3 

a,ISO,!SO 

The following notation is used for a thesaurus code of a English word w,: 

LLCE(w,) = < z,,, z;,2, z,,:~ > (~.6) 

For example, 

LLCE(apph) = <a, ISO, 150 > (4.7) 

The method for caluculating the similarity based on WLSP, which was de· 

scribed in Section 3.5.2, is applicable to calculating the similarity based on LLCE. 

Although, we have to define another 'm/4 - ~imilnrilv table' for LLCE's code, 

beuuse the length (the number of symbols or ligures) of a LLCE's code is different 

from the one of a WLSP's code. The table is shown in Table 4.1. 

4.6 Examples 

The English verb "tat" corresponds to some Japanese verbs, e.g. uA~~ nand 

~l!tTn. Forenmple, 

'Th~ O<CO~d l~•ol;, d<S<rib<d by tho otuti .. DUmbo" of lhe &ro•p 
'Th~ •aluc ml;, tho umber of malchin&trmbola of tho lh<M•r•• rndes, "bicb ,.. .. drhod 
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I m/ (umberofm•~>:kioiOYmboltoft•"""~'""<:Ode) I exad match I 
0 I tl 21 3 (same words) 

lsimilarityl o.ool o.tol 0.601 0.9611.oo I 

Table 4.1: Similarity B....OO on Engliob Theoauruo Code 

(4-15) Themaneatsvegeta.blea. 

(4-16) llt:tUt:flt". 

Figure 4.6 shows the prepared transla.tion database, and Figure 4.7 shows the 

thesaurus. And Figures 4.8 and 4.9 show outputs by MBT2. MBT2 chooses 'A" 
-<6 'for 'he eats potatOI!s' and' •-t' for 'sulphuric acid eats iron'. These are 

correct outpull. 

4. 7 Discussion 

The tranefer mechanism of MBT2 can be characterized using the two terms: 

example-b.......! transferaad parallelnon-deotructivetransfer. 

E~mpk-l>tutd lm~fe~meana that it works by uaiog examples directly, whereas 

traditional rule-baud lmruferworks by using rules. In other words, example-based 

tranofer works using best-match reasoning, whereas rule-based transfer works US· 

ing CKil.d-matcb reasoning. An example-based transfer has two major advantages. 

Fint, we do not need 1.o acquire rules: we can easily construct and upgrade the 

system by adding several translation examples l.othe database. Second, thesys 

tern can produce high quality tranalations, because it sees as wide a scope a.s 

p06Sible in a sentence, and uses the best combination of translation units. 

The term ptJmUel non.dufrucli""' fmn.sfer was introduced by Watanabe 

[Watanabe 90]. Pamlkl ~ means that the whole input structure io rewritten by 

one application of rules, and non.dufrucliiiC means that the input structure is 



o(t,·• ....... unsou.bl ... "). 

j(t,•At.tltllt:*""6• •). 

oocl(l,(t,( ... t,Y], 

[2,(au,ll], 

[l,(a,du]]], 

[4,(Y•S•tabh,..:]]]). 

Jd(1,[1,[*""6,.110, 
[2,($,11JR], 

[3,(A,:gii0Jl, 

[4,Ct,IIJIIO. 

(S,[IJJI,:gllitJ)]]). 
clin(t,[(I,I],[3,2),[S,4)]). 

o(2,"1cicl.ut.aot.o.l."), 

j(2,"MUdtll't. "). 

nd(2,(1,(oet,Y], 

(2,[ae>d,l>]], 

[3,[ooot.oJ.,Il]]]), 

j-.!(2,(t,(f!H",.IIO, 

(2,[6=,11110, 

C3.ra,:gll0n, 

(4,[t,.QI/IO, 

(S,[d,:gii!'J)]]), 
eliot(2,[[1,t],[3,2),(S,3]]), 

o(l,"hlitup>ntou."). 

J(l,"lltt.tl:1'6=~rot.6=H't.::. "l. 

ncl(3,[1,[liko,o), 

[2,[ho,proaJ], 

[3,[potuo,l>]]]). 

joclU,[t,[tf!f.t,l'ftll(l, 

[2,(6=,.QIIIIIO, 

[3,({1t,ft:gllitl]], 

[4,(t,IIJ.MJ, 

clin(3,((1,1),(3,2],[5,3]]) 

o(4,"Sulphuicaciclioduserouo."). 

j(4,"Dtt.Gatt. •J. 
oM(4,[t,[b.o,o], 

[2,[add,D], 

(l,[oulplluic,adjJl), 

[4,[du&•rouo,adj]])), 

JH(t,(t,(Mf.t.JIJWWJJ[J, 

[3,(Q,:g"]]]]). 

cliot(4,((1,1],(3,2])). 

o(S,"Ironiothaonuutulanal."). 

j(S,"It.U.t.'frM.tdt.::. "). 
nd(S,[l,[bo,o], 

[2,[1r,..,al], 

[3,[oonal,a], 

[4,[U.o,clotll, 

[6,[111otul,adjl, 

(&,(.on,ado))])]), 

jod(S,(I,[fo::,.QII.,IID, 

[2,(6=,.QI/IID, 

(3,[1t..fiii!J]], 

ca,c•t..IIIIIJ)]])). 
cliot(S,((I,I],[3,2],[4,3],[6,5],[&,8))). 

rigure4.6: Translation DatabaR 
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••-•ia{(ho,pron],[au,,pron],O.OOOOOO). 

••-•ia((ho,pron],[ocid.,n],O.OOOOOO). 

n_oia((poht~,n],(YOSOUblo,ll],O.tOOOOO). 

n_oi•([pouto,nl,C.otal,ll],o.oooooo). 

n_oia([iron,n),(us•tabh,n],O.OOOOOO). 

n_oia([iron,nl,C.otal,a),o.eooooo). 

jo_oia((l*,ft~IIIJ,(A.~I(I,0.200000). 

J•-•ia(Ctl:.ft~llll.CM,~JIJ,o.o2oOOO). 

J•-•t.<CB. ~IIIJ.CA, :tllll ,0.020000). 
jo_oia((B, ~llll,C.. ~M],O.etJOOOO). 

jo_oia([l,;~j:,..f.,:tJIIJ,(If ... :tJIJ,0.2<10000). 

J•-•ia([l,;~j:"'f,· :tiiiJ,[d, :tJIJ ,0.080000). 

J•-oi•([J<,:tiiiJ,(If ... f!IIIJ,0.080000). 
jo_oia([ll,:tiJIIJJ,[d,:tiiiJ,0,700000). 

Figurc4.7: Thesaurus 

never destroyed during a transfer process. Watanabe's Rule Combination Trans­

fer (RCT) and MBT2 are parallel non-des1.ructive 1.ransfers. In contrast, almost all 

transfer models are sequential destructive transfers. Grade (Nasao and Tsujii 86] 

is a typical example of this: a part of the input &tructur<: is destructively rewritten 

and this process is continued until all parts are rewritten. One of the problems 

of sequential destructive transfer systems is that they produce a data structure 

that holds features and grammatical relations of both source and target language 

in the course of the transfer process. This makes the transfer process very com­

plicated. In contrast, since a parallel non-destructive transfer does not produce 

such a data structure, we can intuitively undu&land the transfer process. L<:t's 

consider how the system produce a translation output. A parallel non-destructive 

uansfersystemcan producenotonlytheoutput but also an explanation why the 

system produces the output: the explanation is a combination of rules in RCT 

or a matching expression (i.e. a combination of translation units) in MDT2. If 

the system produces an incorrect translation output, we can easily find out the 

wrong rules or translation units. On the other hand, in a destructive sequential 
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oooTru.dUi<>ASOIII"GO Ooo 

[[Mt,1"l, 

((bo,pr<>All, 

[[potuo,bll] 

oooTruolo.tionluulh ooo 

lo. 1 (Scou=0.3444) 

((Jit,~li!J. 

rrll.~.~m. 

[[1::,11/IIIJ, 

S"E• (o.LI,(r,o.l.2,[o_3_2]], 

[r,o_1_4,(o.3.3])) 

(Seou ~ 0.3«4) 

111£ • (j.LI,(r,j.L3,[j.3.3]], 

[r,j_L6,(j.3.6]]] 

lo.2 (Scoro•O.l333) 

CCll-t.e~. 
([Jit,I!JJIJ, 

mr.tt~llllll, 

SIIE•(o_2_1,[r,o.2_2,[o_3_2]], 

[r,o.:U,(o.3.3]]] 

(Scou • 0.3333) 

TIIE•[j_2_1,[r,j.2.3,(j.3.3]], 

(r,j_LS,(J_LS]]] 

(Seoro=O.S320) 

Figure 4.8: Output for ~11~ ~a/s JX>Ia/oes" 
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[[-t,Y], 

([ac:icl.,..:], 

[(nlphlll"ic,acl.j]ll, 

((iroa,..:J]] 

•••TTuol&tioahoultoUo 

lo. 1 (Seon •0.4750) 

([lt"t •• llltl. 
((j:,WJIIIJ. 

(( ... £111)]], 

(("t,.ll1111(], 

SIIB•(o_2_1,(r,o_2_2,(o_4_2ll, 

(r,o_2_3,(o_B_2]]] 

(Seon•O.USO) 

TIIE•(j_2_1,(r,j_2_3,(j_4_3ll, 

{r,j_2_B,{j_B_3)]] 

(Scou•o.arn) 

Jo. 2 (Scon•0.3750) 

((t;-<C,.,fl], 

([j:,WJIII). 

[[ ... £lilt]]], 

[[~.IIJIII). 

[[a.~Mlm 

(r,o_t_t,[o_s_2]]] 

(Seon • 0.37&0) 

TIIE•[j_l_l,(r,j_1_3,()_4_3)), 

(r,j_I_S,[j_5_3])] 

(Score•0.41120) 

Fi&ure 4.9: Output ror "Sulphuric asid ,,.~;; oron" 



tra.nsfer, theeKpla.na.lioo is a. long cba.io ofa.pplica.tions of rules: it is difficult for 

ustoloca.tetbeincorrectrul,... 

MBT2 hu the above desirable characteristics. But the mecha.nism of MBT2 

is too general 1 a.nd too simple to apply practical language transfer tuks. We 

have to solve the foUowing problems. 

I. Whichrepresenta.tionohouldbeu&edforexamples? 

2. How much ioformation do we encode into exam pl..,;? 

There are several caodidates for internal representation of sentences: e.g. syn­

tactic representation, semantic representation, aod intermediate or mixed rep· 

reseotation of syntax and semaotics. MBT2 uses word-dependency trees (i.e. 

syntacticrepresenta.tion)uaninternalrepresentationofsentences.Sadleruses 

word-dependency lues in which links have oemantic labels (Sadler 89]. Theoe are 

semaotic-oriented syntactic structures? Syntax is important in representing some 

constraints. Therefore, we need to represent at leut some syntactic information. 

On the other hand, semantic information is useful for selecting the preferable 

output from some candidates. In MBT2, there is no explicit semantic informa. 

lion about sentences. Only word semantics exists, in the thesaurus. Therefore, 

MBT2 can use only syntax-oriented analogy. In order to make a system that can 

use semantics-oriented analogy, we have to give the system semantic information 

3. llowtohandlesyntactictra.nsforma.tions. 

Passive voice and relalive dause ue weU known as syntactic transformations. 

Because there is no relation between normal forms and transformational forms in 

MBT2, MBT2 cannot utilize normal forms to translate tra.noformational forms. 

Therearetwop06liiblewaystosolvethisproblem: 

0M9T":!;, a s•~••oJ mocboiom lor lr .... &tios o tree iolo ol~r '""" b....t oo pair of Lrec 
eumpl ... ltcanooedfor.,.ytuktbat~uor"'lr.,...\o-lr .. tranolormation 

'Pe...,nol caouu::L ,.;th T. Witbm 01 hit oeminu of MT l>u<d on Anolow ot ATR. K~oto. 

JopanonJulyl990. 
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• Employ transformational rules that bridge the gap between normal forms 

and transformational forms. 

• Introduce a new representation (e.t;. a semantic representation) on which 

transformations are not important in the matching process. 

4. Appropriate grain size of translation units. 

It is not practical to store all translation units in translation e~a.mples into the 

database. Large translation units can produce better translations, but they have 

little chance to be used. In contrMt,small translation units have much greater 

chance to be used, but they produce literal translations. We have to determine 

an appropri.,te grain size oftr.,nslation units to be stored. 

::.. Computation problem. 

MBT2 needs a great deal of comput.,tion. In order to overcome this disadvantage, 

we need parallel computation. 

4.8 Summary 

In this chapter, the author has discussed "'n implement.,tion of a fully cnmple. 

based transfer system. An critical problem in the implement.,tion is how to utilize 

more th"""' one transl:llion enmple to tra.nsl .. te one sentence. The author b .... 

shown a solution for it in MBT2. The major results are: 

• The matching expression, which represents how to combine some translation 

fragments,isintroducOO. Thism'loltesit possible to utilize more than one 

translationeKamples. 

• A translation mechanism, which produces some translation candidates, is 

introduced. This mechanism tr.,nslates a sentence via two matching expres· 

sion; i.e. a source matching expression and a target matching e~pression. 

• Thescoreoftranslationisintroduced. Itcandeterminethebesttranslation 

output out of some translation candidates. 



4.8. SUMMAilY 

• The prop06ed framework, MBT2, ha~~ the following advantat;e: 

-We can easily construct and upgrade the system by adding several 

translation examples into the database, becauoe the system u&l'i exam· 

plesdirectly,notrules. 

- MBT2 can produce high quality translation, bPC:auoe MBT2 sees "" 

widea~~ascopeaspossibleinasenl<!nceandusesthebl'Stcombinalion 

oftranslationunits. 

- MBT2 can produce not only a translation output but also the expla­

nation why it produced the output. 

• MBT2 is too general and naive to apply to real transfer tasks. We have 

toaddresstheissuesof: represeftlationlevcl,grammaticaltransformations, 

grain size of translation units, and computation problem. 

MBT2 is the first prototype example-based transfer S)'SI<!m: it docs not include 

parsing and generation. llowever,generation is not serious, because the system 

can ea~~ily generate a ta:rget sentence bycoUeding nodes 1n a word-dependency 

tree. And parsing will be implemented using a modified version of MBT2's mech­

anism. We can modify the system to find a source matching expression satisfying 

thewordorderconstraintofthegiveninputwordsequence[Sato9t[. 

Thenextstepo[resea:rchforexample-basedtranslationistoconstructamodel 

[orpa:rallel(distributed)example-basedtranslation. In example-based transla­

tion, theknowledgesourceisdistributed into individual translation examples or 

translation units; i.e. each translation example or unit is an agent for transla­

tion. A translation process wiU be implemented as a cooperative problem solving 

processbysuchagents[Sato91). 



Chapter 5 

Discussion 

5.1 The Rule-Based Approach versus the Example­

Based Approach 

Before lhe Ezarnpk-Based Approo"il (EBA) was proposed, the Rule-But:d Ap­

proo"h (RBA) was the only appro...:h to constructing expert systems Like machine 

translation systems. The major characteristic of RBA is use of M<les. A typical 

rule-based systemconsistsofasetofrules (if A, do B) and an inference engine, 

whichinvoke&theappropriaterulee forachievingaspeciliedgoaJand then exe­

cutes them. Theproce6Sofacquiringrulesiscalled lmowledgeacqui.sili.:lnorr"llle 

acqui.tilion. Automatic acquisition of rules from examples is called learning or ruk 

leoming,andamodu]etodothistaskiscalledaleomingengine. Figur,.:>.l(a) 

shows the basic diagram of RBA including the rule learning prDCI!88. 

On the other hand, the major characuristie of EBA is the direct use of t%<1Jll• 

pies; no use of rules. A typical example-based system consists of a set ofeKamples 

(input-outputpairs)andaninferenceengine,which retrieves the appropriate ex· 

amples for achieving a specified goal and then adapts them. There is neither 

explicit knowledge acquisition processnora!earningenginein EDA,butthesys. 

tcmcanlearninthesensethatitcanhandlefornovclinputs. f'igure~.J(b)shows 

theba.sicdiagramofEDA. 

In this section, we wiD compare these two approaches from the viewpoint of 
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Examples 

Learning Engine 

Inference Engine 

{a) Rule-Based Approach (b) £):ample-Based Approach 

Figure 5.1: Buic Diagrams of Rule-Based Approa.ch and Example-Based Ap­

proach 

learning, and try to clarify thedill'erence. 

5.1.1 Explieit or Implicit Generalization 

In RBA, learning is equivalent to the automatic generation of rules from examples. 

In atypicalrule-basedsystem,rulesareacquired in the following steps. 

I. A setofe~amplesis given. 

2. Mah a set of instance rules from the set of examples. An instance rule is 

either the &arne :;u; an e~ample or a simple transformation of an e~ample. 

3. The learning engine genero/i:es a set of ru]~ from the set of instanee rules. 

Obtained rules are more genera.! than instance rules, and the size of the 

learned set of rules is much smaller than the size of the set of instance rules. 

The key operation of rule learning is generalization: it relaxes the app~eability 

condition of a rule, and extends the coverage. Generalization in rule learning is 

done with change of the description of a rule, because the applicability condition of 

aruleisexplidtlyrepresentedontherule.lnotherwords,aruleisanintermediate 



CIIAPTER 5. DISCUSSION 

( A Set of EJ,:amples ) 

II Noorsimpletransforma.tion 

ASetoflnsta.nteRules (La.rgesize) 

A Set of Rules 

Inference Engine 

~Change of description 

(Small size) 

(a) Ru]e.Based Approach 

A Set of Elcamples ) 

A SetoflnstanceRules 

Generalization 

~ Changcofinterpritation 

Inference Engine 

(b) Examp]e.based Approach 

Figure 5.2; Explicit and lnplkit Generalization 
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representation which holds a result of a genera.li~ation. The use of rules makes 

the inference engine simple: it works with euct matching (Figure S.2(a)). 

Generalization is done also in example-based reasoning, but it is done im· 

plicitly: i.e. without char~ge of description. It is done as par~ of ~he matching 

process by the inference engine, which adapts the best matched example to the 

giveninpnt. lnotherword•,generalizationofanexampleisdonewithchar~geof 

interpretation (Figure5.2(b)}. 

S. 1.2 Exact Match versus Best Match 

The use of exact match versus best match in interpretation is one of the major 

di/Terences between RBA ar~d EBA. 

In exact matching, the interpreter determines whether the condition of the 

rule matches the given input or not: the output of the matching is '!(match)' or 

'O(not match)'. The description for conditions of rules usually has some variables. 

These vuiables have also explicit boundaries lO match or no~. Roughly speaking, 

the input space is divided into some subspaces bye~plidt boundaries. Individual 

subspacesarecoverageofindividualrules,ar~dtheirbounda.riesa.reexplicitly 

described on the individual rulea. (Figure5.3(a)) 

In best match, the interpreter first computes how well each e~ample matches 

the given input: the output of the matching is a numerical value between 'O(not 

match)' ar~d '!(exact match)'. Then the interpreter adapts the bed matched 

example to the given input. In the sense that the system detennines an example 

toadapt,eachexampleappliestoasubsetofthespaceofpossibleinput.s. Dutits 

boundary is implicit: howlargeasubspaceanexamplecoversisnotrepresented 

on the individual example, it depends on the whole exa.mples in the database 

(Figure5.3(b)). 

This difference leads lO the difference of efficiency on learning and taskexe. 

cution. In RBA, the efficiency of execution is relatively good, but the efficiency 

oflearningisnotrogood.In theincrementallearningprocess,thesystem has to 

char~ge some e:<isting rules in order to cover a new given example, and it needs 

much computation. In contrast, the efficiency of learning is very good in EBA: the 

system just stores a new given example in the database in the incremental learning 



ExadMa.tch 

• Outputofma.tching: {0,1} 

• Explicit boundaries 

• Movement of boundaries with 

cha.nf1eofdescriptionaofrules 
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BestMa.tcb 

• Output of matching: [O,II 

• Implicit boundaries 

• Automatic movement of bound­

ariesbyaddingneweKa.mples 

Figure !'..3: Exad Match vs Best Match 

ln thi• figure, o mc:eno a pooitive example and ~ meeno a n"gative nample. 
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process. The boundaries of cover"Ce of individual examples move automatically. 

5.1.3 Rule Learning 88 Compilation of Similarity into Rules 

What is it in EBA that corresponds to "'"' /eoming? 

Cue 1: Guide information for generaliution is civen 

In some c.....,., guide information or bias for generalizing rules is given to the 

system. Typical guide informa..tion is a generalization tree or conceptual hierarchy. 

In thiscase,thediagramofrulelearningisthefoUowing. 

Examples+ Generalization Tree+ lleurislk => Rules (5.1) 

What information does the generalization tree bring to the system? From the 

viewpoint of EBA, it is some kind of similarity measure. In typical generalization 

trees, mother-daughter relations represent tS-a relations between concepts, and 

sister relations represent similarity relations between concepts. We can easily 

define the distance between concepts on the generalization tree. 

This discuooion brings us the fact that we can construct example-based ru. 

soning system with the combination of examples and a. generalization tree. Now, 

we can dearly find out what is rule learning: it is compilation of similarity or 

distance measure into rules. Although a given set of examples is independent of 

a generalization tree, the learned set of rules is no\ independent of the general. 

ization tree. Typically,thegeneralizationtreebecomesthehierarchyofvariahles 

which are used for describing the ules. 

Case :l: Guide information for generalization is not given 

In another case, guide infonnation for generalizing rules is not given to the system. 

Ta.kumall falls under this case. The diagram of this case is the following. 

Examples+ lleuristic => Rules (5.2) 

Thio learning process can be divided into the following two steps. 

Example• + IJeurislk I => Generalization Tree (5.3) 
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Examples+ Generalization Tree+ Heuristic 2 '* Rules (5.4) 

In th1!$1! diagruns, Heuristic I is used to calculate similarity. In short, the 

similarity or distance on the task domain is not given in the ease. Only general 

heuristic tocalculatesimilarityordistanceisgiven. The system first calculates 

thesimilarityordistaneeontheglventaskdomain,andsecondcompilesitinto 

rules. 

5.1.4 Discussion 

Both rule learning and exampl.,.based reasoning extract the same information 

from the exunpleo given. The major difference is whether it is representM it 

a explicitly with a symbol description or not. Now, we have reached the ~nal 

que~~tion: lo it ea.sy or nsefulto describe such information explicitly a.s symbol 

descriptions? 

The ease of this depends on the tuk domain. It is ea.sy in arti~cial domains; 

e.g. mathematics. These domains consist of dearly defined concepts and clear 

relations between concepts, therefore we can find the regularity on them and 

conshuct the theory for them. But it is difficult on natural domains; e.g. language 

translation. Thesedomainshavenoclcarly de~nedconceptsand no clear relations 

between concepts, therefore it is very difficult forusto~nd the regularity on them 

andconstructthetheoryforthem. 

We introduce two terms, slrenglh of regulorily and alnltr11clion kllf11, to distin. 

guish domains. In some domains, there are a few principles which cover the whole 

domain, and few exceptions. In other domains, there are no principles which cover 

the whole domain, and many individual rules or exceptions. We call the former 

domain one with slron9 regularily, and the latter domain one with weak rtgulaMiy. 

The strength of regularity also depends an abstraction level. Abstraction is 

done to the direction in which regularity becomes stronger. The purpose is to 

find the major principles or regularities over the domain by ignoring unimportant 

details. From this viewpoint, abstraction is to make explanations for phenomena 

in the domain. 

An importance advantage o/ dl'Scribing the regularity explicitly is to make 

ea.sy for human to understand it. We have worked to capture the regularity 
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Figure5.4: Executing and Understanding 

of phenomena. and to describe them by a. few rules under the name of sd~n~. 

Fromthioviewpoint,togiveupdescribingregula.ritiesexplicitly istogiveup the 

scientific approach. From the viewpoint of software engineering, however, if we 

can constructannecutorforthetaskwithout rcpresentinga.bstractions,itis 

useful. The task executor need not always usecxpUdtly represented rules. For 

example,doesbumanbeinguseexplicitlyrepresentedforalltasksinthebrain? 

BMedonthediscussion,thea.uthordra.wsthedia.gra.minFigureS.4. To make 

explicitrulesisdonebythemetainUrpreter: itisa.eonsciousprocesswhichserves 

to understand phenomena and to make explanations. On the other hand, task 

executionisdoneasan unconscious process. Theyareindependentofea.chother. 

The author thinks that traditional rule learning roughly corresponds to the 

former. This explains why rule learning does not succeed well in natural domains. 

Rule learning may be powerful in the domains which have strong r~ula.rity, but 

is not powerful for domains which have weak reguluity. Example-based reason· 

inl!l is better suited to such domains. The author concludes that cxa.mple-bilSed 

rea.soningismorepromisingmethodthanrulelearningforconstructingmachine 

translation systems. 

TableS.! showsasummaryofthissection. 



I Approuh I Rule-Baaed I E.ample-Bued 

I Generalrea~ura 
' Explid~ learning 
I E1plic>~ rules llmpliei~ ru].., 

, !mph<>~ loarmng 

karning 

Input Examples Examples 

Main engine (Organintionoruamples) 

Purpoeo Mahuplanation 

Method Compile •irnilarity Sto,..nampl.., 

rul ... 
Ou\pu~ .... 
Efficienq High 

T"" eo .... ioulearning Unconociooal~arning 

ln\.orpreler 

Knowlod8•"""'"" Examplea(+Simil.,,ty) 

Effideney High Lovr (on tradi~K>nal .. quen-

tialm,.,hine) 

Table 5.1: Summary: The Rule-Based Approath vs the Example-Based Approach 



5.2 Example-Based Tr-anslation Family 

In theprevioussection,thea.uthorconcludedthattheexample-ba5edapprouhis 

more promisinc tha.n the rule-based approuh for constructing muhine truslation 

systems. Two example-based tra.nslation systems, MBTI and MllT2, have been 

presented, and some other example-ba5ed tra.nslation systems hue been proposed 

by other researeherl. They form the Ezompk-008ed Trunsl<llion Fomi/y, a.nd can 

be divided into three groups: TraMotion Aid Sy~tcms, Word Selection Systems, 

and Full Trun.olotion Sysl~s. In this section, we discuss each of them and clarify 

the current status and the future direction. 

5.2.1 Translation Aid Sy&teme 

The Rrst group in the example-based tra.nslation family is Translation Aid Sys. 

/ems: theyacetoolstoassisthuman translators. Supposethatwehaveto trans­

late some sentences or some texts. If we ca.n obla.in similar sentences or texts a.nd 

their translations which ca.n be a reference to the sentence or text weare going 

to tra.nslate, we ca.n easily tra.nsla.te new sentences by editing them. Figure 5.5 

shows the basic configurationofuexarnple-based truslation aid system. !tis a. 

kind of retrieval system: thetaskofthesystem istoretrievetext.ssimilartothe 

textsgivenbytheuser. 

There ace some vuiations in the size of the text. The smallest si2e of the text 

is a word. In thisease,thesystemisa.standardrelrievalsystem fora dictionary 

between two languages. But in case the text is a. phrase or a. sentence, we need 

a ftexible retrieval system, because the given input may not ex...:tly match any 

entries in the database. The aystem has to retrieve most similar entry to the given 

input. 

ETOC (Sumita. & Tsutsumi 88] is the first implemented system in this group. 

An entry (example) in ETOC i• a. pair of a Japa.nese 61.'ntenee and an F:nglish 

sentence. Japanesesentencesarea.nalyzes morphologically. The retrieval mech­

anism is ba5e<l on syntax-matching driven by generalization rules. ETOC first 

analyzes the given Japa.n""" sentence morphologically. Next, ETOC retrieve. 

some sentences which match the analyzed sentence. If it succeeds, ETOC shows 
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Source Retrived 
Sentence Sentence 

Figure 5.5: Basic Configuruion of Eumple-based Transla.tion Aid System 

the sentences and theirtra.nsla.tions.lfitfa.ils,ETOCgeneralizesthesentenceby 

applying generalization rules, which typically replace some words with variables, 

and retrievessomesentenceswhich are match the generalized sentence pattern. 

Nakamura implemented another Japanese-English e~a.mple-based translation 

aid system [N. Nakamura89[. In his system, Japanese sentences are analyZ<:"d 

morphologically and conte~t words are extracted. Extracted context words from 

a sentence are used as retrieval keys for the sentence. In the retrieval phase, 

the system first extracts context words from a given input phrase or sentence. 

The best match is judged by the sire of the intene<:tion between context words 

extracted from the given input and keys of the example. 

These two approaches show that there arc two beo;t match methods: one is 

syntax-oriented best match, another is sema.ntic-oriented best ma.tch. !low to 

determine the best match seems to be an open problem. We have to study it for 

not only Japanese but also the other langu"8e. 

Another problem is the form of examples. ETOC and Nakamura's system 

store non-structured sentences. But sentences have structure. The best match 

between flat sentenees has some limitations. To overcome these limitations, we 
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Source Target 
fragment fra,;ment 

Figure 5.6: Ba!iic Configuralion of Exa.mple-balied Word S..l&tion System 

need structured sentence examples. 

BiUngual Knowledge Bank {BKB) is a database for bilingu<ll structured t~xts 

(Sadler 89). ATR is developing another structured database (Ebara et <01 90). 

These databa.ses and their retrieval systems can be used as translation aid systems. 

It oeems likely that example-based translation aid system• wiD be practically 

usable in few years. But to find some better methods for best match and for 

organizationofthedatabasearcstillopen problems . 

.5.2.2 Word Selection System 

The second group in the example-based translation family is Word Stleetion S!J8· 

lems: they perform word selection tasks or target pattern sele<:tion tasks in the 

trander pha!ie as subsystems in whole translation systems. Figure .5.6 shows the 

bil:iic configuration of an exa.mple-ba.scd word selection system. 

There are currently two systems in this group, MBTI {Chapter 3) and EBMT 

(Sumita et aJ 90). MBTI performs the word selection task in the translation be­

tween verb frame instances. EBMT sele<ts the best English translation pattern 



Source TAT&et 
Sen nee Sentence 

( ......... ) R•••••int 
Entin• 

ClfAPTER .S. DfSCUSSlON 

Figure 5.7: Basic Configuration of Full Eumple·ba.sed Translation System 

for the Japanese ~noun 1 NO n011n 2n construction. The main problem is not on 

the mechanism side, but on the application side; i.e. how to cut off a snbtask 

from the whole translation tuk and how to construct a database suited for the 

subtask. 

ATR hllllsome plans to use example. base word selection systems in its trans. 

lation system for spoken telephone dialogue ]Sumita et al 90]. How to combine 

exampl~based word selection subsystems with a traditional machine translation 

system is anew interesting problem. 

5.2.3 Full Translation System 

The third type of the example.based translation family is Full TruT181olion 

S!J$1em, which covers whole translation process. h is not fully implemented. 

MBT2 (Chapter 4) is nearest to this type, but it performs only the transfer task; 

it does not rover parsing and generation phases. Sadler presents a Uanslation 

simulation, but il is not implemented ]Sadler 89]. ATR is also studyinl!l this 

type of system ]Furuse et al90]. Figure 5.7 sho~Ws a basic configuration of a full 

exa.mple.ba.sed translation system. 
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The moot difficult problem in implementing this type or system is how to 

adaptsomesimilu tranolo.tion examples to a given source sentence and make a 

appropriatetugetsentcnce. Thisisageneralproblem in analogical reasoning. it 

is partially solved in MDT2, but we need to study more. 

The author plans to implement a system which covers the whole translation 

process jSato 91). The key technology in reali~ing it is parallel pro<:essing: i.e. 

cooperativeproblemsolvingbydistributed agent•. Jnexampl.,..based translation, 

knowledgesourceisdistributedintoindividualtranslationexamplesortranslation 

units. The author believes that example·based translation is suited for l'aralle! 

processing. This will he able to solve the computation problem or example· based 

nanslation. 



Chapter 6 

Conclusions 

Machin~ lranslation systems arc among the larg.,;t and 1nost complica\00 expert 

systems. In order to construct a machine translation system we nl'O'd to cnrod•· 

dictionaries and many rules for parsing, transfer and l!l"""'"tion. This is VN}' 

difficult and time-consuming task, and it is a serious bottle11e<:k in constructing 

and hnproving machine translation systems. There are two direction to solve this 

problem: example-based learning and cxam~tlc-bascd reasoning. This thesis has 

described both example-based lurningand example-based reasoning for mach in<> 

UaMiation. 

First, the example-based rule leaming method was investigated. Chapter 2 

describedamethodforlearningasctofrulesforlanguagetran•lationfrompositivc 

and negative examples. lA!arning language lransla.lion is categorized a.s learning lo 

ptrforrn a mu/hp/e•$/ep hl$k, which is the most difficult da.ss of machine learning 

problem. The author showed that the formalism of lronslalion grammar and its 

learning algorithm make it possible to learn language translation. The proposed 

method of learning automatically learns from positive and negative examples, and 

guarantees that the obtained translation grammar satisfies all given examples. 

The author implemented a machine learning/translation system, caUed Takuma 

11, which i& the ~rst learning system for natural language translation. Experiments 

in constructing English-Japanese translation grammars showed that the system 

can discover the correspondences of words, words groups, and phrase structures 

between two languages, and represent them in a translation grammar. However, 



this aJro showed that there a.re rome open problems precluding reill application. 

Second, example--based reasoning methods were invutigated. Example-b..sed 

reasoning frees us from the need for rule acquisition, because it directly uses 

examples in the reasoning proceso. In this framework, we can construct translation 

systems &imply by collecting tn.nslation enmples, and improve them by adding 

translation examples. 

Chapter3described the first prototype of an example-b..sed translation sys. 

tern, MBTI, which can solve the word selection problem for translation betwren 

verb frame instanees. This method consists of three componen\6: the transho.tinn 

database, the definition of metric, and the translation proccss. The tran•lati<>n 

database is the collection of translation examples. A translation example is a [>air 

of verb-frame instances. A verb frame instance is on~ verb with st'Veral nouns as 

its arguments. The metric was defined, wh>ch m~asures the 'distance' belwt."<'n a 

translation candidate and a translation example in the database. In tlo~ trans­

lation procesll, MBTI gen~rates ..Jl candidate translations. For ea<:h candidate, 

MBTI retrieves the most similar translation cxampl~ and computes the score 

of the candidate based on the above metric. MBTI uses the score to ev..Juate 

the correctnes-s of the candidate. Ml.lT! was implemented in English-Japan~se 

translation and the experiment showed how well MBTl rolves the word wlec 

lion problem. The major restriction of MBTI is that it requires a fixed-format 

database and can not manage fre-e-form data like sentences which have option..! 

elements. Still MBTI can be applicable to other subtasks in machine transla.­

tion. After MBTI was proposed, Sumita (Sumita et ill 90] applied an MBTl-like 

method to the translation of the Japanese "noun, NO( IF)) noun2w construction. 

These systems can be combined into whole machine translation systems, by serv-

ingassub-systemsforwordselection tasks. 

Chapter 4 described the second prototype of an example-b..sed translation 

ayatem, MBT2. It can transfer full sentences rep,......,nted by word-dependency 

trees. A key problem in the implementation is how to utilire more than one 

translation example for translating a source senten~e. This problem arises rrom 

the fact lhat along sentence is loo large to be matched by one translation example. 

It is & erilical problem for example..b..sed translation, and lhe author showed a 
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oolution for it in MBT2. The author introduced the representation, called the 

m<Jiching e.tpl"fui<ln, which represents the combination of fragments of translation 

exampll'S. The translation proecs6 consists of thrl'l! steps: (I) Ma.k~ the sourc~ 

matching expression from the source o;entence. (2) Transfer the sourre matching 

expressionintothetargetmatchin(llexpression. (J)Constructthetar&et..,ntence 

from the target matching expression. Thi~ mechanism generates oome candidate 

translations. To seh•c:! the best translation from them, the score of a translation 

was de~ned. The author implemented MBT2 for English-Japan""" translation 

and demonstrated its ability. Although MBT2 covers only the transfer ph,.,..., it 

can be extended to cover the whole translation proccss. The prop06<'d method will 

be used as a basic method to implement a complete example-based translation 

system. MBT2 inherits some advantages from thcuarnple-based translation i<l<'a 

itiseasytoconstructandupgradetbesystem,toproducehighqualitytranslation, 

and to produce an explanation why the system generales a translation output. 

The major disadvantage of MBT2 is that it needs a ~:real deal of computation. 

But parallel computation will overcome this problem. 

Chapter5diuussedtherelationsanddilfcrencesbetweenrule-basedapproach 

and example-based approach from the viewp-oint of learning. The major differ· 

ences are: (I) whether or not they use rules as an intermediate representation 

which holdo the results of generalization, and (2) whether they use exact match 

reasoning or best match reasoning. Rule learning corresponds to understanding or 

making explanations for some phenomena in a. task, and example-based reasoning 

corresponds to constructing a task executor. The example-based a.ppro~h seems 

more promising method than the rule-based approa.:h for constructing machine 

translation systems. Second, the example-based translation family was discussed. 

It can be divided intothr..,groups: translation aid systems, word selection sys· 

terns, and fully translation systems. Their current &latus and future prospects 

were discussed. 



Appendix A 

Program for Decomposition of 

MBT2 

ldo;o<;OIIIp(+EWO,+K£) 

dee011p((llodeiCh11dnn2],(ID1IDitL11t]) 

tranel&tabh.tne([IDI,Nod•IChildrenl]), 

dac.,.p.aub(Childnnl,Children2,ID1, 0 ,lDifLin), 

difliat.daplity(XDifLht,DitList). 

daeomp.aub([),0,_,_,0) :-!. 

!,tranal&tabh.tr ... ((PI.]), 

dacOilp.aub.add([XIRnt],P,DalLiat,DifLht). 

decOilp_aub_ad.d([],_,_,[]). 

decOIIp.eub.&d.d([XIRnt],P,DelLiat,[[a,P,IIE]IDitLht)) 

deeOilp_aub_add_chack_ddliat(l,D•lliat), 

decomp(X,IIE), 

d•tOIIp_aub_add(ll .. t,P,DdLiat,DitLiat). 
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diC.OIIIp.allb.add_cbaclt_ddliet(_, 0). 

dec..,.p.lllb.add.chack_ddliet( [llodeZI.l, [llodall_]) 

node.uplac.u.bh(llodal,llodeZ),!,fail. 

decomp.lllb.add.chaclt.ddliat(I,LIY)) :­

decomp.eub.add_checlt_delliet(I,Y). 

decOllp.aub([IIRaet),ChildrenZ,P,DilLiet,DifLilt) 

dacoap.aubZ(I ,ChildrenZ,P ,DelLiat,DifLiatl,XDdLiat ,CZ), 

daCOIIp.aub(Reat,CZ,P,XDdLiat,DifLiltZ), 

appand(DifLint,DifLhtZ,DifLin). 

deCOIIp.aubZ([IDI,NodeiR.stl),ChildrenZ,P,DalLht,DifLiat,[],CZ) 

\+ trenalanbh_tne([IDll_]),!, 

dac011p_aub21([1Dl,llodeiRntt],Children2,P,DelLht,DifLiat,C2). 

dac011p.aub21([IDI,IIode1Rent),[[Node1Reat2]1Rut3],_,_, 

DifLiat,Rnt3) :-

dacOIIp_aub(Reati,RutZ,IDt,O,DitLiat). 

deC011p_eub21(X,[YIReat3],P,De1Lin,[[a,P,KE] IDifLilt] ,C2) 

diCOIIp_eub.add.chaclt.delliat(Y,DelLilt), 

dec011p(Y,M£), 

diCOIIp_eub21(X,Rnt3,P,DalLiat,DifLiat,C2). 

decomp_eubZ([ID,Nodei.],ChildnnZ,P,DelLiet,DifLiat,(],CZ) 

deCOIIp.aub.uplaca(ID,Node,ChildrenZ,P,DelLiat,DifLiat,CZ). 

decD111p.aub.uplace(ID1,Noda1,[[11ode21keatZ]IReet3],_,_, 

[[r,IDI,NE)] ,R.eot3) 

node_replaceabh(Nodet,NodeZ), 

dac011p((Node21Rut2],KE). 

decOIIp.aub.replace(IDt,X,[YIZ],P,DalLiet,[[a,P,KE]IDifLiat],A) 



trllDIIlatable.tree([PI_]), 

dec•p.eub.eclcLclr.eck.dtlliat(Y,Dtl!.iet), 

clacOIIp.aub.repltce(IDI,I,Z,P,DelLilt,Dit!.ht,J.). 

clecomp.aub2( (ID,IocleL],Chilclren2,_ ,DelLi at, [ [d,IDll, 

[locleiDelLiat],Chilclren2). 

nocle.npllcnbh( L ,Cetl), L ,Cat2)) 

cat.replaceabh(Catl,Cat2). 

cat.replaceabla(X,X) :-!. 

cat.replacaabh(I,Y) :• 

cat_rap.clata(I,Y),!. 

cat_raplacaabh(I,Y) 

cat.rep.clata(Y,I). 

cat.rep.clata(n,pron). 

cat.rap.clata(aclj,dat). 

clifliat.aimplify(0,(]). 

difliat.ai~~plify([[r,IDI,[IDIIDit!.iat]]l!taat),llaiiDitLht) 

ditl1et.eilllplify(Rtet,DitL1et2), 

appanci(DifL1et,DUL1at2,NavDitLiat). 

ditliat.aimplity([IIRnt],[IIRtet2]) 

ditliat.lilllplity(Raat,Rnt2). 
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