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Abstract

In this thesis, we present our study on loading of Yb$^+$ ions produced by photoionization into a radio frequency (RF) trap. Yb$^+$ is one of the attractive ion species for use in optical frequency standards and quantum information processing. Photoionization is recently applied as a method of loading of ions into the ion trap, because it has some advantages such as high efficiency and isotope-selectivity. Photoionization loading of Yb$^+$ ions has been already used in several studies. However, a detailed investigation of the loading has not been conducted so far. We measure the loading rate by using the electric resonance detection of the secular motion of the trapped Yb$^+$ ions. They are cooled with a helium buffer gas. Unlike the measurement using the ions trapped with help of laser cooling, we remove the effect of the cooling efficiency from the loading rate owing to high efficiency of buffer-gas cooling. From the electric resonance signal, one can estimate the number of trapped ions. We can determine the loading cross section by using the estimated ion number. The loading cross section enables us to compare the results with those obtained in other systems.

Before we measure the loading rate, we improve the method of number estimation from the electric resonance signal, and we prepare light sources for photoionization. As the improvement of the number estimation, we decrease the uncertainty in the number estimation to be approximately 10% even in the presence of anharmonicity, when the relative signal height is smaller than 0.3. This is essential because the anharmonicity accompanies the usual trap design and causes a hysteresis in the electric resonance signal.

For the light source, we obtain the results not only useful for our investigation of the loading rate but also applicable to other studies using various atoms and ions. We need to develop a single-frequency and continuously frequency tunable light source at 399 nm, with which the $^1S_0 - ^1P_1$ transition in Yb atoms is driven as the first-excitation of the photoionization, in order to use the light source in a future application of the
isotope-selective loading. The radiation that we first developed is second-harmonics of a continuous-wave (CW) titanium-sapphire-laser radiation. In order to enhance the conversion efficiency in second harmonic generation of the CW laser that usually has small output power, a nonlinear crystal that generates second harmonics is placed in the external cavity. When an antireflection-coated normal-cut nonlinear crystal is used in an external cavity, a small residual reflection at the crystal facets causes a round-trip loss and prevents the realization of a large fundamental enhancement. This problem is eliminated when the reflected beams at the crystal facets are subject to constructive interference. We demonstrate that the temperature tuning of a $\beta$-BaB$_2$O$_4$ crystal is effective to realize constructive interference at any wavelength. The radiation that we secondly developed is that of an extended-cavity laser diode (ECLD) using a high-power ultraviolet diode chip that is very recently available. We achieve a single-frequency oscillation even at the maximum operation power of the chip, when the cavity length of the ECLD is shortened. A precise frequency tuning is required for the isotope-selective loading using the isotope shifts in the transition used as the first excitation of photoionization. We demonstrate a simple method to detect minor isotope lines in a saturated absorption spectrum by absorption filtering of major isotope lines. We investigate this method for the spectroscopy of the $^1S_0 - ^1P_1$ transition in Yb by controlling the density of Yb atoms by varying the discharge current of a hollow cathode lamp. We selectively detect the lines of the useful isotope of 171 and of the isotope of the smallest natural abundance of 168.

As the main study of this thesis, we investigate the photoionization loading into a RF trap, in particular, the loading rate by two-color and one-color photoionizations and the effect of the charge exchange collision on the isotope-selective loading. In two-color photoionization, where the first-excitation laser drives the $^1S_0 - ^1P_1$ transition in the Yb atom and the second one ionizes the atom from the $^1P_1$ state, we measure the dependence of the second-excitation wavelength. That the loading rate is at its highest by the excitation of the ionization potential. A similar loading rate is observed at the second-laser wavelength around 369.5 nm, which is the wavelength for the cooling transition of Yb$^+$. Thus we quantitatively confirm that the cooling laser of Yb$^+$ is a good substitute for the second-excitation laser. The excitation of the Yb atoms in the Rydberg states is detected by the enhancement of the loading rate. By irradiation with only the first-excitation laser, i.e., in one-color excitation, Yb$^+$ is produced at a rate three orders of magnitude
smaller than that in two-color excitation of the ionization potential, as the non-resonant two-photon absorption from the $^1P_1$ state is the dominant process. Using the number estimation method that we improve, we determine the number loading rate. And then, we estimate the loading cross section to be $40(15)$ Mb for the two-color excitation of the ionization potential. Because we improve the uncertainty in the number estimation, the uncertainty in the loading cross section is limited by those in the estimations of other parameters such as the density of Yb atoms. Because the ionization region is smaller than the trap region and an efficient buffer-gas cooling is combined, our method could be a useful one for measurement of the rate and cross section of photoionization. We also measure the charge-exchange rate between Yb$^+$ and Yb atoms from the oven by using two enriched isotopes. We discuss its effect on isotope-selective photoionization loading by using the rates of the photoionization loading and the charge exchange that we estimate. We conclude that the charge exchange is a significant factor in limiting the number of target isotope ions that are purely isotope-selectively loaded, only for the target isotope of its abundance smaller than 0.1%, i.e., the rarest isotope of 168 in the natural isotope mixture, in our photoionization scheme of Yb. The loading duration is required to be much smaller than the inverse of the charge exchange rate.
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Chapter 1

Introduction

1.1 Background

Ion trap technique is one of the methods to provide reference frequencies used in optical frequency standards. Confinement of atoms within the order of the wavelength, i.e., the Lamb-Dicke regime, eliminates the first-order Doppler shift. Applying laser cooling to the trapped ions enables us to achieve the Lamb-Dicke confinement of the optical wavelength. A fractional frequency instability of the optical frequency standard is expected to be improved by a factor of $10^4$, from that of the frequency standard at present, defined in microwave by the transition between the hyperfine structures of the ground state in cesium. In single-ion optical clocks, an uncertainty of the order of $10^{-18}$ in the frequency is predicted and has been demonstrated very recently [1], because they are insensitive to the perturbations which shift the transition frequencies. Singly ionized ytterbium ion (Yb$^+$) is one of the suitable ion species for use in optical frequency standards [2, 3], and is also applied to a qubit in quantum information processing [4]. Yb$^+$ has energy levels like alkali-metal atoms. The partial energy diagram is shown in Fig. 1.1. The transition used for laser cooling and optical detection is the $^2S_{1/2} - ^2P_{1/2}$ transition at 370nm. In order to continue the cooling cycle, the $^2D_{3/2} - ^3D[3/2]_{1/2}$ transition at 935nm is driven to deplete the $^2D_{3/2}$ metastable state. The odd isotopes of Yb$^+$ have magnetic sublevels of $m_F = 0$ which have no first-order Zeeman shift. Therefore, the transitions between $m_F = 0$ and $m'_F = 0$ are suitable as clock transitions. The odd isotopes have an disadvantage that they have hyperfine structures and a scheme of laser cooling is more complicated than that for
the even isotopes that have no hyperfine structures. In the odd isotopes of Yb\(^+\), \(^{171}\)Yb\(^+\) is the most attractive because it has relatively simple hyperfine structures because of the nuclear spin of 1/2. The natural abundances of the stable isotopes of Yb are shown in Table 1.1 [5].

In the ion trap technique, loading ions into the trap is required as the first step. The trapped ions are usually loaded through ionization of neutral atoms inside the trap region. Electron-impact ionization is conventionally used for this purpose. Recently, photoionization has been widely used because it offers the following advantages [6–10]: (i) It is free from electrons, which stick on insulators supporting the trap electrodes and thus generate stray DC fields that enlarge the micromotion. (ii) It has higher ionization efficiency than electron impact ionization. This enables us to decrease the density of neutral atoms to be ionized, thus, suppressing the generation of a patch potential between the electrode surface and the neutral atoms deposited on it. This patch potential also enlarges the micromotion. (iii) Photoionization offers isotope-selective loading through the isotope shifts in the intermediate states. (iv) Finally, it also leads to fluorescence of trapped ions during the loading process. This enables us to load ions one by one.

In the photoionization loading of Yb\(^+\), the \(^{1}\)S\(_0\)–\(^{1}\)P\(_1\) transition at 399 nm in Yb atoms is used as the first excitation and the isotope selection. The energy diagram of Yb for
the photoionization conducted in this thesis is shown in Fig. 1.2. In the first report of the photoionization loading of Yb$^+$ [11], only the radiation at 399 nm was used. We refer to this photoionization as one-color photoionization in this thesis. Subsequently, two-color photoionization was reported, where simultaneous irradiation with light at 370 nm, which drives the $^2S_{1/2}-^2P_{1/2}$ cooling transition in Yb$^+$, increased loading efficiency by a factor of 10 [10]. Although two-color photoionization has been used in subsequent research and a loading cross section was roughly estimated [12], the photoionization loading of Yb$^+$ has not been quantitatively investigated thus far. The purpose of this study is to conduct quantitative measurements of the loading rate of Yb$^+$ loaded through photoionization. We compare various loading conditions, and discuss the ionization scheme of one-color photoionization and the effect of the charge exchange collision on isotope-selective loading, which have not been clarified so far.

1.2 Purpose of present study and outline of this thesis

In order to conduct quantitative measurement of the loading rate of Yb$^+$ produced by photoionization, we use the electric resonance detection of the secular motion of the trapped ions. For this purpose, we stored a large number of ions with buffer-gas cooling. In the electric resonance detection method, the excitation of the secular motion of the trapped ions is detected by using a probe radio frequency (RF) field. This method is advantageous for quantitative investigations of the loading rate in two ways: (i) One
can determine the number of trapped ions from the electric resonance signal [13], which enables us to estimate the loading cross section. In a previous study [14], the electric resonance was used for measurement of electron-impact ionization cross sections of helium in a somewhat different way from ours; in that study, the ion density was estimated from the shift in the secular frequency by the space charge of trapped ions. (ii) No radiation is required for detecting trapped ions. The latter advantage is particularly useful in the case of Yb\(^+\). When Yb\(^+\) is irradiated with resonant light in the presence of buffer gases, Yb\(^+\) is pumped to the \(^{2}\)F\(_{7/2}\) metastable state [15,16] and has a loss in the excited state because of molecular formation with background gases [17]. In ultra high vacuum, these problems are eliminated. However, laser cooling is required to observe trapped Yb\(^+\). The fluorescence intensity is not only proportional to the number of Yb\(^+\) ions but also depends on the translational energy of Yb\(^+\), which is a function of laser detuning and of the total number of trapped ions. Even when the loading rate can be determined from the step increase in the fluorescence caused by one-by-one loading, it may be influenced by the cooling efficiency, which depends on the detuning and intensity of the cooling laser.

We also investigate the charge exchange process between the trapped Yb\(^+\) ions and the Yb atoms from the oven. This is one of the possible causes that limit the number of ions that have been purely isotope-selective loaded [8]. We discuss the effect of the charge exchange collision using the measured rates of loading and charge exchange. Charge exchange cross section or rate coefficients of the collisions between Yb\(^+\) and Yb have been

Fig. 1.2 Partial energy level of neutral Yb for photoionization scheme. I.P., ionization potential.
theoretically estimated in a large energy range [18] and experimentally determined in the semiclassical regime [19]. Measurement of a charge exchange cross section using electric resonance detection was reported in [20].

The following is the outline of this thesis. Before we investigate the photoionization loading of Yb$^+$ in detail, we improve the number estimation using the electric resonance detection and prepare light sources to be used for photoionization.

Chapter 2

In this chapter, we first describe the principles of the RF trap and the electric resonance detection method. One can determine the number of trapped ions by using the electric resonance signal. The product of the signal height and width is in proportion to the ion number. However, when the trap potential has an anharmonicity, which accompanies the trap ordinarily designed, the signal is distorted and an uncertainty in the number estimation is much increased. We found a method to avoid the problem of the anharmonicity in order to compare the relative loading rate with various conditions. Then, we decrease the uncertainty in the number estimation even in presence of the anharmonicity. This enables us to determine the number loading rate required for estimation of the loading cross section. We shortly describe the collective oscillation of trapped ions. This is used for measurement of the charge exchange rate.

Chapter 3

In this chapter, we describe the light sources that we developed for photoionization of Yb atoms. In order to photoionize Yb atoms, two light sources are required, i.e., one is used for driving the $^1S_0 - ^1P_1$ transition at 399 nm, the other is for ionizing the Yb atoms in the $^1P_1$ state. A continuous-wave (CW), single-frequency, and continuous frequency-tunable laser is desirable as a light source for driving the $^1S_0 - ^1P_1$ transition. This enables us to conduct isotope-selective loading by using the isotope shift in the transition. In the course of development of the light sources, we obtain three results that can be widely applied to other systems. First, we found a method to maximize the fundamental enhancement factor of an external cavity, where a nonlinear crystal generating second-harmonics is placed, when a loss by a small residual reflection at anti-reflection coated facet is not negligible small. The external cavity technique is widely used to increase conversion efficiency when one conducts second-harmonic generation (SHG) of a CW laser which is
usually low output power. Second, we found how to realize single-frequency oscillation in an extended-cavity laser diode (ECLD) using a high-power ultra violet diode chip recently developed, even when the diode chip is operated at the maximum output. Third, we found a simple method to detect minor isotope lines in a saturated absorption (SA) spectrum by absorption filtering of major isotope lines. SA is one of the technique used in Doppler-free high-resolution spectroscopy and is applied for the detection of the transitions in atoms and molecules used to obtain reference frequencies.

Chapter 4

This chapter is devoted to describe the results of the main purpose of this thesis described above. We compare the loading rate with various ionization condition, i.e., the dependence of the second-excitation wavelength, the ionization through the Rydberg state, and investigations to clarify the mechanism of one-color photoionization. We measure the loading cross section by using the number of trapped ions estimated from the electric resonance signal by using the improved method described in Chap. 2. We measure charge exchange rate by using enriched $^{171}\text{Yb}$ and $^{174}\text{Yb}$ as a source of Yb atoms. We discuss the effect of the charge exchange collision on isotope-selective photoionization loading.

Chapter 5

We summarize this study with comments for future prospect.
Chapter 2

Principle of RF Ion Traps

In this chapter, we summarize the principle of trapping of charged particles in the RF trap. Then, we describe the method of detecting the trapped charged particles by the electric resonance method. Using the electric resonance signal, one can determine the number of trapped charged particles. In the trap ordinarily designed, the motions of the trapped charged particles have anharmonicity. The anharmonicity distorts the signals and degrades the uncertainty in the number estimation. We develop the number estimation method to be useful even in the presence of anharmonicity. We demonstrate the improved number estimation method with an RF trap used for investigations of photoionization loading. We determine the conversion factor from the relative signal height of the electric resonance signal to the ion number. This conversion factor is required for conversion of the relative loading rate to the number loading rate, from which the loading cross section is estimated. Finally, we briefly describe the collective oscillation, used in the measurement of the charge exchange rate described in Sec. 4.5.

2.1 RF Ion Trap

We use a conventional RF ion trap. The electrodes of the RF trap are composed of two endcap and one ring electrode which surfaces are hyperboloid of revolution as show in Fig. 2.1. An RF driving voltage $V_{ac} \cos \Omega t$ on which a dc electric voltage $V_{dc}$ is superimposed is applied between the endcap and the ring electrodes. The trajectory of a trapped ion is governed by the Mathieu equation: 

$$\frac{d^2 u_i}{d \tau^2} + (a_i - 2q_i \cos 2\tau) u_i = 0$$
Fig. 2.1 Stability diagram of Mathieu equation. The parameters of $a_z$ and $q_z$ in shaded area satisfy the condition where the charged particle is stably confined in three dimensions.

$(i = r, z)$, where Mathieu parameters $a_i$ and $q_i$ are respectively deduced to be

$$a_z = -2a_r = \frac{-8eV_{dc}}{mr_0^2\Omega^2}$$

(2.1)

and

$$q_z = -2q_r = \frac{4eV_{ac}}{mr_0^2\Omega^2},$$

(2.2)

where $e$ and $m$ are respectively the charge and mass of the trapped ion. The relationship $r_0^2 = 2z_0^2$ is selected as a conventional trap design, where $r_0$ is the minimum inner radius of the ring electrode and $z_0$ is the minimum half distance between the two endcap electrodes. The stability diagram of the Mathieu parameters $a_z$ and $q_z$ are show in Fig. 2.1. The secular frequencies of trapped ions, $\omega_i$, are given by

$$\omega_i = \frac{\beta_i\Omega}{2},$$

(2.3)
where \( \beta_i \approx (a_i + q_i^2/2)^{1/2} \). The depths of the pseudopotential well in the \( r \)- and \( z \)-direction, \( eD_r \) and \( eD_z \) are respectively given by

\[
eD_r = \frac{m\Omega^2}{8} \beta_r^2 r_0^2
\]

and

\[
eD_z = \frac{m\Omega^2}{8} \beta_z^2 z_0^2.
\]

### 2.2 Electric Resonance Detection Method

The secular motion of the trapped ions is excited by a probe RF electric field, when the frequency of the probe is in agreement with the secular frequency. One can determine the absolute or relative number of trapped ions from this resonance signal. The block diagram of the electric resonance detection is shown in Fig. 2.2. The probe RF current source, composed of an RF voltage source with an output of \( V_0 \cos \omega t \) and a high resistance \( R_I \), is connected between the endcap electrodes to excite the secular motion of the trapped ions in the axial- or \( z \)-direction. The series resonance circuit resonant at \( \Omega \) and the parallel resonance circuit resonant at \( \omega \) are also connected between the endcap electrodes to fix the electrodes to the same electric potential at \( \Omega \) and DC, respectively. The amplitude at \( \omega \) between the endcap electrodes is measured using the following electronics composed of a high-input-impedance amplifier, a filter to remove the component at \( \Omega \), and a rectifier.

To detect the resonance signal, the probe frequency or the secular frequency of trapped ions are swept. By the probe-frequency sweep, one can determine the absolute number of trapped ions \( N \) from the following equation [13]:

\[
N = Y_{\text{max}} \Delta \omega \left( \frac{4mz_0^2}{\Gamma^2 e^2} \right) \left( \frac{1}{R_f} + G_0 \right) \frac{1}{b},
\]

where the relative signal height \( Y_{\text{max}} \) is defined as \( Y_{\text{max}} = (V_{10} - V_1)/V_{10} \); here \( V_{10} \) and \( V_1 \) are the values of the voltage between the parallel resonance circuit at \( \omega \) when the ions are removed and trapped, respectively. \( \Delta \omega \) is the full width at half maximum of the relative absorption signal in angular frequency, \( b = [(2 - 1.5Y_{\text{max}})/(2 - 0.5Y_{\text{max}})]^{1/2} \), \( \Gamma \) is a compensation factor for the fact that the endcap electrodes are not parallel plates [13],
and $G_0$ is the conductance of the parallel resonance circuit without trapped ions. The electric resonance detection can be applied to any type of traps in order to estimate $N$, although a large number of trapped ions, e.g., $10^4$ ions in our setup, is required in the case of the trap related to the RF trap. The value of $\Gamma$ depends on the electrode shape and the ratio between the translational energy of trapped ions and the trap potential [13].

To sweep the secular frequency of trapped ions, the sweep of $V_{dc}$ is widely used because of its convenience. The equation to determine $N$ from the signal detected by the $V_{dc}$-sweep is not known. However, one can employ the signal obtained by the $V_{dc}$-sweep for comparing the relative number of trapped ions [21].

2.2.1 Anharmonic oscillation

In the usual trap setup, the signal is distorted by an anharmonicity, which causes a hysteresis and a shift of the resonance frequency. Figure 2.3 shows a sample of the anharmonic electric resonance signal detected with our setup through the probe-frequency

---

**Fig. 2.2** Schematic diagram of the experimental setup for electric resonance detection of trapped ions in radiofrequency (RF) trap. When the secular frequency of trapped ions $\omega_z$ equals the probe frequency $\omega$, the trapped ions absorb the probe energy and an absorption signal is observed. The series resonance circuit removes the component at the frequency $\Omega$ of the RF driving voltage.
sweep with two sweep directions, i.e., from low to high frequency and its reverse direction. The anharmonicity is caused by the fact that the electrodes are not infinitely extended hyperboloids of revolution [22] and is modified by the space charge of trapped ions when the number of trapped ions is large [23]. When the trap electrodes are symmetric along the trap axis and the plane at \( z = 0 \), the truncated trap electrode generates an octupole potential that induces the anharmonicity. The axial or radial secular frequency is proportional to the square of the amplitude of the secular motion, which is expressed by a Duffing equation. Even when the signal has this anharmonicity, the signal height detected by the sweep direction of the larger signal is the same as that in the case of no anharmonicity [22]. In the case of no anharmonicity, increase in the signal height grows smaller as the number of trapped ions increases, while the product of the signal height and width still proportionally increases as shown in Eq. (2.6). However, when the number of trapped ions is small and \( Y_{\text{max}} \) is smaller than 0.2, \( Y_{\text{max}} \) is proportional to the number of trapped ions. Even when \( Y_{\text{max}} \) is 0.3, a deviation from the proportional increase to the

Fig. 2.3  Sample of electric resonance signal with anharmonicity detected by probe-frequency sweep. We show a relative signal height \( Y \), i.e., difference in the parallel resonance curve in the cases with and without trapped ions. The arrows indicate the scanning directions of the probe frequency. The parameters of the electric resonance detection are given in Sec. 2.2.1. The solid line denotes a fitting curve expressed by Eq. (2.7). The best fitting values of \( \Delta \omega \) and \( \xi \) are shown in the figure.
ion number is approximately 10%. This is proved by comparison between \( Y_{\text{max}} \) and the product of \( Y_{\text{max}} \) and \( \Delta \omega \), performed by numerical calculation, irrespective of the probe frequency sweep or \( V_{\text{dc}} \) sweep \([13, 21, 24]\). Therefore, when \( Y_{\text{max}} \) is smaller than 0.3, it is possible to compare the relative number of trapped ions using only \( Y_{\text{max}} \) detected by the sweep direction of the larger signal even in the presence of the anharmonicity. This characteristic enables us to determine the relative loading rate by using \( Y_{\text{max}} \), because the relative loading rate is estimated at the start of loading where the number of ions is approximately zero, as we later describe in Sec. 4.1.

If we can measure the conversion factor from the \( Y_{\text{max}} \) detected by \( V_{\text{dc}} \) sweep to \( N \) even in the presence of anharmonicity, we will be able to convert the relative loading rate to the number loading rate, from which we can estimate the loading cross section. In the case of no anharmonicity, the measurement of the conversion factor is easily accomplished by detecting the signals to the same number of ions both by the \( V_{\text{dc}} \)-sweep and the probe-frequency sweep. We determine \( N \) from the signal by the probe-frequency sweep by using Eq. (2.6), and thus obtain the conversion factor \( N/Y_{\text{max}} \). However, when an anharmonicity is present, the signal width of the sweep direction of the larger signal is wider than \( \Delta \omega \). Therefore, we need to estimate the value of \( \Delta \omega \) from the anharmonic signal in order to determine \( N \) using Eq. (2.6).

With the above mentioned anharmonicity, the secular frequency varies in proportion to the square of the amplitude of the secular motion \([22]\). In the electric resonance signal, the current induced by the secular motion can be detected. The amplitude of the signal is proportional to the velocity and, hence, to the amplitude of the secular motion. Therefore, the shift of the secular frequency can be described to be in proportion to the square of the relative signal height \( Y \) of the electric resonance signal, i.e., \( \omega_z(Y) = (1 + \alpha Y^2)\omega_{z0} \), as we introduce a factor of proportionality \( \alpha \), where \( \omega_{z0} \) is the secular frequency in the absence of anharmonicity. The shape of the electric resonance signal by the probe-frequency sweep can be approximately expressed as a Lorentz profile in the case of no anharmonicity because the quality factor of the signal is high. Subsequently, we approximate the profile of the anharmonic signal by introducing the dependence on the square of the signal amplitude to the secular frequency;

\[
\frac{Y}{Y_{\text{max}}} = \left[ 1 + 4 \left( \frac{\omega - \omega_{z0}}{\Delta \omega} - \frac{\xi Y^2}{Y_{\text{max}}^2} \right)^2 \right]^{-1}, \tag{2.7}
\]
where $\xi$ is a dimensionless parameter introduced to express the dependence of $\omega_z$ on the square of the signal amplitude. The relation between $\alpha$ and $\xi$ is shown as $\xi = \alpha(\omega_{z0}/\Delta\omega)Y_{max}^2$. By fitting the electric resonance signals detected by the two sweep directions to Eq. (2.7), we estimate the value of $\Delta\omega$ and then determine $N$ from Eq. (2.6) even in presence of the anharmonicity.

We demonstrate the improved number estimation method using an RF ion trap used for investigations of photoionization loading, and determined the conversion factor $N/Y_{max}$.

### 2.2.2 Experimental setup

The ion trap used has $r_0$ of 17.0 mm and $z_0$ of 12.0 mm. The AC driving voltage has an amplitude of $V_{ac} = 250\, \text{V}$ and a frequency of $\Omega/2\pi = 300\, \text{kHz}$. The axial secular frequency of trapped $^{174}\text{Yb}^+$, $\omega_z/2\pi$, is approximately 53 kHz. The trap potential in $z$- and $r$-direction are 15 eV and 11 eV, respectively, calculated from Eqs. (2.4) and (2.5). One of the endcap electrodes is made of a mesh. The ring electrode has four holes in the $z = 0$ plain, arranged at 90 degrees to each other. These allow us to introduce laser beams. Two ovens are used for producing Yb vapor; one oven contains an enriched isotope $^{174}\text{Yb}$ while the other contains $^{171}\text{Yb}$. The abundances of the enriched 174 and 171 sources are 98.97% and 90.6%, respectively. We use the $^{174}\text{Yb}$ oven except that we notify the use of $^{171}\text{Yb}$ oven. The background pressure of the vacuum chamber where the ion trap apparatus is placed is $3 \times 10^{-7}\, \text{Pa}$. We introduce helium gas having a pressure of $5.3 \times 10^{-5}\, \text{Pa}$ as a buffer gas for cooling of trapped ions. The lifetime of trapped $^{174}\text{Yb}^+$ ions is over $10^4\, \text{s}$.

The parameters of the electric resonance detection are as follows: $V_0 = 3\, \text{mV}$, $R_t = 2\, \text{M}\Omega$, and $G_0 = 3 \times 10^{-7}\, \text{S}$. Because the translational energy of the buffer gas cooled Yb$^+$ ions, which is supposed to be approximately 1200 K [25], is much smaller than the trap potential and the ions are located around the center of the trap, $\Gamma$ is approximately 1 [13]. The sweep rate of $V_{dc}$ and probe frequency $\omega/2\pi$ are set to be 50 mV/s and 50 Hz/s, respectively. These are sufficiently slow in order to prevent ringing of the signal [24].

### 2.2.3 Results

We determine the conversion factor $N/Y_{max}$, as described in Sec.2.2, for $Y_{max} \leq 0.3$. For the sample shown in Fig. 2.3, we determine $\Delta\omega/2\pi$ and $\xi$ to be 8.6(4) Hz and $-6.6(5)$,
respectively, by fitting Eq. (2.7) to the signals for probe-frequency sweep in two directions. Accordingly, we estimate $N/Y_{\text{max}}$ for eight samples between $Y_{\text{max}} = 0.1$ and 0.3 as shown in Fig.2.4, and average these values to determine $N/Y_{\text{max}}$ to be $2.7(3) \times 10^5$. The uncertainty is caused by the fitting error and the small deviation of $Y_{\text{max}}$ from the proportional increase to $N$ as described in Sec. 2.2.1.

### 2.3 Collective oscillation

When the ions having similar, but not the same, charge-to-mass ratios are simultaneously trapped, a collective oscillation is observed, i.e., the ion cloud moves as one particle [26]. This results in a single resonance in the electric resonance signal; the resonance frequency depends on the ratio of the number of each ion. In the case of two singly charged ion species, the resonance frequency corresponds to that of the equivalent mass $m_0 = [(N_1 m_1 + N_2 m_2)m_1 m_2/(N_1 m_2 + N_2 m_1)]^{1/2}$ [27]. One can estimate the ratio of the two ion species from the resonance frequency. If we prepare two pure isotopes of atoms,
2.4 Summary

In this chapter, we summarize the principles of the techniques used in this work, i.e., the RF trap and the electric resonance detection. In the electric resonance detection, one detects the frequency of the secular motion of trapped ions. We focus on two characteristics of the secular motion; one is the anharmonic oscillation, the other is the collective oscillation. The anharmonicity accompanies the trap ordinarily designed, and degrades the uncertainty in estimation of the number of trapped ions using the electric resonance signal. We develop the number estimation method in order to improve the uncertainty even in the presence of anharmonicity. We determine the conversion factor $N/Y_{\text{max}}$ with an uncertainty of 10% when $Y_{\text{max}} \leq 0.3$. This enables us to convert to the $Y_{\text{max}}$ loading rate to the number loading rate used for determination of the loading cross section.

The collective oscillation is used for measurement of the ratio of the isotopes of trapped ions. We will apply this to the measurement of the charge exchange rate as described in Sec. 4.5.
Chapter 3

Light Sources for Photoionization of Yb

In this chapter, we describe the light sources for ionizing Yb atoms. As we describe in Chap. 1, the photoionization scheme that we mainly investigate is the two-color excitation, where the \(^1S_0-\(^1P_1\) transition in Yb atoms at 399 nm is driven as the first-excitation and Yb atoms in the \(^1P_1\) state are ionized by the second-excitation laser. For the investigations, we need a light source at 399 nm and another one for ionizing Yb atoms in the \(^1P_1\) state.

For the light source at 399 nm, a single-frequency continuous-wave (CW) tunable light source is desirable because this enables us to conduct isotope-selective loading by using the isotope shifts in the \(^1S_0-\(^1P_1\) transitions. We develop two light sources which satisfy the requirement. One is a frequency-doubled titanium-sapphire laser (Ti:S) and the other is an extended cavity laser diode (ECLD).

The conversion efficiency of the second-harmonic generation (SHG) of CW radiation in a nonlinear crystal is usually small. In order to enhance it, the nonlinear crystal is placed in an external cavity. We find a problem when we maximize the enhancement factor, and demonstrate a solution to it, as shown in Sec. 3.2. Recently, diode lasers in the ultraviolet region are available. We can realize a compact tunable single-frequency light source by constructing an ECLD using one of those diode chips. We develop an ECLD at 399 nm using a high-output power diode chip which is very recently available. We describe the development in detail in Sec. 3.3 because the performance of the ECLD composed of a high-output power ultraviolet diode chip is not known. We also use other three ECLDs with low-power ultraviolet diode chips of different center wavelengths for the second excitation laser, although they are out of the scope of this thesis.
After we prepare the light sources, we next need to conduct frequency tuning of them. For the light source at 399 nm, a precise tuning is required for isotope-selective loading. Saturated absorption (SA) is one of the techniques used in high-resolution spectroscopy and is applied for the detection of the transitions in atoms and molecules used to obtain reference frequencies. Even after employing SA, isotope shifts and hyperfine structures are sometimes incompletely resolved, and these unresolved lines contain signals of target isotopes required for subsequent investigations. We demonstrate a simple method to detect minor isotope lines in SA by absorption filtering of major isotope lines. We investigate this method for the spectroscopy of the $^1S_0 - ^1P_1$ transition in Yb at 399 nm by controlling the density of Yb atoms by varying the discharge current of a hollow cathode lamp.

3.1 Second Harmonic Generation of Titanium Sapphire Laser with External Cavity Technique

The light source for driving the $^1S_0 - ^1P_1$ transition at 399 nm, which we first developed, is a frequency-doubled Ti:S laser. In order to generate CW ultraviolet light, SHG in nonlinear crystals has long been used. To increase the SH power, a nonlinear crystal is placed in an external cavity to enhance the fundamental power because of the low power of the beam from the CW laser [28]. Brewster-cut crystals [29,30] or antireflection (AR)-coated normal-cut crystals [31] are used as a nonlinear crystal in the external cavity. The former has the advantages that no loss is imposed by surface reflection and that the astigmatism and coma introduced at the Brewster-cut facets are compensated by the folding angle of the concave mirrors to focus the beam in the crystal [32]. The latter is also widely used because it is easier to align the ring cavity and the aberrations are small provided the folding angle is small.

When the finesse of an external cavity is sufficiently high to obtain a large fundamental enhancement factor, the enhancement factor, as described in the following section, is greatly affected by the round-trip loss. The small residual reflection at the crystal facets is one of the main causes of this loss when a normal-cut crystal is used, even though the crystal facets are AR-coated. The reflected beams from the two facets of the normal-cut crystal are subjected to interference, i.e., the crystal acts as an intracavity etalon. This
shows that the loss imposed by the residual reflection at the crystal facets is eliminated when the reflected beams at the two facets are subjected to constructive interference. This technique is based on the theory of coupled cavity. Simultaneously, the interference causes the wavelength dependence of the enhancement factor, and the enhancement factor changes over long-time or day-to-day operation.

In this section, we discuss the effect of the small residual reflection at the crystal facets on the enhancement factor and the wavelength dependence on the enhancement factor. To achieve constructive interference, i.e., the maximum enhancement factor at any wavelength, we demonstrate that temperature tuning is effective in our system containing a normal-cut \( \beta \)-BaB\(_2\)O\(_4\) (BBO) crystal as a nonlinear crystal in an external cavity.

### 3.1.1 Effect of round-trip loss on enhancement factor

The fundamental enhancement factor \( A \) is described by

\[
A = \frac{1 - R}{(1 - \sqrt{RV})^2},
\]

where \( R \) is the input mirror reflectivity and the loss factor \( V \) is defined as \( V = 1 - L \), where \( L \) is the fraction of the round-trip loss [28]. The linewidth of the fundamental laser is assumed to be narrower than the resonance width of the external cavity. Figure 3.1 shows the enhancement factor \( A \) as a function of the input mirror reflectivity for various values of \( V \). When the impedance matching condition, i.e., \( R = V \), is satisfied, the maximum enhancement factor \( A_{\text{max}} = 1/(1 - R) \) is achieved. Figure 3.2 depicts the Eq. (3.1) to clarify the dependence of the enhancement factor \( A \) on \( V \) with the reflectivity of the input mirror \( R \) as a parameter. When \( R \) is high, a small difference in the intracavity loss markedly changes the enhancement factor. For example, for an external cavity with an input mirror of \( R = 0.99 \) and a fraction of round-trip loss of \( L = 0.008 \), one obtains \( A = 125 \). An increase in \( L \) of only 0.002, i.e., to 0.01, results in a decrease in \( A \) to 100. On the other hand, when \( R = 0.95 \), an increase in \( L \) of 0.002 only decreases \( A \) from 59 to 55. In addition, the SH power is proportional to the square of the enhancement factor. To achieve a high SH power by realizing a high enhancement factor using a high-reflectivity input mirror, it is therefore essential to minimize the loss in the external cavity.
Fig. 3.1 Calculated enhancement factor $A$ as a function of the input mirror reflectivity $R$ with the loss factor $V$ as a parameter, where $V = 1 - L$ as $L$ is the fraction of the round-trip loss. When the impedance matching condition, i.e., $R = V$ is satisfied, $A$ is maximized for a given value of $V$. The thin line shows the maximum enhancement factor as a function of $R$. The two dots indicate the maximum and the minimum enhancement factor observed in our setup.

**Effect of AR-coated facets of normal-cut nonlinear crystal**

When one uses an AR-coated normal-cut nonlinear crystal in the external cavity, the residual reflection at the crystal facets is one possible loss factor. However, it is possible to eliminate the loss imposed by the residual reflection when the reflected beams from the two facets are subjected to constructive interference, i.e., the intracavity etalon composed of the residual reflection at the two crystal facets is resonant. The longitudinal mode spacing or free spectral range of a Fabry-Perot cavity in terms of wavelength $\Delta \lambda$ is given by

$$|\Delta \lambda| = \frac{\lambda^2}{2nl},$$  \hspace{1cm} (3.2)

where $\lambda$ is the wavelength in vacuum, $l$ is the distance between mirrors, and $n$ is the refractive index of the material. We estimate $\Delta \lambda$ in our setup (see Sec. 3.1.2), which contains a 10-mm-long BBO crystal, to be 0.019 nm for a fundamental wavelength of $\lambda = 798$ nm, where $n = 1.66$ for ordinary light at 798 nm obtained from Sellmeier’s
Fig. 3.2 Calculated enhancement factor $A$ as a function of the loss factor $V$ defined as $V = 1 - L$, where $L$ is the fraction of the round-trip loss. When the reflectivity of the input mirror $R$ is high ($> 0.98$), the enhancement factor is strongly affected by the round-trip loss. For example, for $R = 0.990$, $A$ decreases from 125 to 100 when $L$ increases only by 0.002 from 0.008 to 0.010.

Equations described in Appendix A [33]. This shows that the enhancement factor, and hence the SH power, depends on the fundamental wavelength.

It is desirable to achieve the maximum enhancement factor at any wavelength. For this purpose, the interference caused by the residual reflection at the two crystal facets must be tuned constructively. We investigate the temperature tuning of the optical path length of the cavity formed between the facets of the BBO crystal. In the worst case, temperature tuning is required to change the destructive interference to constructive interference. To realize this, the optical path length in the crystal is tuned by a quarter wavelength, with the change of the crystal temperature $\Delta T$ given by

$$\frac{d(\alpha l)}{dT} \Delta T = (n \frac{d\alpha}{dT} + l \frac{d\alpha}{dT}) \Delta T = \frac{\lambda}{4},$$  

(3.3)

where $T$ is the temperature of the crystal. We estimate $\Delta T$ for our BBO system. The thermo-optic coefficient $dn/dT$ for ordinary light is $-16.6 \times 10^{-6}$/K [34]. The thermal expansion coefficient, $(1/l)d\alpha/dT = 28 \times 10^{-6}$/K at $\theta = 29.3^\circ$ of the phase-matching angle of our target wavelength of 798 nm, is derived from the equation $\alpha_\alpha \sin^2 \theta + \alpha_\gamma \cos^2 \theta$ [35].
and the known values of $\alpha_a$ and $\alpha_c$ of $4 \times 10^{-6}$/K and $36 \times 10^{-6}$/K, respectively \cite{34}. We find that a temperature change of 0.7 K is required to change the optical path length by $\lambda/4$, i.e., to tune the enhancement factor from the minimum to the maximum. The temperature tuning of a BBO crystal in an external cavity has also been applied to tune the resonance frequency of the external cavity to enable frequency scanning of a laser system \cite{36}.

### 3.1.2 Experimental setup

Figure 3.3 shows a schematic diagram of the experimental setup. Radiation with a wavelength of 798 nm from a single-frequency CW titanium sapphire laser (Schwartz Electro-Optics Inc., Titan-CW). Two galvoplates and a galvo-driven thin etalon synchronously rotated with the galvoplates are introduced by us to enable frequency scanning, is frequency doubled using a BBO crystal in an external cavity. The external cavity
is composed of four mirrors in a bow-tie configuration. The total cavity length is approximately 400mm, corresponding to a free spectral range of 750 MHz. The reflectivity of the input mirror \( R_{M1} \) is 0.990 ± 0.002, and those of the other mirrors \( R_{M2}, R_{M3}, \) and \( R_{M4} \) are more than 0.998 for the fundamental wavelength of 798 nm. The transmissivity of the output mirror \( M4 \) is 0.95 at 399 nm. To focus the fundamental beam in the BBO crystal, we use two concave mirrors with a curvature of 50 mm. The resonance frequency of the external cavity is locked to the frequency of the laser by controlling the cavity length using a piezotransducer (PZT) on which \( M2 \) is mounted. The frequency deviation from the cavity resonance is detected by a polarization spectroscopic method [37].

The BBO crystal is cut to \( \theta = 29.3^\circ \) to achieve Type-I phase matching to the normal incidence of the fundamental beam at 798 nm (Appendix A). The length of the crystal is 10 mm. The azimuth angle is cut to \( \phi = 0^\circ \) to maximize the nonlinear coefficient. The input and output facets are AR-coated for both fundamental and SH wavelengths. The BBO crystal is placed in a holder made of copper, which is mounted on a Peltier element. The temperature of the copper holder, measured using a thermistor, is temperature-controlled with a stability better than 0.01°C (Thorlabs Inc., TED200C). Owing to the high finesse of the external cavity, a beam reversely propagating in the cavity is built up and fed back to the laser. This prevents electronic locking of the cavity resonance to the laser frequency. To avoid optical feedback, we inserted two isolators (Isowave, I-80T-5M) with isolation above 35 dB.

### 3.1.3 Results and analysis

We measured the fundamental power built up in the external cavity and the SH power as a function of the fundamental wavelength, as shown in Fig. 3.4. We observed interference fringes in the fundamental power, and the SH power synchronously changed in proportional to the square of the fundamental power. The pitch of the fringes was measured to be 0.019 mm. This value was in agreement with that obtained in Sec. 3.1.1. Therefore, we conclude that the fringes observed in Fig. 3.4 are caused by the residual reflection at the two facets of the BBO crystal.

We estimated the enhancement factor \( \Lambda \) by measuring the finesse of the external cavity. The finesse \( F \) is determined from the input mirror reflectivity \( R \) and the round-trip loss
factor $V$ by the following equation:

$$\mathcal{F} = \frac{\pi (R V)^{1/4}}{1 - \sqrt{R V}}.$$  \hfill (3.4)

One can determine the value of $\sqrt{R V}$, and then $V$, from the finesse $\mathcal{F}$. Then, the enhancement factor $A$ can be estimated from Eq. (3.1). We measured the finesse by linearly scanning the frequency of the Ti:S laser by rotating the galvoplates inside the laser cavity. The finesse was determined to be 350 for the constructive interference and 310 for the destructive interference. From the reflectivity of the input mirror, $R_{M1} = 0.990 \pm 0.002$, the corresponding enhancement factors $A$ was estimated to be $125 \pm 25$ and $100, \pm 20$, and the ratios of the round trip loss $L$ to be $0.008, \pm 0.002$ and $0.010, \pm 0.002$, respectively. The change in $L$ shows that the residual reflectivity at the AR-coated crystal facet is approximately 0.001 for each facet.

Figure 3.5 shows the fundamental and SH powers measured by changing the crystal temperature. We again observed the same periodic change in the enhancement factor as that shown as a function of the wavelength in Fig. 3.4. The net optical path length $nl$ in the crystal changed with its temperature and a temperature tuning of 3K was required.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure3_4.png}
\caption{Dependence of SH power (solid circles) and fundamental power (open diamonds) on the fundamental wavelength. The dashed curve is a Fabry-Perot function fitted to fundamental power. The solid curve is the square of the Fabry-Perot function fitted to SH power.}
\end{figure}
Fig. 3.5 Dependence of SH power (solid circles) and fundamental power (open diamonds) on temperature of BBO crystal. The dashed curve is a Fabry-Perot function fitted to the fundamental power. The solid curve is the square of the Fabry-Perot function fitted to the SH power. The decrease due to phase-mismatching expressed as the square of the sinc function is also included in the fitting.

to change the destructive interference to constructive interference, or a half cycle of the interference fringe in Fig. 3.5. This result is different from the theoretical estimation of 0.7 K obtained in Sec. 3.1.1. The reason for the discrepancy is not yet known. Assuming that the thermooptic coefficient is correct, we estimate the value of $(1/l)dl/dT$ at 29.3° to be $14 \times 10^{-6}$ K.

When temperature-tuning the interference fringe, it is important that the phase-mismatching tolerance in SHG is much larger than the tuning temperature for each half cycle of the fringe. We define the phase-mismatching tolerance as the full width at half maximum (FWHM) of a sinc function $[\sin(\Delta kl/2)/(\Delta kl/2)]^2$, where $\Delta k$ represents the phase mismatch. From the known parameters, we calculate the phase-mismatching tolerance to be 4.8 K as the estimation conducted in [34]. However, Fig. 3.5 shows that the effect of the phase-mismatching tolerance was negligible for tuning of 3 K. The observed phase-mismatching tolerance of approximately 50 K was much larger than the estimated value of 4.8 K. The discrepancy is caused by the fact that the interaction length is shorter than the crystal length owing to the double refraction in the BBO crystal [23].
The interaction length, i.e., the aperture length, expressed as \( l_a = \frac{\pi^{1/2} \omega_0}{\rho} \) [38], was calculated to be 0.6 mm in our case, where \( \rho \) is the walk-off angle as described below and in Appendix A. The FWHM phase-mismatching tolerance, derived using \( l_a \) instead of \( l \), is 80 K. This is close to the experimental result.

We measured the day-to-day reproducibility of the SH power at a fixed wavelength for one week; we switched the setup on and off every day but the crystal temperature was continuously controlled for one week. A fluctuation of the SH power of 10% was detected, while 40% fluctuation was observed in the day-to-day operation without temperature control owing to the fluctuation of the ambient room temperature within approximately 2 °C.

When we tune the optical path length in the crystal to produce constructive interference, the reflection at the crystal facets is eliminated. Therefore, the backward beams in the external cavity, and hence the optical feedback to the laser, are minimized. We achieved electronic locking of the cavity resonance to the laser frequency using only one isolator because of the reduced optical feedback. When we changed the crystal temperature by 0.7 K from that resulting in constructive interference, we found that a second isolator was necessary for stable frequency locking. Each isolator has an insertion loss of 11%. Therefore, the removal of one isolator has the benefit of increasing the fundamental power and hence the SH power.

The method of temperature tuning to maximize the enhancement factor can be applied to an external cavity with other materials used as a nonlinear crystal. For example, with a 10 mm long normal-cut LBO crystal for SHG at 798 nm, we estimate that a temperature change of at most 0.3 K could maximize the enhancement factor according to our calculation for the BBO crystal. A different tuning method such as electronic tuning using an electrooptic effect may also be feasible.

**SH power and conversion efficiency**

The SH power generated under constructive interference is plotted in Fig. 3.6 as a function of the fundamental power. When the fundamental power in the crystal is depleted by conversion to the SH power and the absorption of the fundamental power and SH power in the crystal is negligible, the total conversion efficiency \( \gamma_{\text{total}} = \frac{P_{2\omega}}{P_\omega^2} \), where \( P_\omega \) and
$P_{2\omega}$ are fundamental power and SH power, respectively, is expressed as

$$
\gamma_{\text{total}} = \gamma_{\text{SHG}} \gamma_{\text{mm}}^2 A^2 \\
= \gamma_{\text{mm}}^2 A^2 \frac{16\pi^2}{\epsilon_0 c \lambda_{\omega}^3} \frac{d_{\text{eff}}^2 l}{n^2} h(B, \xi),
$$

(3.5)

where $\gamma_{\text{SHG}}$ is the single-path conversion efficiency; $\gamma_{\text{mm}}$ is the coupling or mode-matching efficiency of the fundamental beam to the external cavity; $d_{\text{eff}}$ is the effective nonlinear coefficient; $\epsilon_0$ is the electric constant; $c$ is the vacuum speed of light; $\lambda_{\omega}$ is the fundamental wavelength in vacuum; $n$ is the refractive index, which is the same for the fundamental and SH powers upon phase matching; $h(B, \xi)$ is the focusing function introduced by Boyd and Kleinman [38], where $B$ is the double-refraction parameter defined as $B = \rho (k_{\omega}l)^{1/2}/2$, where $\rho$ is the walk-off angle and $k_{\omega}$ is the propagation constant at the fundamental wavelength in the crystal; and $\xi$ is the focusing parameter defined as $\xi = l/b$, where $b = w_0^2 k_{\omega}$ is the confocal parameter and $w_0$ is the radius of the fundamental beam at focus.
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**Fig. 3.6** SH power and corresponding power-conversion efficiency $P_{2\omega}/P_{\omega}$ as a function of the fundamental power when the fundamental enhancement factor is maximized by temperature tuning, where $P_{\omega}$ and $P_{2\omega}$ are the fundamental and SH powers, respectively. The solid curve represents the calculated SH power assuming no depletion of the fundamental power by conversion to the SH power. The highest SH power of 125 mW was achieved at a fundamental power of 390 mW.
Our external cavity is designed so that $\xi = 1.39$. The walk-off angle $\rho$ of 68 mrad (or 3.9°) as described in Appendix A, leads to $B = 12$. Then, we estimate the value of $h$ to be 0.058. We calculate $d_{\text{eff}}$ to be 1.9 pm/V from the equation $d_{\text{eff}} = d_{31} \sin(\theta + \rho) + d_{22} \cos(\theta + \rho)$ and the known values of the coefficients $d_{31}$ and $d_{22}$ of 0.04 pm/V and 2.3 pm/V, respectively [39]. We estimate $\gamma_{\text{SHG}}$ to be $0.93 \times 10^{-4}$/W. We experimentally determined the value of $\gamma_{\text{mm}}$ to be 0.9. Finally, when we assume $R_{M1} = 0.990$, i.e., $A = 125$ for the constructive interference, we estimate $\gamma_{\text{total}}$ to be 1.2/W. This value is in good agreement with the results shown in Fig. 3.6 in the region of low power-conversion efficiency $(P_{2\omega}/P_\omega)$ of below 15%. The conversion efficiency is similar to that obtained using a Brewster-cut BBO crystal [29,30]. The discrepancy compared with the estimated conversion efficiency in the high power-conversion efficiency region of over 15% is caused by the depletion of the fundamental power by conversion to the SH power [40].
3.2 External Cavity Laser Diode

In order to realize a more compact and simple light source than the frequency-doubled Ti:S laser, we construct an ECLD with a high-power ultraviolet diode chip having a maximum output power of 100 mW (Nichia, 8C18KS). A diffraction grating having 2400 grooves/mm and a blaze wavelength of 250 nm is placed in a Littrow configuration. The first-order diffracted beam whose power is 25% of the incident power is fed back to the chip, and the zeroth-order reflection whose power is 64% of the incident power is produced as the output. The maximum power with which we achieve a single-frequency oscillation increases as the cavity length of the ECLD is shortened, as shown in Fig. 3.7. At the shortest cavity length of 14 mm, we obtain a tuning range with a single-frequency oscillation of 2 nm as shown in Fig. 3.8 and with a linewidth below 2 MHz and 20 MHz for observation times of below 1 ms and 10 ms, respectively, as shown in Fig. 3.9. The linewidth is measured by beat signals at the frequency of the second harmonic of a titanium sapphire laser. The continuous frequency-tuning range of 3 GHz is achieved by scanning the voltage applied to a PZT which controls the cavity length.

![Graph showing the relationship between extended-cavity length and maximum output power with single-frequency oscillation](image)

Fig. 3.7 Maximum output power achieved with single-frequency oscillation in ECLD with ultraviolet diode chip as a function of extended-cavity length.
Fig. 3.8 Wavelength dependence of output power at maximum operation current with single-frequency oscillation. Wavelength tuning is achieved over 2 nm at the maximum operation current by rotating the diffraction grating.
Fig. 3.9 Beat signals between ECLD and frequency-doubled Ti:S laser. Linewidth with single-frequency oscillation is obtained to be 2 MHz (upper figure) and 20 MHz (lower figure) for observation times of below 1 ms and 10 ms, respectively. The observation times are estimated from the sweep times of the RF synthesizer.
3.3 Saturated Absorption Spectroscopy of Yb Atoms in Hollow Cathode Lamp

As we described in the introduction part of this chapter, precise frequency tuning is required in the light source at 399nm, with which we drive the $^1S_0 - ^1P_1$ transition in Yb as the first-excitation for photoionization, in order to conduct isotope-selective loading. For this purpose, we detect saturated absorption (SA) signals of the transition. Saturated absorption is one of the techniques used in high-resolution spectroscopy and is applied to the detection of the transitions in atoms and molecules used to obtain reference frequencies. Even after employing SA, isotope shifts and hyperfine structures are sometimes incompletely resolved, and these unresolved lines contain signals of target isotopes required for subsequent investigations.

In this section, we describe a simple method to detect minor isotope lines in a SA spectrum by absorption filtering of major isotope lines. We investigate this method for the spectroscopy of the $^1S_0 - ^1P_1$ transition by controlling the density of Yb atoms by varying the discharge current of a hollow cathode lamp (HCL). As we described in Sec. 1.1, $^{171}$Yb$^+$ is an attractive isotope in optical frequency standards because it is insensitive to the magnetic field. The natural abundance of the isotope 171 is small and 14%. Although, we develop this method for our future application to isotope-selective loading of Yb$^+$, it can be applied to other transitions of other atoms which are intended to selectively detect the lines of their minor isotopes.

3.3.1 Principle of selective detection of minor isotope lines

We describe the principle of the selective detection. We assume that the intensity of a pump beam is greater than the saturation intensity at the entrance of the sample of atoms. As we increase the density of atoms, a significant decrease in the pump beam intensity caused by linear absorption is observed, and finally, the pump beam intensity decreases below the saturation intensity before pump beam reaches the end of the sample. Under this condition, the probe beam, which enters the sample from the opposite side, is absorbed until it reaches the saturated part of the sample, i.e., we detect the SA signal
using a probe beam with a lower intensity. On the other hand, the number of atoms that contribute to the SA signal does not increase as we further increase the density of atoms. The number of atoms that contribute to the SA signal increases at the entrance of the sample. However, the depth at which the pump beam intensity decreases below the saturation intensity is inversely proportional to the density of atoms. Therefore, when the depth at which the SA signal is generated is smaller than the sample length, the SA signal grows smaller as we further increase the density of atoms because the number of atoms that contribute to the SA signal, which is detected using the weakened probe beam by linear absorption, remains approximately constant. As we increase the density of atoms, the above phenomenon is first observed in isotopes that have a high abundance and then in isotopes that have low abundance. Therefore, we can selectively detect the SA signal of minor isotopes by adjusting the appropriate density of the atoms.

We demonstrate this in a commercially available HCL by detecting the $^1S_0-^1P_1$ transition. This transition is used for not only the loading of Yb$^+$ in an ion trap through photoionization but also the laser cooling of Yb [41]. The HCL is conveniently used to obtain the reference frequencies [42], and the density of the atoms is controlled by varying
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**Fig. 3.10** Experimental setup of SA spectroscopy. PBS, polarizing beam splitter; PD, photodiode; ISR, isolator with isolation $>40$ dB. The polarization of pump and probe lasers are tuned to be orthogonal each other by using the $\lambda/2$ plates.
the discharge current of the HCL.

3.3.2 Experimental setup and results

The experimental setup is shown in Fig. 3.10. The laser beam from the ECLD is split into a strong pump beam and a weak probe beam. The two beams are counterpropagated and overlapped in an HCL (Hamamatsu, L2783-70ANE-YB). The HCL contains a carrier gas comprising a mixture of Ar and Ne gases, which is injected into the HCL at pressures of 270 and 400 Pa. The powers of the pump and probe beams are 360 and 30 μW, respectively, at the window of the HCL. The scanning speed of the laser frequency is 15 MHz/s. To eliminate the component of linear absorption, the pump beam is chopped and the probe beam is detected at the chopping frequency by using a lock-in amplifier. The typical chopping frequency is 1170 Hz.

The SA spectra are shown in Fig. 3.11 as a function of the discharge current of the HCL. The lines of the isotopes and the hyperfine components are assigned by using the frequency intervals reported in the literature [43]. As described in Sec. 1.2, the natural abundance values of the Yb isotopes 176, 174, 173, 172, 171, 170, and 168 are 13, 32, 16, 22, 14, 3, and 0.1%, respectively. As the discharge current is increased, we first observe that all the lines grow larger in proportion to the increase in the density of Yb atoms. Above a discharge current of 2 mA, the signals of the major isotopes 172 and 174 grow smaller, whereas the signal of the minor isotope 171 becomes more distinct, as discussed above. Because the lines of the two major isotopes are located around the center of the entire absorption structure, the lines at the edge of the structure for the isotopes 176, 171, 170, and 168 remain even at a high discharge current of more than 5 mA. At a high current of more than 5 mA, the probe beam is absorbed by the lines of the isotopes 176, 171, and 170, and finally, we observe only the signal of the isotope 168, which is the rarest isotope. We can set the optimum discharge current for each isotope to detect the SA signal with the highest resolution. For example, for the isotope 171, which is used as an optical frequency standard [2, 44], the discharge current of 2.0–2.8 mA gives us the best resolution.
Fig. 3.11  Saturated absorption signals of $^1S_0-^1P_1$ transition in Yb as a function of discharge current of HCL. (a) CO, crossover resonance. S1, S2, and S3 are transitions of 173(5/2), 173(3/2), and 173(7/2), respectively [43]. The number in parentheses represents the total angular momentum of the upper state of the transitions. (b) Dependence of SA signal height on discharge current for three isotope lines shown in the figure. We plot the peak height of the detected signals as the signal height for each line without the deconvolution of the components.
3.4 Summary

In this chapter, we describe the light sources for photoionization loading of Yb\(^+\). We develop two tunable light sources at 399 nm and a precise frequency tuning method in order to realize a future application to isotope-selective loading of Yb\(^+\) by using the \(^1\)S\(_0\) – \(^1\)P\(_1\) transition in Yb as the first excitation of the two-color photoionization. Although we investigate them for our specified purpose, we obtain the results which can be more generally applied in various fields.

One of the light source at 399 nm is a frequency-doubled Ti:S laser. In order to increase the conversion efficiency to SH from radiation of a CW laser of which power is usually small, the nonlinear crystal which generates SH is placed in an external cavity. We demonstrate that the small residual surface reflection at the facets of a normal-cut nonlinear crystal markedly decreases the enhancement factor when the external cavity has high finesse. We propose that this problem is eliminated when the beams reflected at the two facets are subjected to constructive interference. We demonstrate a solution to the problem by temperature tuning of the BBO crystal used in our setup. A temperature change of at most 3 K is sufficient to achieve the maximum enhancement factor at any wavelength and this tuning range is much smaller than the phase-mismatching tolerance of the temperature.

The other is an ECLD, developed in order to simplify the light source at 399 nm. We use a high-power ultraviolet diode chip, which are very recently available. In order to realize single-frequency oscillation at the maximum output power, the cavity length shorter than 16 mm is effective.

In order to tune the lasers for driving the \(^1\)S\(_0\) – \(^1\)P\(_1\) transition as the first excitation of photoionization, we detect SA signals. We demonstrate a simple method to detect the minor isotope lines in a SA spectrum by absorption filtering of major isotope lines. By using Yb atoms in a HCL, we separately detect the SA signals of the minor isotopes of 171 and 168, which is used in an optical frequency standard and is the rarest stable isotope, respectively.
Chapter 4

Photoionization loading of Ytterbium ions

In this chapter, we describe the main results of this study, i.e., the investigations of the loading rate of Yb$^+$ ions loaded through photoionization in a RF trap. First, we summarize preparations of the investigations: In Sec. 4.1, we describe the principle of the measurement of the relative and absolute (or number) loading rate. In Sec. 4.2, we summarize the experimental setup, except for that described in detail in the previous chapters. In Sec. 4.3, we describe the measurement procedure of the loading rate.

Then, the following sections are devoted to describe the results and analysis of the photoionization loading of Yb$^+$. In Sec. 4.4, we describe the investigations of the loading rate loaded through the two-color photoionization, where the $^1S_0 - ^1P_1$ transition in Yb is driven as the first-excitation and Yb atoms in the $^1P_1$ state are ionized by irradiation with another radiation as the second-excitation. We measure the dependence of the loading rate on the second-excitation wavelength, and determined the loading cross section which is useful for comparison to other systems. We detect the Rydberg states from the enhancement of the loading rate. In Sec. 4.5, we describe the measurement of the loading rate loaded through one-color photoionization conducted by irradiation only with the first-excitation laser. We discuss the ionization process of the one-color photoionization.

Finally, we describe the investigations of the charge exchange rate between Yb$^+$ and Yb. The charge exchange is one of the factors that limit the purity of the target isotope ion in isotope-selective photoionization loading. We measure the charge exchange rate
between from the shift of the secular frequency determined from the collective oscillation
of different isotope ions, and discuss the effect of the charge exchange on the purity of the
isotope-selectively loaded target isotope by using the loading rate and the charge exchange
rate that we measured.

4.1 Principle of Measurement

As we described in Chap. 1, we drive the $^1S_0-^1P_1$ transition in Yb atoms at 398.912 nm
as the first excitation of the photoionization. We simultaneously perform another irra-
diation to ionize Yb atoms in the $^1P_1$ state as the second excitation, except for the
investigation of the one-color excitation. The energy diagram of Yb atoms related to the
photoionization conducted in this work is shown in Fig. 1.2.

The density of trapped ions, $n$, during loading is given by the following equation [45]:
\[
\frac{dn}{dt} = r - \frac{n}{\tau} - \zeta n^2,
\]
where $r$ is the density loading rate, i.e., the rate that ions are
photoionized and trapped, $\tau$ is the lifetime in the trap determined from the loss rate due
to the collisions with the residual background gases, and $\zeta$ is the loss rate due to ion-ion
collisions. At the start of loading, the loss terms are negligibly small because $n \approx 0$
and the density loading rate can be determined from the increase in the density, i.e.,
\[
r = \left. \frac{dn}{dt} \right|_{t=0}.
\]
In electric resonance detection, we measure the number of trapped ions, $N$, instead of the density. We determine the number loading rate $R$ as
\[
R = \left. \frac{dN}{dt} \right|_{t=0}.
\]

In order to determine $R$, we conduct the following procedure. First, we measure the
temporal gradient of the relative signal height $Y_{\text{max}}$ of the electric resonance signal at the
start of loading (we define this as the $Y_{\text{max}}$ loading rate $R_Y$). At the start of loading, the
number of trapped ions is small and $Y_{\text{max}}$ is close to 0. As we described in Sec. 2.2.1 $Y_{\text{max}}$
is proportional to $N$ where the number of trapped ions is small even in the presence of an-
harmonicity. Therefore, the uncertainty caused by anharmonicity and linearity deviation
in the electric resonance detection is removed from $R_Y$. Therefore, we can compare the
relative loading rate with various loading conditions by using $R_Y$. Then, after we measure
the conversion factor $N/Y_{\text{max}}$ as described in Sec. 2.2.1, we are able to determine $R$. 
4.2 Experimental setup

We use the second-harmonics of radiation from the Ti:S laser, described in Sec. 3.1, as the radiation for the first excitation. ECLDs with four diode-laser chips of different oscillation wavelengths are used as second-excitation lasers. Diffraction gratings are arranged in the Littrow configuration. The beams of the first- and second-excitation lasers are overlapped and counterpropagated through the trap center. The two beams are focused with lenses of a focal length of 125 mm. Their beam waists are located at the center of the trap. The diameters of the beam waists of the first- and second-excitation lasers, measured outside the trap, are 90 µm and 60 µm, respectively. The frequency of the first-excitation laser is tuned as the fluorescence of the $^{1}S_0 - ^1P_1$ transition of Yb atoms from the oven is maximized. The fluorescence is monitored with a CCD camera. Although the Ti:S laser is not actively frequency stabilized, the linewidth is below 1 MHz and the frequency drift is as slow as 1 MHz/s. The adjustment of the frequency during the ion production is only occasionally required when the production time is long. The wavelength of the second-excitation lasers are set using an optical spectrum analyzer (Advantest Inc., Q8347) having an uncertainty of 0.005 nm. This analyzer is also used to monitor the single-frequency oscillation of the second-excitation lasers. The RF trap used for the investigations of photoionization loading, and the parameters of the electric resonance detection have been described in Sec. 2.2.2.

4.2.1 Measurement procedure of loading rate

We measure the loading rate through the following procedure. (i) We switch the oven on and wait until it reaches a thermal equilibrium; this equilibrium is reached within five minutes and can be gauged by observing the fluorescence caused by the irradiation of the first-excitation laser. (ii) We switch the AC trapping voltage off in order to clear the trapped ions and then turn it on again. (iii) We immediately add the irradiation by the second-excitation laser. This is the time when the loading starts. (iv) After we continue loading for some time, we block the second-excitation laser and turn off the oven. The oven cools down rapidly, and the fluorescence at 399 nm disappears within 5 s. (v) We perform electric resonance detection by $V_{dc}$-sweep. The probe voltage is applied only at
this detection process. (vi) We repeat the procedure listed above, as we change the ion production time, i.e., the duration of irradiation by the second-excitation laser (process from (iii) to (v)). Between steps (ii) and (iii) and during step (iv), Yb atoms are irradiated with only the first-excitation laser for a few seconds. As discussed later, we found that the loading rate in case of irradiation only with the first-excitation laser is very slow and the modification of the loaded ion number is negligibly small.

Next, we plot the detected $Y_{\text{max}}$ as a function of the ion production time. Samples are shown in Fig. 4.1(a). The $Y_{\text{max}}$ loading rate $R_Y$ is determined from the gradient at the start of the loading. We estimate the gradient by fitting the measured $Y_{\text{max}}$ to the equation $Y_{\text{max}} = A[1 - \exp(-R_Y t)]$, where $A$ is a constant. The saturation in $Y_{\text{max}}$ is caused not only by the balance of the rates of loading and loss but also by the characteristics of the electric resonance signal for a large number of ions [13, 21]. When the loading rate was slow, it was difficult to fit the result to the equation; hence, we instead used a polynomial equation for fitting.

4.3 Two-color photoionization

4.3.1 Dependence on second-excitation wavelength

We measure the dependence of the loading rate on the wavelength of the second-excitation laser. In order to ensure that the dependence is only on the wavelength of the second-excitation laser, the excitation of the first-transition of the $^1S_0-^1P_1$ is required to be saturated and the power of the second-excitation is adjusted to be in the range where the loading rate is proportional to the power. Therefore, we measured the power dependence of the loading rate, as shown in Fig. 4.1 (b), for a fixed wavelength of the second-excitation laser. The powers of the laser beams were measured at the window of the vacuum chamber. From the results, shown in Fig. 4.1 (b), we fixed the powers of the first- and second-excitation lasers to be 4mW and 20μW, respectively, when measuring the wavelength dependence.

The dependence of $R_Y$ on the second-excitation laser wavelength is summarized in Fig. 4.1 (c). The most efficient wavelength in our measured wavelength range was close to that corresponding to the ionization potential. We quantitatively confirmed that the
cooling laser to drive the $^2S_{1/2} - ^2P_{1/2}$ transition in Yb$^+$ at 370 nanometers was a suitable alternate to the second-excitation laser, as reported in [10]. The dependence of the loading rate on the second-excitation laser wavelength is similar to the dependence of the photoionization cross section from the $^1S_0$ ground state measured with a single photon from a synchrotron radiation [46]. The wavelength of 370 nanometers may be assigned in the low-energy wing of the $5d6p$ $^3P_1$ autoionizing line [46]. The number loading rate $R$ was obtained as $2.3(3) \times 10^3$ s$^{-1}$ using the conversion factor $N/Y_{\text{max}}$ as described in Sec. 2.2.3.
Fig. 4.1 Loading rate of $^{174}$Yb$^+$ by two-color photoionization as a function of the wavelength of second-excitation laser. The oven current is 3.0 A. (a) Increase in $Y_{\text{max}}$ with the ion production time observed with several wavelengths of the second-excitation laser. Powers of the first- and second-excitation laser are 4 mW and 20 μW, respectively. (b) Loading rate of two-color photoionization as a function of (b1) the first-excitation-laser power and (b2) the second-excitation-laser power. In (b1), the second-excitation-laser power is 200 μW. In (b2), the first-excitation-laser power is 4 mW. The wavelength of the second-excitation laser is 392 nm. The $Y_{\text{max}}$ loading rate shows a saturation to the first-excitation-laser power and a proportional increase with the second-excitation-laser power. From these results, we fix the powers of the first- and second-excitation laser to be 4 mW and 20 μW, respectively, when we measure the dependence on the wavelength of second-excitation laser. (c) Loading rate as a function of the wavelength of the second-excitation laser. The $Y_{\text{max}}$ loading rate is determined from the gradient of $Y_{\text{max}}$ at $t = 0$. 
4.3 Two-color photoionization

4.3.2 Determination of loading cross section

Using the number loading rate, we estimated the loading cross section $\sigma_L$ from the equation [8]: $R = n_a V \sigma_L I/(h\nu)$, where $I/(h\nu)$ is the incident photon flux; $I$, the laser intensity; $h$, the Plank constant; and $\nu$, the laser frequency; $n_a$, the density of the Yb atoms from the oven; and $V$, the volume of ionization. The density of the Yb atoms, $n_a$, can be measured from the absorption of the first-excitation-laser power at 399 nm by the Yb atoms.

We could not measure the absorption at the standard operational oven current of 3.0 A in this work, owing to low density. Therefore, we determined the density at the oven current of 3.7 A and measured the relative density using the fluorescence intensity, in order to estimate the density at the standard operational current. The loading rate at the oven current of 3.7 A was much faster than the response of our electric resonance detection system even when the power of the second-excitation laser was decreased. Therefore, the measurement of the relative density was required although this would be an additional source of uncertainty. The density $n_a$ is estimated from the absorption spectrum by using the equation [47, 48]: $n_a = (8\pi/\lambda^2)[g_1/(g_2 A_{21})] \int (1/L) \ln[I(\nu)/I_0] d\nu$, where $\lambda$ is the wavelength of the transition, $g_i = 2J_i + 1 (i = 1, 2$: subscripts 1 and 2 indicate the lower and upper states, respectively.) is the weighting factor determined from the total angular momentum $J_i$, $A_{21}$ is the Einstein coefficient of the transition, and $I(\nu)$ and $I_0$ are the transmitted and input laser intensities, respectively. By taking $A_{21} = 1.76 \times 10^8 \text{s}^{-1}$, $g_1 = 1$, and $g_2 = 3$, we obtained $n_a = [2.7(5) \times 10^{12} \text{ m}^{-2}]L^{-1}$ at the oven current of 3.7 A.

The interaction length $L$ is estimated from the divergence angle of the atomic beam $\theta$ using the relation: $L = 2l \tan[\theta/2]$, where $l$ is the distance from the head of the oven to the trap center. The angle $\theta$ is derived from $\tan[\theta/2] = \vec{\nu}_\perp/\vec{\nu}_\parallel$, where $\vec{\nu}_\perp$ and $\vec{\nu}_\parallel$ are the transverse and longitudinal mean velocities, respectively, of the Yb atoms from the oven. We estimate $\vec{\nu}_\perp$ from the absorption spectra at the oven current of 3.7 A by fitting it with a Voigt profile. From the component of the Doppler width of 420(20) MHz, we estimated $\vec{\nu}_\perp$ to be $110(5)$ m/s.

The longitudinal mean velocity $\vec{\nu}_\parallel$ is estimated from the oven temperature. The oven temperature $T_{\text{oven}}$ is indirectly estimated from the following equations: the ideal gas law
of $P = n_{\text{oven}}kT_{\text{oven}}$, where $P$ is the atomic vapor pressure, $n_{\text{oven}}$ is the atomic density in the oven, $k$ is the Boltzmann constant; the Clausius-Clapeyron equation, which shows $P$ as a function of $T$ as described in Appendix B [49]; and the relation between $n_{\text{oven}}$ and the density of the trap center, $n_a$, given by $n_{\text{oven}} = n_a\kappa L^2/d^2$, where $d$ is the inner diameter of the oven and the factor $1/\kappa$ is given by $(1/\kappa) = (8/3)(d/2)/l_{\text{oven}}$ for a cylinder oven, $l_{\text{oven}}$ being the oven length [50]. From the known values of $l = 43(3)$ mm, $d = 0.65$ mm, and $l_{\text{oven}} = 9$ mm, we obtain $T_{\text{oven}} = 520(10)$ K, $\bar{v}_|| = 300(5)$ m/s, $\theta = 20(1)^\circ$, and $L = 17(1)$ mm. We observed the fluorescence through the mesh endcap electrode and roughly estimated $L = 19(3)$ mm, confirming the above estimation. Next, we determined $n_a = 1.6(3) \times 10^{14}$ m$^{-3}$ at the oven current of 3.7 A. The relative density measurement was actually accomplished by measurement of the laser power required for generating the same fluorescence intensity. In this measurement, we adjusted the laser intensity well below the saturation intensity. The density ratio between the oven current of 3.0 A and 3.7 A was measured to be $260(60)$. To ensure that the comparison was performed well within the dynamic range of the relative fluorescence intensity measurement, we compared the intensity in small ranges of the oven current. In order to determine the density ratio between 3.7 A and 3.0 A, we compared the intensity between 3.7 A and 3.3 A, and then between 3.3 A and 3.0 A. The results of the relative density measurement are partly shown in Fig. 4.5(b). The validity of the measurement is confirmed by the results that the charge exchange rate is in proportion to the determined relative fluorescence intensity, i.e., the relative density. Assuming that $\theta$ and $L$ are unchanged beyond their uncertainties for the oven current value between 3.7 A and 3.0 A, we finally obtain $n_a = 7(2) \times 10^{11}$ m$^{-3}$ at the oven current of 3.0 A. We estimate the loading cross section from the intermediate $^1P_1$ state to the ionization potential at 394 nm to be $40(15)$ Mb (1 Mb = $10^{-22}$ m$^2$). This value is comparable to that of Ca$^+$ [8] and larger than the photoionization cross section value of Yb$^+$, which was determined from enhancement of the decay rate constant of Yb atoms in a magnet-optical trap by irradiation of radiation at 370 nm [12].

### 4.3.3 Enhancement of loading rate by excitation to Rydberg state

We detected the excitation to the Rydberg states in Yb atoms from the increase in the loading rate. The results are shown in Fig. 4.2. Yb atoms were excited to the Ryd-
Fig. 4.2 Loading rate via Rydberg states. The center wavelengths of the second excitation to the $6s23s^1S_0$ and $6s24s^1S_0$ states are 398.998 nm and 398.515 nm, respectively. The second excitation laser, having a power of 5 mW, is frequency modulated by applying a triangle wave at 300 mHz to the PZT controlling the cavity length. The modulation width represented as the horizontal error bar is 500 MHz. The solid curve represents Gaussian profiles, and both full widths at half maximum are estimated to be 700 MHz.

Rydberg states of $6s23s^1S_0$ and $6s24s^1S_0$ through second-excitation laser wavelengths around 398.998 nm and 398.515 nm, respectively [51]. In this excitation scheme, the intermediate and final states are the real states. Therefore, only the Yb atoms that were velocity-selectively excited to the $^1P_1$ intermediate state by irradiation with the first-excitation laser were excited to the Rydberg states with the second-excitation laser. The two lasers are required to have frequency stabilities of the order of the natural width of the $^1P_1$ state in order to efficiently excite the atoms to the Rydberg states. Instead of improving the frequency stabilities of the lasers, we frequency modulated the second-excitation laser to cover the frequency drifts. The frequency of the ECLD was modulated by applying a triangle-wave voltage at 300 mHz to the PZT controlling the cavity length. The modulation width is $\pm 250$ MHz.

We measured the dependence of the loading rate on the second-excitation laser power, when we excited Yb atoms to the $6s23s^1S_0$ state as shown in Fig. 4.3. This dependence is found to be linear. This indicates that the possible ionization schemes from the $^1P_1$ state are resonant two-photon ionization using the Rydberg states as the second intermediate state or field-assisted ionization of Yb atoms in the Rydberg states.
Fig. 4.3 Dependence of loading rate on power of second-excitation laser at 398.998 nm with which the Yb atoms are excited to the 6s23s1S0 states. The frequency of the second-excitation laser is modulated with a triangle wave, in order to avoid decrease in the excitation rate caused by the frequency drift. The width and frequency of the modulation are 800 MHz and 300 mHz, respectively. The loading rate is closely proportional to the power of the second-excitation laser.

4.4 One-color Photoionization

The photoionization loading of Yb+ was first conducted for irradiation by only the first-excitation laser at 399 nm [11], although the total energy of the two photons at 399 nm is below the ionization potential. This one-color photoionization process is explained as the combination of the following effects [3,10]: (i) lowering of the ionization threshold by the trapping electric field [47] and (ii) off-resonant excitation of Yb atoms in the 1P1 state to the Rydberg states and their subsequent field ionization or direct photoionization by absorption of only one more photon from the 1P1 state.

Figure 4.4 shows the dependence of the loading rate on the power of the first-excitation laser. If the proposed processes are valid, the loading rate should be in proportion to the laser power. The experimental results showed that the power dependence was rather
quadratic. Therefore, we conclude that the non-resonant two-photon absorption from the $^1P_1$ state is the dominant process in the one-color photoionization. The excitation rate of non-resonant two-photon absorption is inversely proportional to the detuning between the virtual intermediate state and the real states around the virtual state. Several Rydberg states act as these real states with the increase in the excitation rate [52].

We also found that the loading rate is in proportion to the density of Yb atoms from the oven. Therefore, ionization of Yb atoms in the Rydberg states by collision with Yb atoms from the oven, another possible ionization process, is not observed.

We compare the loading rate of one-color excitation to that of two-color excitation. We adjust the one-color loading rate so that for the same Yb atomic density, the oven current is 3.0 A and the first-excitation laser power is 4 mW; as these values were used for the investigations of two-color photoionization. Then, we found that the loading rate

![Graph showing the dependence of loading rate on power of first-excitation laser with Yb atoms irradiated. The graph demonstrates a quadratic fit with increasing loading rate as the laser power increases from 0 to 16 mW.](image)

Fig. 4.4 Dependence of loading rate on power of first-excitation laser when Yb atoms are irradiated with only the first-excitation laser tuned to the $^1S_0 - ^1P_1$ transition at 398.912 nm. The oven current was set to 3.3 A, because the ions are not detected when the oven current is at 3.0 A, the value at which the other measurements were conducted. When the laser power was below 5 mW, no ions were detected. The results are fitted by a quadratic function. The component quadratically increasing with the first-excitation laser power was clearly observed.
of one-color excitation was 1000 times smaller than that of two-color excitation at the second-excitation wavelength in the vicinity of the ionization potential or of the cooling transition of Yb$^+$. On the other hand, Balzer et al. reported that the loading rate of one-color excitation was only 10 times smaller than that of two-color excitation [10]. It is impossible to discuss this discrepancy because the intensity of the cooling laser for Yb$^+$ is not provided in [10]. However, one possible reason for the discrepancy might be a difference in the trapping electric field strength due to the difference in the trap size. The electric field ionization thresholds of the Yb Rydberg states are reported to be a few kV/cm, e.g., 2.72 kV/cm for the 6s23s$^1S_0$ Rydberg state [53]. The effective electric field of our trap is 70 V/cm and below the threshold. On the other hand, the electric field of an ordinary miniature ion trap like the one used in [10] is comparable to the threshold.

4.5 Measurement of Charge Exchange Rate

When one conducts isotope-selective photoionization loading from an isotope mixture of an atomic source using the isotope shifts in the intermediate state, the charge exchange among the other isotopes of the atoms is one of the factors that limit the purity of the target isotope ion [8]. We measured the charge exchange rate between Yb$^+$ ions and Yb atoms through electric resonance detection and studied the effect of the charge exchange on the isotope-selective loading. The measurement of the charge exchange rate is conducted by detection of a collective oscillation of two isotopes of Yb$^+$ with the electric resonance. The collective oscillation is described in Sec. 2.3. We prepare a single isotope of trapped Yb ions, collide them with the other isotope of Yb atoms, and then measure the resonance frequency or $V_{dc}$ as a function of time. We can determine the charge exchange rate from the temporal variation of the resonance $V_{dc}$.

The experimental procedure is as follows. First, we turn on two ovens: one contains enriched 171 isotope and the other, 174. Then, only $^{171}$Yb is isotope-selective photoionized by using the isotope shift in the $^1S_0-^1P_1$ transition. Next, when the number of trapped $^{171}$Yb ions reaches $N_{\text{max}} = 0.3$, we stop loading by turning off only the 171 oven and blocking the beams of the photoionization lasers. This is the time when the charge exchange starts. We finally perform the electric resonance detection by $V_{dc}$-sweep after we wait some time in the process of the charge exchange. We repeat this measurement
by changing the waiting time. The laser is tuned by monitoring the fluorescence of $^{171}$Yb atoms. In order to avoid the charge exchange during the loading, we increased the second-excitation-laser power and reduced the loading duration to less than 10 s. The isotope selectivity in this measurement is sufficient because no difference is observed between the resonance $V_{de}$ in this measurement and the resonance $V_{dc}$ obtained when only one of the two ovens was operated. The relative signal height, i.e., the total number of trapped ions, is unchanged, and loss is not observed during the charge exchange process. This also indicated that the loss by RF heating caused by elastic collision with Yb atoms is negligibly small [54, 55]. This is because the density of Yb atoms at the oven current of 3.0 A was over four orders of magnitude smaller than that of the helium buffer gas.

Figure 4.5 shows the results of the charge exchange experiments. We fitted the results shown in Fig. 4.5 (a) by an exponential curve, and the charge exchange rate was obtained at the start of the exchange as for the measurement of the loading rate. The change in resonance $V_{de}$ can be approximated to be proportional to the change in the secular frequency in this small range. From the change in the frequency of the collective secular motion, we can determine the ratio of the number of the two isotopes as described above. The ratio is approximately proportional to the secular frequency because the relative mass difference ($=3/172.5$) is small. Figure 4.5(b) shows the charge exchange rate as a function of the relative density of the Yb atoms from the oven. The relative density was determined as described in Sec. 4.3. We conducted one measurement by interchanging of the isotopes of the ions and the atoms to be exchanged. As simultaneously shown in Fig. 4.5, we confirmed that the initial and the final resonance $V_{dc}$ were completely interchanged and we measured a similar charge exchange rate. We determine the charge exchange cross section $\sigma_E$ from the equation of the charge exchange rate $\gamma = \sigma_E n_{a2}\bar{v}$, where $n_{a2}$ is the density of the atoms from the oven and $\bar{v}$ is the relative velocity between the trapped Yb$^+$ ions and Yb atoms from the oven. If the energies of the trapped Yb$^+$ ions and Yb atoms from the oven have Gaussian distribution, the relative velocity is given by the root mean square of each mean velocity [56]. The temperature of Yb atoms is estimated in Sec. 4.3. The temperature of the trapped Yb$^+$ ions is supposed to be 1200(700) K from the measurements using a similar trap and helium buffer-gas pressure [25]. We estimate the mean relative velocity to be 490(80) m/s, from which we obtain $\sigma_E = 4(2) \times 10^5$ Mb at the oven current of 3.0 A. This value is 10 times the theoretical value [18]. One possible reason for this
discrepancy is the spacial distribution of the atomic density of the Yb atoms from the oven. The ions are confined in a smaller region than the atomic flux, and we measured the average atomic density in the laser beam by the absorption method. Therefore, the atomic density at which the ions were trapped would be higher than the average density, and the value of $\sigma_E$ measured by us should be an upper limit.

### 4.5.1 Effect on isotope-selective photoionization loading

We discuss the effect of the charge exchange on the isotope selective loading. A simple rate analysis of the isotope-selective loading including the charge exchange process is discussed as follows. When we load a specific isotope through photoionization of an isotope mixture of an atomic source, the numbers of trapped specific isotope ions, $N_i$ ($i = 1, 2$), can be expressed as

$$
\frac{dN_1}{dt} = R - \frac{1}{\tau} N_1 - \gamma_{21} N_1 + \gamma_{12} N_2
$$

$$
\frac{dN_2}{dt} = -\frac{1}{\tau} N_2 + \gamma_{21} N_1 - \gamma_{12} N_2
$$

(4.2)

where the subscripts 1 and 2 indicate a target isotope and an unwanted isotope, respectively. $R$ is the loading rate of a target isotope ion, $\tau$ is the lifetime of the trapped ions, and $\gamma_{ij}$ is the charge exchange rate for a single ion. This rate is expressed as $\gamma_{ij} = \sigma_{E} n_{aj} \bar{v}$ ($i, j = 1, 2$), where $\sigma_{E}$ is the charge exchange cross section, $n_{aj}$ is the density of an isotope of atoms to be exchanged, and $\bar{v}$ is the relative mean velocity between the trapped ions and the atoms. We assume that there are no differences in $\sigma_{E}, \bar{v}$, and $\tau$ between the isotopes. The photoionization of unwanted isotope atoms, which should be observed in a practical setup, is neglected in order to discuss only the effect of the charge...
Fig. 4.5 Charge exchange rate between Yb\(^+\) ions and Yb atoms. We use enriched 171 and 174 isotope as atomic sources. We prepare the trapped 171\(^+\)Yb ions and collide them with 174\(^+\)Yb atoms from the oven, except for one sample that the isotopes of the ions and the atoms to be exchanged are interchanged. (a) Temporal change of resonance V\(_\text{dc}\) by charge exchange collision of the exchange isotope for various values of oven current. The experimental procedure is shown in the text. The resonance V\(_\text{dc}\) for the pure 171\(^+\)Yb ions and 174\(^+\)Yb ions are 5.1 V and 4.0 V, respectively. The right axis shows the relative number of 171\(^+\)Yb\(^+\) corresponding to the resonance V\(_\text{dc}\). This is directly calculated from the related equations but is approximated to be proportional to resonance V\(_\text{dc}\), as explained in the text. (b) Charge exchange rate as a function of the relative atomic density. The corresponding oven current is indicated in the figure. The relative atomic density was determined, as discussed in Sec. 4.3. The solid line represents the linear fitting to the data indicated by the black circles.
exchange. In the conditions above, subscript 2 can be regarded as a sum of unwanted isotopes.

When the lifetime of the trapped ions is negligibly small, i.e., $\tau^{-1} \ll \gamma_{ij}$ and $\tau^{-1} \ll R$, the second equation of Eq. (4.2) shows that the ratio of the target isotope ions decreases in time and it becomes equal to the abundance of the target isotope of the atomic source. This is independent of the loading rate $R$. (The loading rate just determines the total number of the trapped ions $N_0$ by the relation $N_0 = R \tau$.) If we intend to retain a high concentration of the target isotope ion, we need to stop loading before the process reaches the equilibrium. We can provide a measure of the best loading duration as $0.1 \gamma_{21}^{-1}$, when we intend to trap as many target isotope ions as possible while we retain the concentration $N_1/(N_1 + N_2)$ to be approximately 0.9. We numerically determine the time when the concentration $N_1/(N_1 + N_2)$ decreases to 0.9 by solving Eq. (4.2) in the case of the standard condition of this work, i.e., the second-excitation laser wavelength and power are 394.1 nm and 20 $\mu$W, respectively. We found that $0.1 \gamma_{21}^{-1}$ is approximately half of the values obtained from the numerical calculation. Thus, this measure is useful. In the standard operational condition of this work, $0.1 \gamma_{21}^{-1}$ is estimated to be 8 s and 7 s for $^{171}$Yb$^+$ and $^{168}$Yb$^+$, respectively. $^{171}$Yb$^+$ with a natural abundance of 14% is a useful isotope in the frequency standard, and $^{168}$Yb$^+$ of 0.1% is the rarest stable isotope.

We can also introduce a measure of the maximum number of target isotope ions that are purely isotope-selective loaded. At the start of the loading, the first equation in Eq. (4.2) can be approximated as

$$\frac{dN_1}{dt} = R - \gamma_{21} N_1,$$

(4.3)

because $N_2 \sim 0$. We can use the steady-state number $N_{10}$ determined from Eq. (4.3) as a measure of the maximum number of target isotope ions that are purely isotope-selective loaded:

$$N_{10} = \frac{R}{\gamma_{21}} = \frac{(I/h\nu)V}{\bar{v}} \frac{\sigma_L}{\sigma_E} \frac{\eta}{1 - \eta},$$

(4.4)

where $\eta = n_{a1}/(n_{a1} + n_{a2})$ is an abundance of the target isotope in an atomic source. The density of the neutral atoms has no influence on the purely isotope-selective loaded number; it only changes the best loading duration. We numerically determine the number of the loaded target isotope ions at the time when the concentration of the target isotope decreases to 0.9 by directly solving Eq. (4.2). The results are shown in Fig. 4.6 as an
abundance of the target isotope in the atomic source is a parameter. $N_{10}$ is five times $N_1$ at the time when the concentration decreases to 0.9. This demonstrates that $N_{10}$ is a good measure of the maximum number of ions that are purely isotope-selective loaded.

If we consider the standard condition of this work, i.e., the wavelength and the power of second-excitation laser of 394.1 nm and 20 $\mu$W, respectively, we expect $N_{10} \sim (2 \times 10^5) \eta / (1 - \eta)$, where $\eta$ is the abundance of the target isotope in the atomic source. If we use a natural isotope mixture as a source, we expect that $3 \times 10^4$ and 200 ions are purely selectively loaded for $^{171}$Yb$^+$ and $^{168}$Yb$^+$, respectively. The loading rate proportionally
increased as the second-excitation-laser power is increased at least up to 500 μW in our measurement. This improves \( N_{10} \) by a factor of at least 25 as compared to the values estimated above. We can conclude that the charge exchange is not a significant factor for limiting the ratio of the number of the target isotope ions purely isotope-selective loaded with photoionization, as long as the abundance of the target isotope is not very low. In the ordinary setup, however, the atomic flux from the oven is not well collimated and the residual Doppler broadening degrades the selective excitation of the target isotope.

4.6 Summary

We have quantitatively investigated the loading rate of Yb\(^+\) ions loaded through photoionization into an RF trap using the electric resonance detection. In the two-color photoionization, where the \(^1\)S\(_0\)–\(^1\)P\(_1\) transition in Yb atoms is driven as the first excitation, we measure the dependence of loading rate on the wavelength of the second-excitation laser. The loading rate has a peak at 394.1 nm, which corresponds to the ionization potential from the \(^1\)P\(_1\) state. The loading rate at 369.5 nm, which is the cooling wavelength of Yb\(^+\), is similar to that at 394.1 nm. As Balzer et. al reported, we quantitatively confirmed that the cooling laser for Yb\(^+\) is a substitute for the second-excitation laser in the two-color photoionization. The Rydberg states in Yb atom are detected by the enhancement of the loading rate. In one-color photoionization, we conclude that the non-resonant two-photon absorption from the \(^1\)P\(_1\) state is the dominant ionization process.

As we apply the number estimation method, which we improved to be useful in the presence of anharmonicity, described in Sec. 2.2.1, we estimate the loading cross section to be 40(15) Mb at the second-excitation wavelength of 394.1 nm. The uncertainty in the loading cross section is limited by those in the estimation of other parameters such as density.

We have also investigated the charge exchange between trapped Yb\(^+\) ions and Yb atoms from the oven, which is ones of the factors that limits the purity of the target isotope ion in isotope-selective photoionization loading. The charge exchange rate is measured from the shift of the collective oscillation of the secular motion. By analyzing the purity of the target isotope ion from the photoionization loading rate and the charge exchange rate that
we measured, we found that the charge exchange is a significant, only when the abundance of the target isotope is smaller than 0.1% in our photoionization scheme of Yb. On the other hand, the loading duration is required to be much smaller than the inverse of the charge exchange rate, otherwise the purity of the target isotope ions degrades and become equal to the abundance of the atomic source.
Chapter 5

Summaries

5.1 Summary of this study

In this thesis, we investigate the loading rate of Yb\(^+\) produced by photoionization into a RF trap. The summary of each chapter is as follows.

In Chap. 1, we describe the background and the purpose of this study. Yb\(^+\) is a suitable ion species for use in optical frequency standards and as a qubit in quantum information processing. Recently, photoionization has been widely used for loading of ions into a trap, because of several advantages such as high efficiency and isotope selectivity. Although photoionization loading of Yb\(^+\) has been applied in several studies, it has not been quantitatively investigated so far. We investigate it by using an electric resonance detection of the ions trapped with buffer-gas cooling. In this method, we can remove the cooling efficiency from the loading rate because of high efficiency of buffer gas cooling unlike the measurement by using the ions trapped with laser cooling. One can determine the number of trapped ions from the electric resonance signal, which enable us to estimate the loading cross section. The loading cross section is useful for comparison with other systems.

In Chap. 2, we describe a method for estimating the number of trapped ions in a RF trap, using the electric resonance detection of the secular motion of trapped ions. The number of trapped ions are proportional to the product of the signal height and width of the electric resonance signal. However, the signal is distorted by an anharmonicity in the secular motion originated from a deviation from the harmonic potential. This is always observed in the traps ordinarily designed. The anharmonicity causes a hysteresis
in the signal which increases the signal width, and hence, an uncertainty in the number estimation is increased. We improve the number estimation method even in the presence of anharmonicity by fitting the signal with an equation derived from the Duffing equation. We evaluate the ion number with an uncertainty of 10%.

In Chap. 3, we describe the development of light sources for photoionization of Yb. We obtain three results that can be widely applied to other systems. They are related with the light sources at 399 nm with which the $^1S_0 - ^1P_1$ transition in Yb atoms is driven. The light source is required to be a single-frequency oscillation and continuous-frequency tunable in order to apply it to isotope-selective photoionization loading. During most of this study, it was difficult to realize a light source with such performance at 399 nm by direct laser oscillation. Therefore, we first generate the radiation at 399 nm by SHG using an external cavity technique, which is applied in order to improve the conversion efficiency. When an antireflection-coated normal-cut nonlinear crystal is used in an external cavity, a small residual reflection at the crystal facets causes a round-trip loss and prevents the realization of a large fundamental enhancement even when the external cavity has a high finesse. We propose that this problem is eliminated when the beams reflected at the two facets are subjected to constructive interference. We demonstrate a solution by a temperature tuning of the BBO crystal used as a nonlinear crystal in our setup. A temperature change of at most 3 K is sufficient to achieve the maximum enhancement factor by the constructive interference at any wavelength. We achieve an enhancement factor of 125, and a second-harmonic power of 125 mW is generated at 399 nm from a fundamental power of 390 mW.

Second, we realize single-frequency oscillation in an ECLD using a high-power ultraviolet diode chip. At the cavity length shorter than 16 mm, we obtain single frequency oscillation at the maximum output power of the chip. We measure the tuning range and the linewidth to be 2 nm and below 2 MHz for the observation time of 1 ms, respectively.

Third, we develop a simple method to detect the minor isotope lines in a saturated absorption spectrum by absorption filtering of major isotope lines. This is demonstrated for the saturated absorption spectroscopy of the $^1S_0 - ^1P_1$ transition in Yb at 399 nm by controlling the density of Yb atoms by varying the discharge current of a hollow cathode lamp. Each isotope line has its optimum discharge current to achieve the highest resolution. We can enhance the lines of the most useful isotope of 171 as well as that of the
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rarest isotope of 168.

In Chap. 4, we investigate the loading rate of Yb\(^+\) ions loaded through photoionization into a RF trap. In two-color photoionization, where the \(^1\)S\(_0\) – \(^1\)P\(_1\) transition in Yb is driven as the first excitation and the second excitation laser ionizes the Yb atoms in the \(^1\)P\(_1\) state, we measure the dependence of the loading rate on the second-excitation wavelength. The loading rate has a peak at the second-excitation wavelength of 394.1 nm, which corresponds to excitation to the ionization potential. A similar loading rate is observed at the second-excitation wavelength around 369.5 nm, which is the wavelength of the cooling transition of Yb\(^+\). Thus we quantitatively confirmed that the cooling laser for Yb\(^+\) is a good substitute for the second-excitation laser. We can detect the Rydberg states by the enhancement of the loading rate. In one-color photoionization, where the ionization is conducted by irradiation with only radiation at 399 nm, the non-resonant two-photon absorption from the \(^1\)P\(_1\) state is the dominant ionization process. The loading rate of the one-color photoionization is measured to be three orders magnitude smaller than that of the two-color photoionization at the second-excitation wavelength of 369.5 nm or 394.1 nm. The ratio of the loading rate between the two-color and one-color photoionization is two orders magnitude smaller than that reported by Balzer et al.. One possible explanation of the discrepancy is the difference in the rate of the field ionization caused by the electric field of the trap, owing to the difference in the trap size. By using the improved number estimation method described in Chap. 2, we estimate the loading cross section to be 40(15) Mb at the second-excitation wavelength of 394.1 nm. The uncertainty is limited mainly by estimation of the density of Yb atoms.

We also measure the charge-exchange rate between Yb\(^+\) and Yb atoms from the oven, which is one of the factors that limit the purity of the target isotope ion in isotope-selective photoionization loading. We estimate the charge exchange cross section to be \(4(2) \times 10^5\) Mb. From the photoionization and charge-exchange rates, we analyze the effect of the charge exchange on the isotope-selective photoionization loading. The charge exchange is a significant factor in limiting the number of target isotope ions that are purely isotope-selectively loaded, only when the abundance of the target isotope is smaller than 0.1\% in our photoionization scheme of Yb, i.e., the rarest isotope of 168 is loaded. On the other hand, the loading duration is required to be much smaller than the inverse of the charge-exchange rate, otherwise the purity of the target isotope ion degrades and
converges to the abundance of the atomic source.

5.2 Future prospect

In this study, we use a large ion trap which has a trap region larger than the ionization region, and we trap the ions with buffer-gas cooling which is high efficient. Therefore, we suppose that the capture efficiency of the ionized atoms in the trap should be close to the unity and the loading cross section estimated in our work is approximately the same as the ionization cross section. The uncertainty in the loading cross section is limited mainly by that in the measurement of the atomic density. This could be improved. Therefore, our measurement method of the loading rate has a potential to be a method for measurement of the ionization cross section.

Some techniques developed for accomplishment of this study are useful for other studies. The number estimation method using the electric resonance signal is improved to be applicable even in the presence of anharmonicity which always accompanies the usual trap design. The method of eliminating the loss by the residual reflection at the anti-reflection-coated facets of the normal-cut nonlinear crystal in an external cavity for SHG can be applied to other materials used as nonlinear crystals. A high output power ultraviolet ECLD can be applied to laser cooling of Yb atoms. A method for selective detection of minor isotope lines in a saturated absorption spectrum is useful for various transitions of other atoms and ions.
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Appendix A Characteristics of BBO Crystal

The BBO crystal is usually used in the Type-I phase matching in order to conduct second-harmonic generation, because of a higher efficiency than the Type-II. The phase matching is achieved by rotating the crystal, i.e., angle phase matching. The Type-I phase matching angle $\theta_m$ for a negative uniaxial crystal like BBO, derived from the phase matching condition $n_e^{2\omega}(\theta_m)=n_o^\omega$, is given by

$$\sin^2 \theta_m = \frac{(n_o^\omega)^{-2} - (n_o^{2\omega})^{-2}}{(n_e^{2\omega})^{-2} - (n_e^{2\omega})^{-2}},$$  \hspace{1cm} (A-1)

where $n_o$, $n_e(\theta)$, $n_e$ are refractive indices of the ordinary wave, of the extraordinary wave on the angle $\theta$ between the propagation direction and the crystal optic axis, and of the extraordinary wave on $\theta = 90$ degree, respectively, and the superscripts $\omega$ and $2\omega$ indicate that the refractive indices are at the fundamental and at the second harmonics, respectively. The walk-off angle $\rho$ is given by [57],

$$\tan \rho = \frac{1 - (n_o^{2\omega}/n_e^{2\omega})^2}{\cot \theta + (n_o^{2\omega}/n_e^{2\omega})^2 \tan \theta},$$  \hspace{1cm} (A-2)

The refractive indices $n_o$ and $n_e$ of BBO crystal are calculated from the following Sellmeier’s equations [33]:

$$n_o = \left(2.7359 + \frac{0.01878}{(\lambda/\mu m)^2 - 0.01822} - 0.01354 (\lambda/\mu m)^2\right)^{1/2}$$ \hspace{1cm} (A-3)

$$n_e = \left(2.3753 + \frac{0.01224}{(\lambda/\mu m)^2 - 0.01667} - 0.01516 (\lambda/\mu m)^2\right)^{1/2}$$

In the SHG at 798 nm, $n_o^\omega$, $n_o^{2\omega}$ and $n_e^{2\omega}$ are 1.66, 1.69 and 1.57, respectively. Then, we obtain $\theta_m = 29.3^\circ$ and $\rho = 68$ mrad (= 3.9°) from Eqs. (A-1) and (A-2), respectively.
Appendix B Clausius-Clapeyron Equation

The vapor pressure $P$ is empirically estimated as a function of the temperature $T$ by using the Clausius-Clapeyron equation [49]:

$$\log_{10}(P/\text{Pa}) = 5.006 + A + \frac{B}{T/\text{K}} + C \cdot \log_{10}(T/\text{K}),$$

where $A$, $B$, and $C$ are constants of which values depend on the material. In the case of metallic Yb for the temperature range from 298 K to 2500 K, the values of $A$, $B$ and $C$ are 9.111, −8111 and −1.0849, respectively.
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