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Abstract 

 

Particles are often electrostatically charged by frictional contact during powder-handling operations.  

This phenomenon is called ‘triboelectric charging’ or ‘contact electrification’.  The charged 

particles cause problems such as particle deposition and adhesion.  In addition, if particles are 

excessively charged, an electrostatic discharge may occur, which can pose a risk of fire and 

explosion hazards; thus, to mitigate the adverse effects, it is important to elucidate the underlying 

triboelectric charging mechanisms.  The electrostatics is, on the other hand, very useful in a number 

of applications that have been developed using the principles.  In this review, the basic concepts 

and theories of charge transfer between solid surfaces are summarized, and chemical factors 

depending on materials and environmental effects are described.  To theoretically analyze the 

process of particle charging, relevant models are discussed.  Using the models, particle charging by 

repeated impacts on a wall is formulated.  To experimentally evaluate particle charging, 

measurement and characterization methods are outlined.  Furthermore, important applications and 

computer simulations are described. 

 

Keywords: Powder technology; Particulate processes; Triboelectric charging; Charge transfer; 

Characterization; Electrostatic application 
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1. Introduction 

 

In industry, powders and particulate solids are widely used as raw materials, intermediates, or 

final products.  When handled in air, the surfaces become triboelectrically charged and various 

phenomena occur; for instance, the charged particles in pneumatic transport lines or in fluidized beds 

experience electrostatic forces, and tend to adhere to the walls (Joseph and Klinzing, 1983; Nifuku et 

al., 1989; Adhiwidjaja et al., 2000; Guardiola et al., 1996; Yao et al., 2004).  If the particles are 

excessively charged, an electrostatic discharge will occur, which can pose a risk of fire and 

explosion hazards (Jones and King, 1991; Ohsawa, 2003; Nifuku and Katoh, 2003).  On the other 

hand, electrostatic forces can control the motion of charged particles; thus, many applications have 

been developed (Mazumder, 1999), e.g. electrophotography (Schein, 1992/1996, 1999), electrostatic 

powder coating (Hughes, 1984; Bailey, 1998; Kleber and Makin, 1998), electrostatic precipitation 

(Lawless, 1999), particle separation (Gupta et al., 1993; Yanar and Kwetkus, 1995), and 

electromechanical valve for solids (Ghadiri et al., 1992; Balachandran et al., 1997).  In addition, the 

charge on the particles can provide useful information on the state of the process, e.g. powder flow 

rate (O’Neill and Willis, 1987; Matsusaka and Masuda, 2006; Gajewski, 2006, 2008), concentration 

distribution (Machida and Scarlett, 2005) and others (Matsusaka et al, 2008a). 

Contact charging and electromechanics of particles have been studied for many years 

(Schnurmann, 1941; Harper 1951, 1967; Lowell and Rose-Innes, 1980; Jones, 1995); however, there 

are still many unknowns, and in some cases, inconsistent results have been reported.  This is 

because there are many factors, such as chemical, physical and electrical properties and 

environmental conditions, which affect the process.  Moreover, the amount of charge on particles is 

distributed, which makes the estimation of the electrostatic charge and the control of the process 

more difficult.  To analyze and control particle charging, the measurement of electrostatic charge 

and the evaluation of electrostatic characteristics are important (Matsusaka and Masuda, 2003, 2006).  

Also, to improve existing processes and to develop new applications, it is necessary to obtain an 

in-depth understanding based on theoretical analyses. 

In the present review, the basic concepts and theories of charge transfer between solid surfaces 

are summarized and the particle charging caused by repeated impacts on a wall is formulated, which 

is expanded to analyze the charge distribution of particles.  Also, measurement of particle charge 

and characterization of electrostatic properties are outlined.  Furthermore, important applications 

and computer simulations are described.   
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2. Basic concepts of contact charging and charge transfer 

 

When two different materials are brought into contact and separated, an electric charge is 

transferred from one to the other.  This phenomenon is often called ‘contact electrification’ or 

‘contact charging’.  When they are rubbed against each other, it can be called ‘frictional 

electrification’, ‘triboelectric charging’, or simply ‘tribo-charging’; as for short contact during 

collision, it can be called ‘impact charging’ (Matsusaka and Masuda. 2003).  In practice, it is not 

easy to classify the contacting process for charge transfer purposes into groups, such as sliding, 

rolling, and impact, and thus the term ‘triboelectric charging’ is used in such a broad sense.   

 

2.1 Electron transfer 

 

2.1.1 Work function 

 

We start with the well-established concept of electron transfer based on the contact potential 

difference (CPD) due to a difference of work functions for metal-to-metal contact.  The 

triboelectric charging of metals is usually unnoticeable since the charge transferred moves away 

from the contact point due to its conductivity.  However, when the metals are isolated electrically 

after the contact, the transferred charge can be measured.  The charge transfer is explained in terms 

of ‘electron transfer’ arising from the difference in work function between the surfaces.  Two 

metals with different work functions 1 and 2 in contact are schematically shown in Fig. 1.  

Assuming that electron transfer takes place by tunneling so that thermodynamic equilibrium prevails, 

the contact potential difference Vc is given by (Harper, 1951): 

 e
VVc

)( 21
2/1

 
 ,

 (1) 

where V1/2 is the contact potential difference of metal 1 against metal 2 (Matsusaka and Masuda. 

2003), e is the elementary charge.  The amount of the transferred charge is equal to the product of 

the contact potential difference and the capacitance between the two bodies.  The capacitance 

depends on the state of the contacting surfaces.  Although the position of the electrons can vary 

after the metals are separated, the net charge transferred qc is approximated by the following 

equation: 

 
c0cΔ VCq  ,

 (2) 

where C0 is the capacitance between the bodies at the critical separation distance where the charge 

transfer is cut off.  The theoretical and experimental results for the charge after contact and 
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separation are shown in Fig. 2 (Harper, 1951).  Although the experimental results are somewhat 

less than the theoretical ones, the tendencies are in reasonable agreement.  The difference is 

probably caused by uncertain factors, such as surface roughness, impurities, oxidized layer, 

separation speed, and others. 

 

2.1.2 Effective work function 

 

The charge transfer for insulator-metal contact can be explained by a simulated concept of the 

metal-to-metal electron transfer.  This assumes an apparent or effective work function to be 

assigned to the insulator.  The amount of the transferred charge is determined so as to equalize the 

energy levels of the two materials, and the following relationship is applicable to the electrostatic 

characterization: 

 
e

Cq
)(

Δ MI

0c

 
 , 

(3) 

where I is the effective work function of insulator and M is the work function of metal.  The 

effective capacitance C0 depends on the characteristics of the insulator.  A linear relationship 

obtained experimentally is shown in Fig. 3 (Davies, 1969).  Murata and Kittaka (1979), also, 

produced the evidence of the electron transfer by comparing contact charging and photoelectric 

emission experiments.  

 

2.1.3 Surface state model 

 

The main criticism of the ‘effective work function’ model is that there is no available ‘free 

electron’ in an insulator.  To cover this point and to explain the charge transfer for 

insulator-insulator contacts, several modified models have been presented (Lowell and Rose-Innes, 

1980; Lee, 1994; Bailey, 2001).  Some of them are similar to those for insulator-metal contact, but 

the movement of electrons in the body is more restricted.  In one of the models it is assumed that 

available energy levels of electron are only on surface, not in bulk, and the available level is called 

‘surface state’ (Fig. 4). (Gutman and Hartmann, 1992; Anderson, 1994; Cotler et al., 1995).  When 

the insulators come to contact, electrons move from the filled surface states of insulator 1 to the 

empty surface states of insulator 2.  The driving force for the charge transfer between the surfaces 

is the difference in the effective work functions of the two surfaces.  The charge transfer will cease 

when the Fermi levels of the two materials coincide with each other.  The charge transfer causes the 

Fermi energy of the insulator 1 and insulator 2 to change with 1 and 2, respectively.  The charge 

transfer also produces a potential difference between the surfaces Ef z0.  The net effect is that the 

Fermi levels of the surfaces are the same at contact and the expression for the energy level is given 
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as 

 220f11 ΔΔ   zeE
 

(4) 

For the charging of toner particles used in electrophotography, it was reported that the data agree 

with the high density limit of the surface state density (Cotler et al., 1995), which directly 

corresponds to the effective work function model.  However, there are cases where the high density 

limit does not stand (Ikezaki et al., 2005). 

 

2.1.4 Molecular-ion-state model 

 

Since the physicochemical structure of the surface states was difficult to strictly define, Fabish 

and Duke (1977) proposed the molecular-ion-state model assuming that polymers have donor and 

acceptor states and charge is carried by electrons.  Thus, despite the inclusion of ion in the name of 

the model, this is actually one of the electron transfer models.   

A schematic illustration of a metal-insulator contact for electron injection into the acceptor of the 

polymer insulator is shown in Fig. 5.  In this model, electrons can only tunnel into the polymer 

whose energy is in a narrow range, so-called ‘window’, around the Fermi level of the metal.  The 

density of the charge acquired from the metal of a given Fermi level EF is therefore supposed to be 

the density of the insulator states at energy EF.  The general equation for the charge transfer qIM is 

expressed as 

 
EEfEEEfEq

E

EE

EE

E
d)}(1{)(d)()(

F

F

F

F
ADIM  









, 

(5) 

where E is the window ( 0.4 eV) for the charge transfer, D(E) and A(E) are the density of the 

insulator states for the donor and acceptor, respectively, f(E) is the probability of the charge states 

occupied by electrons, and 1-f(E) is the probability of the charge states unoccupied.  As shown in 

Fig. 5, for f(E
F
)=0 in Eq. (5), the charge density q

IM
 is approximately equal to 

A
(E

F
) E. 

A schematic illustration of the states for an insulator-insulator contact is shown in Fig. 6 (Duke 

and Fabish, 1978).  Donor states of insulator 1 align in energy with acceptor states of insulator 2 

within the energy interval between the distribution centroids <E1> and <E2>.  Hence, the charge 

transfer can take place to an extent limited by the smaller state distribution within this energy 

interval.  The charge transfer q2,1, i.e. the variation of the charge density of the insulator 2 is 

obtained by summing up the number of aligned donor-acceptor charge states.  The general equation 

is expressed as 
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, 

(6)
 

in which, min (Di(E),Aj(E)) is the smaller state density of the donor and acceptor.  The polarity of 

the insulators after contact depends on the values of the centroid energies. 

 

2.1.5 Quantum chemical calculation 

 

Instead of using the assumed Gaussian distribution of the ‘molecular-ion-state,’ an evaluation of 

the electronic state of polymer was tried by computational molecular orbital calculation.  Yanagida 

et al. (1993) calculated the level of the highest occupied molecular orbital (HOMO) of an oligomer, 

using a semi-empirical molecular orbital method.  The calculated values were almost proportional 

to the measured values of the threshold energy of photoemission, which corresponded to the 

effective work function of polymers.  This result showed that quantum chemical calculations are 

applicable to the evaluation of the triboelectric charging of polymers. 

Yoshida et al. (2006) and Shirakawa et al. (2008) studied the charge transfers for a 

polymer–metal contact system using another molecular orbital method, paying attention to surface 

defects.  When an atom is missing a neighbor to which it would be able to bind, a dangling bond 

occurs.  Such defects can be made during frictional contact.  A model of surface contact used for 

the calculations is shown in Fig. 7.  The molecular chains of polytetrafluoroethylene (PTFE), are 

arranged perpendicular to the surface of aluminum Al, and dangling bonds are placed at the interface.  

The densities of the states (DOS) of the PTFE with the dangling bond obtained by the quantum 

chemical calculation are shown in Fig. 8 (Shirakawa et al., 2008).  A zero value of the vertical-axis 

is equal to the HOMO level of the PTFE.  Compared with the work function of metal, the charging 

tendency of the PTFE–metal contact can be analyzed.  The electron distribution of the interface of 

the PTFE obtained by the calculation is shown in Fig. 9 (a) and the variation of the distribution by 

contact charging is shown in (b).  The solid and broken lines mean, respectively, increase and 

decrease of electrons.  This figure indicates that the electrons of the carbon atom (C) increase.  In 

general, it is believed that PTFE easily accepts negative charge because of the high electronegativity 

of fluorine atom (F); however, this result shows that the C atom with dangling bond is more effective 

to transfer electrons than the fluorine atom.  Although the quantitative analysis is still limited, it is 

expected that the quantum chemical calculation can be used to understand the charge transfer 

between surfaces.  

 

2.2 Ion transfer 

 



8 

 

In the early 1960s, ion transfer caused by the adsorption of water on a solid surface was believed 

to be the major mechanism of charge transfer.  However, water vapor affects other surface 

properties, e.g. increasing the surface conductivity and lowering the electrical breakdown strength of 

air.  Therefore, the charge transfer and the maximum potential are lowered in moist atmospheres 

(Lee, 1994). 

The mechanism of ion transfer has regained attention in recent years.  In the 

electrophotographic industry, the external addition of ionic charge control agents (CCAs) is widely 

used to accelerate and control the charging process.  These additives generally consist of a mobile 

ion and an immobile ion.  For example, substances with cationic group have a positive charging 

property, while ones with anionic groups have a negative charging property.  The performance of 

these additives has been examined (see §3.3); however, their roles in triboelectric charging remain 

obscure.  As an experimental approach to observe ion transfer, secondary ion mass spectrometry 

(SIMS) was used (Mizes et al., 1990).  Also, the scanning probe microscopy (SPM) was applied to 

study triboelectric charging, showing that the ionic species in the insulators can influence the 

charging (Saurenbach et al., 1992).  To make clear the mechanism of the ion transfer, further 

experimental studies should be conducted. 

 

2.3 Material transfer 

The impact and friction between two bodies can result in a transfer of materials from one to the 

other, which can be fragments of the bodies as well as contaminated small dusts or impurities on the 

surfaces.  For instance, when a metal object slides over a polymer surface, a certain amount of 

polymer will transfer to the metal surface and the metal can also transfer to the polymer.  If the 

transferred material carries charge, charge transfer will occur (Lowell and Rose-Innes, 1980).  

When brittle particles impact on a metal wall, elements of particles are easily transferred on the 

metal (Tanoue et al., 1999).  However, there is currently no theoretical model of charge transfer and 

its equilibrium state with such mass transfer mechanism. 
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3. Chemical concept and environmental conditions 

 

3.1 Inorganic compounds 

 

The work function or energy band concept has been widely applied to explain the contact 

charging between metals (Harper, 1967).  For insulators, it is, however, difficult to predict the 

charging tendency from this concept because of the lack of the data for band structures.  For a 

practical approach to predict the charging tendency of insulators, several methods have been 

developed (Oguchi and Tamatani, 1986, 1993).  The amount of charge on particles after contact 

with other kinds of particles was measured using a blow-off method (see §5.2).  The results for 

metal oxidized particles are shown in Fig. 10.  The specific charge, i.e. charge to mass ratio of 

particles, shifts linearly to a negative direction with an increase in the generalized electronegativity 

i for constituent metal ions, which is defined as 

 i = (l+2Z)0 , (7) 

where Z is the valency of the metal ion and 0 is the Pauling’s electronegativity for the metal 

element.  The same tendency is observed for metal fluorides and metal sulfides. 

 

3.2 Organic compounds 

 

Shinohara et al., (1976) approximated the electronic states of polymer with the chemical 

constants such as e value in copolymerization,
1
 Hammett substituent constant,

2
 and the ionization 

potential, and investigated the relationship between the triboelectric charging and the electronic state.  

Gibson (1975, 1984) investigated the substituent effect on triboelectric charging using a cascade 

method, where metal beads (steel or zinc) were fed at the top of an inclined plate coated with a film 

made of salicylaldehyde anils or substituted polystyrenes, and the specific charges of the metal beads 

were measured with a Faraday cage.  The logarithms of the absolute values of the specific charge as 

a function of the Hammett substituent constant are shown in Fig. 11.  Good linear correlations exist 

both for the anils and the polystyrenes; thus, the triboelectric charging is likely related to the 

molecular structure.  The triboelectric charging is regarded as a solid state electrochemistry, where 

there is no transport medium (electrolyte) and also the reaction depends on physical contact.  In 

both gas and liquid phases, molecular orbital energy levels can be correlated with Hammett 

substituent constants. 

Gibson (1975, 1984) also explained the triboelectric charging by a model based on electron 

transfer.  According to the model, when the energy level of the highest occupied molecular orbital 

(HOMO) of an organic solid is higher than the Fermi level of the metal, organic solid is positively 
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charged; while, when that of the lowest unoccupied molecular orbital (LUMO) is lower than the 

Fermi level of the metal, it is negatively charged.  The direction of electron transfer for 

metal–organic contact is shown in Fig. 12 (Diaz, and Guay, 1993).). 

 

 

 

----------------------------------------------------------------------------------------------------------- 

1
 e values of the Qe concept of copolymerization proposed by Alfrey and Price (1947) represents 

the electron density on the double bond, and accounts for the polar effect of substituents in 

monomers; its value is negative when substituents are electron-repelling and positive when they are 

electron-attracting. 

 

2
  values of Hammett's rule is called the substituent constant and is determined by the type and 

position (m- or p-) of the substituent regardless of the kind of reaction; its value tends to be negative 

for electron-repelling groups and positive for electron-attractive groups.  

 

Substituent constants ( values). 

Substituent para effect meta effect  

NH2 0.66 0.16 

OH 0.37 0.12 

CH3 0.17 0.07 

H 0 0 

Cl 0.23 0.37 

COCH3 0.50 0.38 

CN 0.66 0.56 

NO2 0.78 0.71 
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3.3 Surface treatment and charge control agents 

 

Surface modification of particles is of great importance for industrial applications, since surfaces 

affect various properties such as triboelectric charging, adhesion, friction, and flowability.  One of 

the simple and effective methods for the surface modification is to coat it with different materials.  

To investigate the effect of the coating materials and their contents on contact charging, titania 

particles of 0.15–0.3m in diameter coated with alumina and silica were brought into contact with 

iron.  The experimental results are shown in Fig. 13 (Oguchi and Tamatani, 1993).  The contact 

charge shifted toward the positive direction with an increase in the alumina content, while the silica 

contributed to a shift toward the negative direction.  
 

For polymeric materials, the molecular structure affects the charging characteristics (Shinohara, 

et al., 1976; Lowell and Akande, 1988); thus, the contact charge can be controlled by changing the 

molecular structure of the surfaces.  Irradiation with ultra violet rays (Uyama and Ikada, 1990) and 

plasma processing (Kodama et al., 1993) are useful methods to change the charging characteristics 

of polymers.   

In electrophotography, pigmented polymer particles called toner are used to reproduce an image 

on paper.  The toner particles are strongly required to have a definite amount and polarity of charge 

since the particles have to be properly moved by the electrostatic force.  This can be achieved by 

adding charge control agents (CCAs) either on toner surfaces or to bulk.  Examples of surface 

charge control agents are fumed silica and highly fluorinated polymeric material such as 

polyvinylidene fluoride.  Bulk charge control agents are blended into the polymer.  For positive 

bulk CCAs, amine and quaternary ammonium salts are used.  The counterions can be halogens (Cl

, 

Br

, I


), fluoroborates (BF4


), sulfates (RSO4


) or sulfonates (RSO3


).  For negative bulk CCAs, 

metal complex dyes are used (Schein, 1992/1996; Mazumder 1999).  Although little information 

appears available on how these charge control agents affect the triboelectric charging, the charging 

process can involve transfer of the counterion on the toner surface to the carrier surface upon contact.  

Some negative CCAs such as chromium or cobalt complex azo dyes have a tendency to remove a 

proton, depending on the molecular structure.  Moreover, if they depend on the acidic nature and a 

water layer is present on the surface, H
+
 can move in the aqueous layer between the contact surfaces 

(Schein, 1992/1996).  

A class of compounds such as a polyester salt has the advantage to stabilize triboelectric charge.  

These agents are called ‘charge stabilizers’.  In comparison with the charge control agents, the 

charge stabilizers show lower charging magnitude but long-term charge stability.  When used in 

combination with a CCA, the controllability of the triboelectric charging is further improved (Michel 

et al., 2001). 
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3. 4 Moisture and temperature 

 

Environmental conditions such as relative humidity and temperature affect triboelectric charging.  

Greason (2000) measured the charge on a metal sphere with a Faraday cage after contact with an 

insulating material under various conditions.  The relationships between the charge and relative 

humidity for three temperatures are shown in Fig. 14.  At a given temperature, the charge decreases 

with increasing relative humidity.  This can be due to increased leakage caused by a decrease in the 

electric resistance on the surface.  Also, it is true that the charge decreases more rapidly where the 

charged particles are kept at a high relative humidity (Nomura et al., 2003).  The effects of 

temperature on the charge on the sphere are shown in Fig. 15.  The charge tends to decrease with 

increasing temperature.  This tendency is remarkable when the relative humidity is low (Greason, 

2000). 

 

 

4 Mechanism of particle charging 

 

4.1 Condenser model 

 

A schematic illustration of the condenser model of particle charging by contact is shown in Fig. 

16.  The contact region between a particle and a wall is regarded as a capacitor.  When a particle 

impacts and rebounds on a wall, the contact time is short, but still long enough for the charge 

transfer; thus, the transferred charge q caused by impact can be represented by the condenser model, 

i.e. (Matsusaka et al., 2000):  
 

 CVkq cΔ  ,
 (8) 

where kc is the charging efficiency, C is the capacitance, and V is the total potential difference.  The 

capacitance C is given by 

 

0

0

z

S
C




,

 (9) 

where 0 is the absolute permittivity of gas, S is the contact area and z0 is the critical gap including 

the geometrical factors between the contact bodies.  The total potential difference V at the contact 

gap is given by 

 exbec VVVVV  , (10) 

where Vc is the potential difference based on the surface work functions, Ve is that arising from the 
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image charge, which is given by 

 qkV ee  ,
 (11) 

where q is the particle charge held on the particle before contact.  Vb is that arising from the space 

charge caused by surrounding charged particles, which is given by 

 qkV bb  .
 (12) 

Vex is the potential difference arising from other electric fields.  For instance, an external electric 

field may be applied in this system.  When the wall is insulator, the wall surface can have charge 

and form an electric field, which affects the total potential difference.  If the charge is accumulated 

by contact charging, the total potential difference will decrease with increasing surface charge 

(Matsusaka et al. 2003 a). 

 

4.2 Charge relaxation model 

 

Matsuyama and Yamamoto (1995 a, b) proposed another charging model, named ‘charge 

relaxation model’.  The concept of the charge relaxation process is sequentially shown in Fig. 17; 

i.e. (a) there are two neutral bodies separated; (b) when the bodies are brought into contact with each 

other, charge is transferred through the contact gap; (c) the bodies are in separation; (d) relaxation of 

the transferred charge occurs due to gas discharge in the separation process (Matsusyama and 

Yamamoto, 2006 a).   

A quantitative scheme of this model is indicated in Fig. 18.  To determine the breakdown 

voltage in the gap, the Paschen curve is applied, which is widely used in the air insulating 

technology to give the gas breakdown limit voltage between two parallel electrodes as a function of 

pressure and gap distance (Paschen, 1889).  Now, it is assumed that a particle with a small initial 

charge approaches a metal wall, and a charge is transferred by a contact with the wall.  When the 

charge transferred on the particle is high enough to make the potential curve intersect the Paschen 

curve in the separation process, the charge relaxation occurs due to gas breakdown, and the potential 

curve with the residual charge leaves the Paschen curve downwards after the process.  As a result, 

the total charge remaining on the particle becomes larger than the initial charge.  This difference of 

the charge is the net transferred charge to be observed.  On the other hand, when the particle 

approaching the wall has a large amount of charge which gives the potential curve exceeding the 

Paschen curve, the particle releases the surplus charge by the gas breakdown before impact.  The 

charge remaining on the particle is kept after impact since the potential curve does not exceed the 
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Paschen curve.  Therefore, the released charge is equivalent to the net transferred charge.  The 

remaining charge depends on the dielectric constant and the diameter of the particle as well as the 

breakdown voltage of the gas. 

 

4.3 Impact on a wall 

 

In powder handling operations, individual particles acquire charge during collision with walls.  

An understanding of the charging process of a single particle is a basic requirement for the 

development of a theory of triboelectric charging of particles (Bailey, 1993).  Several studies have 

been reported, in which a single particle of a few millimeters in diameter was made to collide with a 

metal target, and the transferred charge was measured (Masui and Y. Murata, 1983, 1984; 

Yamamoto and Scarlett, 1986; Matsuyama and Yamamoto, 1989, 1994, 1995a–c, 1997).  Also, 

single-particle experiments with a larger sphere, 31 mm in diameter (Matsusaka et al., 2000) and 

with a particle as small as 100-300 m (Matsuyama et al., 2003) were performed.  These methods 

have several advantages, i.e. the contact state during the particle collision can be reproducible by 

controlling the impact velocity and angle.  An example of the impact charging test rig for single 

particles is shown in Fig. 19 (Watanabe et al., 2006, 2007a, b).  A particle is fed into the funnel at 

the top of the rig and is accelerated by air flowing through a glass tube.  The particle then collides 

with a metal target in a collection chamber.  To measure the particle charge before impact, an open 

ended (through-type) Faraday cage (FC1) is installed.  The second Faraday cage (FC2) is installed 

in the collection chamber to measure the particle charge after impact.  The amount of charge 

transferred during the impact, i.e. impact charge, is quantified by subtracting the initial charge 

(measured by FC1) from the particle charge after impact (FC2).  The relationship between the 

impact charge and initial charge has a linear trend, as shown in Fig. 20.  The impact charge at zero 

initial chargeq0 is a characteristic charge, and it increases with the impact velocity.  The intercept 

on the horizontal axis is the equilibrium charge qe, where there is no net charge transfer.  q0 and qe 

are important characteristics of the charging tendency of particles.  The characteristic line with 

these values is expressed as the following equation: 
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The equilibrium charges of particles made of different materials as a function of impact velocity is 

shown in Fig. 21.  Although there are some fluctuations in the data, the equilibrium charge is 

independent of the impact velocity but depends on the material. 

The effect of impact angle on the triboelectric charging was investigated by Ema et al (2003).  

The particle impact tests using an inclined target and a rotating target are illustrated in Fig. 22.  As 
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particles impact on the metal target in a stream, the value of electric current generated from the 

target is represented by the following equation: 

 
q
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W
I Δ

p
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,
 

(14) 

where W is the mass flow rate, mp is the mass of a particle, and q is the impact charge of a particle.  

The relationship between normalized current I/Imax and impact angle  is shown in Fig. 23, in which 

Imax is the maximum current at a constant normal component of impact velocity.  The electric 

current increases with the impact angle up to 
 o

 and then decreases.  This charging tendency can 

be explained by a rolling–slipping model.  For  
 o

, the effective contact area increases with 

the angle because of the increase in the rotation of the particle on the target (Fig. 24 (a)).  As for 

> 
 o
, the effect of the slip on the target increases with the angle; thus, the effective contact area 

decreases (Fig. 24 (b)). 

 

4.4 Repeated impacts of a single particle 

 

When particles repeatedly collide with a wall, the charge on the particles varies according to the 

electrostatic properties and the state of the collisions; thus, it is important to trace the variation of the 

charge on a particle.  As a first step to analyze successive impact charging, single-particle 

experiments were carried out using two metal targets (Fig. 25) (Matsuyama and Yamamoto, 1995c).  

The charge generated by the first impact affects the next impact charging.  For polymer particles, 

the surface charge caused by impact is non-uniform, and the localization on the surface affects the 

successive particle charging. 

The relationship between the impact charge and the initial charge of 200 m polymer particles is 

shown in Fig. 26 (Matsuyama et al., 2003).  The wide scatter on the data is thought to be caused by 

the non-uniform surface charge.  The substantial effect of the localization of the surface charge on 

the impact charge can be explained (Fig. 27).  If charged area contacts with a wall, the impact 

charge will strongly depend on the initial charge; however, the charged area is at the remote side, 

there is no effect. 

Repeated impact tests to study the charge accumulation were carried out by Matsusaka et al. 

(2000) (Fig. 28).  To control the contact area easily, a larger sphere (31 mm in diameter), made of 

synthetic rubber was used.  The sphere was supported at its initial rest point using a fine string, and 

then was dropped onto a metal plate.  After impact on the plate, the string was then pulled up to 

prevent the sphere from falling again.  This impact test was repeated many times, and the initial 

charge on the sphere and the transferred charge were measured with a through-type Faraday cage.   

The variation in the charge on the sphere is shown in Fig. 29.  The transferred charge caused by 
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an impact decreases with the number of impacts and the accumulated charge approaches a limiting 

value, which tends to decrease as the time interval between impacts increases.  This is because the 

leakage of the electrostatic charge increases with increasing elapsed time. 

It is possible to formulate the particle charge generated by repeated impacts.  First, the 

condenser model (see § 4.1) is applied to the formulation.  In order to obtain the charge qc as a 

function of the number of collisions n, a continuous quantity dqc/dn is used, i.e.: 

 CVk
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 (15) 

The leakage of electrostatic charge dqr /dt is approximated by (Itakura et al., 1996) 
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where kr is a constant.  When the frequency of particle collisions is defined as f, Eq. (16) is 

rewritten as 

 q
f

k

n

q rr

d

d


.

 (17) 

For simple repeated impacts of a single particle, the values of Vb and Vex in Eq. (10) are zero; 

therefore, from Eqs. (9)-(11), (15) and (17), the net charge transfer is derived as 
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Solving Eq. (18) with the initial conditions, n = 0 and q = q0, gives the following exponential 

equation: 
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where 
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and 
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It should be noted that the same form as Eq. (19) can also be derived from the charge relaxation 

model in a phenomenological level.  By replacing qe and qi in Eq. (13) with qand q, respectively, 

the transferred charge per collision dq/dn is given by 
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Solving Eq. (22) with the initial conditions, n = 0 and q = q0 gives the same form as Eq. (19).  Here, 

n0 in Eq. (19) is given by 
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Comparing the charge relaxation model with the condenser model, one can notice a difference.  For 

the condenser model, n0 is independent of the contact potential difference Vc (see Eq. (20)), but q is 

proportional to Vc (see Eq. (21)).  On the other hand, for the charge relaxation model, both n0 and 

qare independent of Vc.   

The exponential equation represented by Eq. (19) can be used for almost all the repeated impacts 

of a single particle.  The effect of the differences in experimental conditions including particle 

diameter should be considered in the two terms, i.e. qand n0.   

 

4.5 Particle charging in gas–solids pipe flow 

 

In gas–solids pipe flow, particles repeatedly collide with the inner wall, as a result of which 

charge transfer takes place.  When a metal pipe is grounded, the charge transferred from the 

particles to the wall flows to earth, and can be detected as electric currents (Masuda et al. 1976, 

1994; Cartwright et al. (1985); Nieh and Nguyen (1988); Gajewski (1989)).  A system to analyze 

the particle charging in gas–solids pipe flow is shown in Fig. 30 (Matsusaka et al. 2008a).  Particles 

that are continuously fed are dispersed into airflow through an ejector.  To increase the efficiency 

of the particle charging, spiral pipes can be used instead of straight pipes.  The electric currents 

flowing from the metal pipes to earth are measured with an electrometer.  To confirm the validity 

of the charge balance in this system, the charge-to-mass ratio, i.e. specific charge, of particles at the 

inlet and outlet of the metal pipe must be measured by connecting them to a Faraday cage.  Also, a 

digital oscilloscope can be used to analyze the pulsating electric signals of the charge transfer (see 

§6.5.2). 
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The electric currents generated from a metal pipe are shown in Fig. 31(a) (Masuda, et al. 1994; 

Matsusaka and Masuda, 2006).  During the operation, the measured values are almost constant (I = 

2.3 nA for Wp = 7.0 × 10
−7

 kg·s
−1

).  The amount of charge of the particles that is being collected in 

the Faraday cage under the same conditions as above is shown in Fig. 31(b).  The values of the 

specific charge at the inlet and outlet of the detector are qmIN = 3.9×10
−3

 and qmOUT = 0.6×10
−3

 

C·kg
−1

, respectively.  The difference between these values qmIN − qmOUT is equal to the current 

generated per unit mass flow rate, I/Wp = 3.3×10
−3

 C·kg
−1

.  This means that the charge balance is 

satisfied and the system is working correctly. 

When the effect of particle–particle interactions on the particle charging is negligible in dilute 

phase gas–solids pipe flow, each particle can freely collide with the inner wall.  Under such 

conditions, the electric current is proportional to the mass flow rate of particles (Fig. 32) (Masuda et 

al. 1998a).  For dense-phase gas–solids pipe flows, the surrounding particles prevent the free 

particle–wall contacts, and consequently the efficiency of the charge transfer is reduced.  Also, for 

smaller particles, the efficiency decreases because of the agglomeration.  In addition, the initial 

charge on particles affects the electric currents as shown in Fig. 33 (Masuda et al. 1994).  In 

powder handling operations, particles will collide with different walls before arriving at the current 

detection pipe, e.g. hopper, feeder, chute, disperser, etc., and hence the polarity and amount of 

charge on particles vary according to the conditions.  To estimate the charge transferred from the 

particles to the wall, the initial charge has to be known beforehand.  

The particle charging in gas-solids pipe flow can be formulated.  When a particle moves from x 

to x+x along the pipe axis, the variation of the charge is derived from Eq. (19) as follows: 
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The charges transferred from the particles to the pipe wall can be analyzed by the electric currents.  

When a length of x is isolated electrically and grounded, the electric current I flowing to earth is 

expressed as (Matsusaka and Masuda, 2006): 
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where Wp is the mass flow rate of particles, mp is the mass of the particle, qm0 and qm are the 

specific charge at x = 0 and x = , respectively.  When the point of x at the inlet of the detection 

pipe is redefined as zero, Eq (25) becomes 
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When the value of x is quite small and n(x) << n0, Eq. (26) is simplified as 
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where  
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where p is the particle density and Dp is the particle diameter. The constants of ke regarding image 

charge and kb regarding the space charge in Eq. (28) are, respectively, approximated by (Appendix A 

and B) 
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where m is the mass flow ratio of particles to gas, g is the density of the gas, Di is the inner diameter 

of the pipe, u  is the average gas velocity and v  is the average particle velocity.  When the 

leakage of the electrostatic charge is sufficiently small compared to the particle charging, kr can be 

neglected.  Using Eqs. (29) and (30), n0 and qm are expressed as 
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where  is the ratio of the space charge effect to the image charge effect, i.e.: 
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For dilute phase flow (<< 1), Eq. (27) is rewritten as 
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From Eq. (34), it is found that the transferred charge is proportional to the initial charge of particles.  

This relationship was confirmed experimentally (see Fig. 33). 

The above theoretical approach can be used for analyzing the charge distribution (Matsusaka et 

al., 2002).  Although the particle charge distribution depends on various factors, the main factors 

are considered to be the number of particle collisions, initial charge on the particles, and the state of 

the impact.  Introducing the probability density functions of these factors, one can obtain the 

equation of particle charge distribution (Appendix C).  

Furthermore, the maximum (or the equilibrium) charge of particles in gas–solids pipe flow was 

studied by Matsuyama and Yamamoto (2008).  They conducted a theoretical calculation based on 

the charge relaxation model, taking into account the space charge effect and compared with the 

experimental data cited from literature.   

 

4.6 Control of triboelectric charging 

 

In general, the reproducibility of the triboelectric charging of particles is poor; however, the 

control of the charge on particles is possible using the triboelectric charging principles.  In this 

section, typical triboelectric characteristics in dilute phase gas–solids pipe flow is shown first and 

then useful methods to control triboelectric charging are explained.  

Matsusaka et al. (2007) conducted experiments for triboelectric charging of micrometer-sized 

particles using five different kinds of pipes.  The relationships between the specific charge of 

particles and the pipe length are shown in Fig. 34.  The particles were charged positively by contact 

with the walls of the two kinds of stainless steel.  As for aluminum, copper, and brass pipes, the 

particles were charged negatively.  Among them, the charging level for the aluminum pipe was 

rather small.  Although the absolute value of the specific charge increased with pipe length, the rate 

of increase gradually decreased and the specific charge approached an equilibrium value depending 

on the wall material.  In order to apply the theoretical model to the experimental results, it can be 
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assumed that the frequency of the particle-wall impacts per unit pipe length is constant, and that the 

number of impacts n is proportional to the pipe length L; therefore, Eq. (19) is rewritten as 
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where L0 is the characteristic length of the particle charging. The experimental results were in good 

agreement with the calculated ones (Fig. 34).  Also, Eq. (37) can be used to evaluate the particle 

charging efficiency q, i.e.: 
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The particle charging efficiency for 3-m pipe in this experiment is found to be in a range from 93% to 

99%.  

The effect of the initial charge on particle charging is shown in Fig. 35.  The experimental 

results were obtained using two different pipes made of stainless steel and brass.  Although the 

particle charging depends on the initial charge on particles and pipe materials, all the experimental 

results agree well with the results calculated using Eq. (37).  These results imply that the 

triboelectric charging of particles can be controlled by arranging pipes made of different materials. 

The experimental result for the specific charge obtained by connecting 1-m brass pipe and 1-m 

stainless steel (SUS316) pipe alternately is shown in Fig. 36(a).  The particles are charged 

negatively in the brass pipes but positively in the stainless steel pipes.  As a result, the values of the 

specific charge are within a certain range.  The experimental results are in good agreement with the 

solid lines calculated using Eq. (37).  The result obtained by 0.5-m pipes instead of 1-m pipes is 

shown in Fig. 36(b).  It is clear that the specific charge in Fig. 36 (b) is within a narrower range 

compared with that in Fig. 36(a) 

Examples of the general calculation to control the triboelectric charging in gas-solids pipe flow 

using two different pipe materials A and B are shown in Fig. 37.  Although the charge is fluctuated 

positively and negatively, the fluctuation level decreases with decreasing each pipe length.  The 

upper limit q mA* for pipe A and the lower limit q mB* for pipe B are given by 
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and 
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where LA and LB are the pipe lengths, LA0 and LB0 are the characteristic lengths, and the subscripts 

A and B denote the two different materials.  Also, the polarity and amount of charge can be 

controlled by changing the pipe length ratio of A to B (r = LA/LB).  As the pipe length LA, LB 

→ 0, the limiting values of the charge satisfy the relation of q m* = q mA* = q mB*.  Substituting 

LA = rLB into Eq. (39) and setting LA, LB → 0, the limiting value q m* is given by 
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Therefore, the charge on particles can be controlled positively, negatively, or neutrally using two 

materials. 

If two materials are arranged in parallel instead of in series, the charge on particles will approach 

the limiting value without the fluctuations mentioned above.  In addition, various shapes and 

structures are available for a particle charging control device.  Matsusaka et al. (2008b) developed a 

high-efficiency particle charger having an inverted truncated cone.  Micrometer-sized particles are 

introduced into the charger from the tangential direction at the top, carried spirally downward, and 

discharged to the tangential direction at the bottom.  The particles are triboelectrically charged by 

contact with the side wall of the charger due to the centrifugal force.  Since two different metal 

sheets are attached in the side wall, particles can contact with these metals alternately.  

 

 

5. Characterization of triboelectric charging 

 

5.1 Work function and Contact potential difference 

 

When materials are exposed to electromagnetic radiation, electrons are emitted (photoelectric 

effect).  The number of the emitted electrons depends on the intensity of the radiation.  Also, the 

kinetic energy of the electrons depends on the frequency or wave length of the radiation.  The 

radiation is regarded as a stream of photons, each having an energy h, where h is the Planck 

constant and  is the frequency of the photon.  If the photon energy exceeds the work function of 

the material , a photon can eject an electron out of the surface; thus, there is the minimum 

frequency, i.e. threshold frequency, at which ejection occurs.  For many solid materials, the 

photoelectric effect occurs at ultraviolet frequencies or above, and for some materials having low 

work functions it occurs with light.  The maximum kinetic energy of the photoelectron depends on 



23 

 

the energy of a photon and the work function.  This is applied to a technique for determining the 

work function or analyzing the surface properties of various materials (Murata, 1979; Murata and 

Kittaka, 1979). 

When two dissimilar electrically conductive materials are in contact, a potential difference is 

generated between them.  This is called the contact potential difference (CPD).  Its origin can be 

described in terms of the process necessary to bring the two materials into thermal equilibrium, and 

it is expected that electrons migrate through the surfaces when they make contact.  If there is a net 

flow of electrons, they are electrostatically charged.  Therefore, the measurement of CPD is 

important to evaluate the contact charging.  In fact, the surface of materials is not pure and is 

usually covered with an oxide layer, and thus the CPD of the materials may significantly differ from 

the values shown in literature.  To measure the CPD between a powder and a wall, a measuring 

system based on the Kelvin–Zisman method was developed (Fig. 38) (Yoshida et al., 1991, 1992; 

Itakura et al., 1996; Tanoue et al., 2001a).  The CPD measurement system has an electric circuit 

consisting of a vibrating capacitor made up of two electrodes, a DC bias voltage supply, and an 

electrometer (Fig. 39).  Powder is filled in the concavity of the lower electrode and the upper 

electrode made of gold oscillates vertically.  When the voltage applied on the upper electrode is 

equal to the potential difference between the powder and the upper electrode, the induced currents 

detected by the electrometer become zero.  The applied voltage is called zero-point potential V0, 

which is expressed by the following equation: 
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where VP/Au is the CPD between the powder and the gold reference, c, dl, and p are, respectively, 

the volume charge density, the thickness of the powder layer, and the absolute permittivity of the 

powder layer.  When the charge of the powder layer is sufficiently small ( c  0), V0 is equal to 

VP/Au. 

 

5.2 Specific Charge 

 

In general, the charge on particles is measured with a Faraday cage (Fig. 40) because of the 

advantages of simplicity and reliability.  When charged particles are put into a metal enclosure 

isolated electrically, charge is induced in the inner wall of the metal enclosure.  The specific charge 

of particles is obtained by dividing the charge by the mass of particles.  For dust in air or particles 

in gas–solids pipe flows, a Faraday cage with a filter is used to collect the particles (Fig. 41).  Also, 

an open ended Faraday cage, so-called through-type Faraday cage is available (Matsuyama and 

Yamamoto, 1989, 1994; Matsusaka et al., 2000; Watanabe et al., 2006, 2007a, b).  Since this type 
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of Faraday cage does not obstruct the particle movement, the charge can be measured in situ.  

In electrophotography, to evaluate the triboelectric charging of a toner-carrier system called 

‘developer’, the blow-off method is used (Fig. 42).  In this system, the toner particles are charged 

by contact with a carrier (larger bead).  In the Faraday cage, a mixed powder of the toner and the 

carrier is placed on a stainless steel filter whose mesh size is chosen to be between the sizes of the 

toner particles and carrier beads.  Nitrogen gas spurts from the upper nozzle of the Faraday cage 

and separates the mixture into toner and carrier.  Only the toner is blown off through the filter and 

the carrier with a charge equivalent but opposite in polarity to that of the blown-off toner is left in 

the cage.  The variation of the charge in the cage is measured by an electrometer (Oguchi and 

Tamatani, 1993)  

 

5.3 Charge distribution 

 

An aerodynamic technology is widely used to measure particle charge distribution for fine 

particles.  A typical example of the system is shown in Fig. 43.  Particles are injected into a 

laminar flow, where a perpendicular electric field is applied, and deposit on the walls of the channel 

by the electrostatic force.  From the position of the deposited particles, the amount of the charge 

can be determined.  A filter placed at the end of the apparatus can be used to collect the particles 

with small or no charge.  The drag force on small particles immediately becomes equal to the 

Coulomb force;  thus the force balance is given by 

 c

pE   3
 = 

C

Dv
qE



,

 (43) 

where q is the charge of the particle, E is the electric field strength,  is the viscosity of air, vE is the 

electrostatic terminal velocity of the particle, Dp is the particle diameter and Cc is the Cunningham 

correction factor.  Therefore, the charge–to–diameter ratio qd (=q/Dp) is derived as 
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where yd is the displacement and t is the time (Schein, 1992/1996). 

Mazumder et al. (1991) developed a laser-based instrument called the electrical-single particle 

aerodynamic relaxation time (E-SPART) analyzer, which measures the aerodynamic diameter Dp 

and charge q of individual particles.  In the measurement cell, electric field and acoustic field are 

formed horizontally (Fig. 44).  When a charged particle passes vertically through an acoustic field, 

the particle oscillates with a phase lag depending on the particle diameter.  Therefore, the particle 

diameter Dp is determined by measuring the phase lag , i.e.: 
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where p is the particle density and  is the angular velocity of the acoustic wave.  As a DC electric 

field is simultaneously superimposed in the cell, the charged particle experiences another velocity 

component.  From the balance between the electrostatic force and aerodynamic drag, the 

charge–to–diameter ratio qd is obtained using Eq. (44).  The particle velocity vE is measured by a 

laser Doppler method.  This analyzer is available for analyzing bipolar charge distribution 

(Mazumder et al., 1991; Matsusaka et al., 2003 b). 

For measuring particle charge, the particle motion analysis system (PMAS) is also used (Fig. 45).  

In the electrostatic separation chamber, there are two parallel electrodes and an electric field is 

applied horizontally.  Particles that are injected into the chamber travel in the electric field.  The 

PMAS, which consists of a short duration light source, a CCD camera with a zoom lens, and the data 

processor, captures pairs of multiple particle images using the double-spark light source with very 

short pulse interval.  The particle velocity can be obtained from the tracking images.  The amount 

of charge on particles can be calculated with both the velocity in the given electrical field and the 

diameter of particles in the images (Ahn et al., 2004). 

As shown in Fig. 43, charge spectrometers for fine particles use a laminar flow to carry the 

particles; however, it is not easy to control the airflow and the injection of particles.  The 

disturbance of the airflow causes a significant measurement error.  To simplify the construction of 

the apparatus, and to increase the accuracy of the measurement, a free air beam is used for injecting 

particles in an electric field (Fig. 46).  The air in the chamber is sucked to pull the aerosol particles 

from an activation cell.  The charged particles in the measurement cell are deflected onto the 

electrodes according to the charge-to-diameter ratio.  Both polarities can be determined by one 

measurement.  However, the electric field caused by the inhomogeneous geometry leads to a more 

complex calculation to obtain the particle path through the measurement cell (Epping and Kuettner, 

2002).   

Fig. 47 shows a charge distribution measurement system consisting of dispersion feeder, 

sampling section, and measurement cell.  The dispersion of particles is necessary to feed single 

particles into the measurement cell.  However, highly charged aerosol particles readily deposit on 

the wall.  To prevent the charged particles from depositing in the sampling section, an AC field 

called the ‘electric curtain’ (Masuda et al., 1972) can be used.  In the measurement cell, the 

particles fall under gravity with moving horizontally by the electrostatic force.  The horizontal and 

vertical velocities of the particles vx and vy in the cell are, respectively, given by (Masuda et al., 

1993; Matsusaka et al., 2008c) 
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where g is the gravitational acceleration.  Therefore, the specific charge q/mp is derived as 
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where xd and yd are, respectively, the x-and y-components of the displacement.  The particle 

diameter and the displacement can be measured with an automatic digital image processing system.  

An example of two-dimensional distribution of specific charge and particle diameter measured by 

this system is shown in Fig. 48.  The cumulative distribution, dimensionless [0, 1] is given by the 

surface integral of the frequency distribution. 

 

5.4 General techniques for characterization 

 

Various techniques have been proposed to characterize the triboelectric charging of particles.  

Although these techniques were developed from practical needs, the high performance of the 

measurement methods made them the object of scientific interest.  A representative method, namely 

the ‘cascade method’ is shown in Fig. 49 (Oguchi and Tamatani, 1993).   Particles are fed from the 

top of the reference plate that is held at a certain angle.  The triboelectric charging occurs while the 

particles cascade down the slope.  The total amount of charge produced on the particles is measured 

with a Faraday cage.  Although the polarity of the charge on the particles is opposite from that on 

the plate, the absolute values are the same as each other.  

Another useful characterization method is shown in Fig. 50.  The device consists of a vibrating 

feeder and a charging plate (Higashiyama et al., 1997).  The particles move from one end toward 

the other while contacting with the plate.  The charge of the particles falling from the edge is 

measured with a Faraday cage. 

A fluidized bed can be used for a triboelectric charging device (Fig. 51) (Iuga et al, 2005).  

When different kinds of particles are mixed, the triboelectric charging is complicated, i.e. the charge 

transfer occurs during the collision with different type of particles, with the same type of particles, 

and with the inner wall, depending on the initial surface charge on the contact area.  To measure the 

charge distribution of the particles, they are classified in a charge spectrometer, such as free fall 

separator with a horizontal electric field. 



27 

 

Fig. 52 shows a vertical array of Faraday cage sensors, which is combined with a fluidized bed 

(Zhao et al., 2002).  This measurement system consists of special Faraday cages mounted vertically 

in cascade and a normal one located at the bottom.  The series of Faraday cages have open holes on 

the upper and lower covers.  The measurements are performed during the free falling of particles.  

Each particle experiences gravity and space charge repulsion; thus, large particles drop faster in the 

vertical direction and highly charged particles move faster in the radial direction.  As a result, the 

particles are separated in the Faraday cages.  The charge and mass of particles are measured with 

each Faraday cage.  In addition, various analyses such as particle size distribution in the Faraday 

cages are useful for total evaluation of the particle charging. 

The characteristics of the triboelectric charging can be evaluated by various methods; however, 

the particles may not be sufficiently charged.  Kittaka and Murata (1976), Rowley (2001), and 

Matsusaka et al. (2008b) proposed a method using a cylinder in which particles can be charged by a 

circular airflow (Fig. 53).  As strong centrifugal forces act on the particles in motion, the particles 

continue to rotate in the cylinder until the airflow is stopped.  After rotation, the charged particles 

are taken out rapidly from the cylinder through a hole using a vacuum pump and are led into a 

Faraday cage.   

 

5.5 Single particle impact test 

 

Watanabe, et al. (2006, 2007a, b) developed an impact charging test rig, as mentioned in §4.3.  

The device consists of an impact target and two sets of Faraday cages.  The device allows charge 

measurements of single particles as small as ~100 m impacting on the target at different incident 

angles with a high velocity.  The analysis of the charge transfer as a function of the initial charge of 

the particle determines an equilibrium charge, i.e. an initial charge for no net charge transfer (see Fig. 

20).   

 

5.6 Gas–solids pipe flow test 

 

Charge transfer in dilute phase gas solids pipe flow can be analyzed from electric currents 

generated in a length of detection pipe, as mentioned in §4.5; i.e. the transferred charge per unit mass 

of particles in the pipe is obtained as the value of the electric current divided by the mass flow rate of 

the particles I/Wp.  From the relationship between I/Wp and the specific charge qm0 at the inlet of the 

detection pipe, a characteristic of particle charging is obtained, and the equilibrium specific charge is 

determined (see Fig. 33).  This method is available for micrometer-sized particles (Matsusaka and 

Masuda, 2006).  
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5.7 Atomic force microscopy 

 

Force measurement with a micrometer-sized particle attached to the cantilever of atomic force 

microscope (AFM) has received increasing interest since 1991 (Ducker et al., 1991).   One distinct 

advantage of the so-called ‘colloid probe’ technique is that a quantitative comparison between 

experimental force curves and theoretical expectations becomes possible using a probe of known 

geometry, while the disadvantage is that it is unsuitable for statistical analysis of a number of 

particles since the preparation of the colloid probes is not easy.  In an attempt to better understand 

the origin of adhesion forces, quantitative studies of the surface force interaction as a function of the 

distance between particle and substrate have been carried out.  The measurements have revealed 

two dominant forces, i.e. the electrostatic force due to localized contact charging on the particles and 

the van der Waals force.  The sensitivity in the measurement of the charge transfer is ~10 electrons 

(Gady et al., 1998).  

To study the contact charging of glass particles, Nishitani et al. (2000) used this method.  Single 

particles attached to cantilevers were charged by repeated contact with a flat stainless steel.  The 

charge accumulated on the particle was analyzed by considering a virtual point charge in the particle.  

Matsuyama et al. (2006) also performed similar measurements, and discussed how to determine the 

surface charge density and the contact area from the force curve.  Furthermore, the consistency 

between the measured results and their charge relaxation model was discussed.  Bunker et al. 

(2007) studied the charging of pharmaceutical particles.  They performed two different experiments, 

i.e. the generation of charge by repeated contacts and by scanning across the surface of the substrate, 

showing that the particle charging by scanning was more effective than that by simple contacts. 

 

 

6. Applications 

 

6.1 Separation 

 

The development of a process to separate solid materials can improve the possibilities for 

recycling wastes.  If particles or small solids have largely different electrostatic properties, they can 

be separated.  In this process, the particles are first triboelectrically charged and then fed into an 

electric field separator.  The particle trajectories are deflected in the electric field according to the 

polarity and the amount of charge.  Although the method to triboelectrically charge the particles is 

simple and easy, the charge transfer depends on the environmental conditions; thus temperature and 

humidity should be controlled in a certain range.  A typical electrostatic separator is shown in Fig. 

54 (Yanar and Kwetkus, (1995)).  Particles that are triboelectrically charged in a cyclone separator 
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enter the electrostatic separator where a DC electric field is applied.  The trajectory of the particles 

depends on the electrostatic charge and mass of particles.  The inhomogeneous electric field is 

effective to achieve a large deflection of the charged particles in the upper part of the separator.  

The bottom of the separator consists of a series of collection trays.   

Another electric separator is shown in Fig. 55 (Soong et al., 2007).  Particles are charged in a 

venture by contact with the wall and other particles, and sent to an electric field between two series 

of louvered plates.  The charged particles are collected on the louvered plates by adjusting the 

applied voltage according to the charge on particles.   

Saeki (2006) proposed a different type of separator consisting of a vibratory conveyor equipped 

with two plate electrodes (Fig. 56).  The advantage of the vibratory separator is to avoid the 

influence of the adhesion between oppositely charged particles and also particle-wall adhesion.  

The two electrodes are inclined toward the horizontal at an angle  and are fixed to the vibrating 

plate.  The upper electrode has negative polarity and the lower electrode is grounded.  The 

separation unit vibrates in the direction of angle  to the x-axis.  The charged particles are fed onto 

the lower electrode through a feeder.  Positively charged particles are attracted toward the upper 

electrode by the electrostatic force and are repelled from the lower electrode, and thus the tangential 

vibration force acting on the particles is reduced.  On the other hand, negatively charged particles 

are attracted toward the lower electrode and strongly experience the vibration force from the lower 

electrode and consequently conveyed on the x-direction.  The difference in the particle trajectory 

enables the separation. 

 

6.2 Powder coating 

    

Electrostatic powder coating is a dry finishing process.  The powder used in the process, which 

is a mixture of finely ground particles of pigment and resin, is electrostatically charged and sprayed 

onto an electrically conductive work piece to be coated.  The main difference from a conventional 

liquid paint is that the powder coating does not require a solvent to keep the binder and filler parts in 

a liquid suspension form.  Therefore, the powder coating offers several advantages.  It does not 

use volatile organic compounds (VOCs), which are hazardous to human health, and over sprayed 

powder can be collected and recycled.    

The general process is as follows; coating powder is fluidized by air and then blown through a 

pipe to a charging gun.  Two types of guns are available, i.e. the triboelectric and corona guns.  

For the triboelectric gun, powder is charged by frictional contact with the walls in the gun.  The 

sprayed, charged particles form a space-charge field, which is directed toward the grounded 

conductive workpiece.  As a result, the charged particles drift toward the workpiece and deposit not 

only onto the surface of the workpiece facing the spray gun but also in hidden regions due to the 
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space-charge field.  The particles that deposit onto the workpiece adhere by electrostatic image 

forces.  After spraying, the workpiece is transferred to a high-temperature curing region in which 

the powder melts and flows to produce a smooth coating layer. 

 

6.3 Electrophotography 

 

Electrophotography is a photocopying technique developed by Chester Carlson in 1938.  In 

this process, a visible image is created using electrostatic latent images in the form of surface 

charge patterns on a photoconductive surface.  The visible images consist of fine particles called 

‘toner’.  Toner is triboelectrically charged by mixing it with larger carrier beads.  The mixture is 

called ‘developer’.  In some cases the toner is triboelectrically charged against walls without the 

use of carrier beads.   

A typical process of the electrophotography consists of six steps: (i) the surface of photoreceptor, 

which is an insulator in the absence of light, is uniformly charged.  (ii) Light reflected from the 

image discharges the normally insulating photoreceptor producing a latent image—a charge pattern 

on the photoreceptor that mirrors the information to be transformed into the real image.  (iii) Toner 

particles charged spread over the surface adhere to the latent image, transforming it into a real image.  

(iv) The developed toner on the photoreceptor is transferred to paper charged on the backside.  (v) 

The image is permanently fixed to the paper by melting the toner.  (iv) The photoreceptor is 

discharged and cleaned of any excess toner (Schein, 1992/1996).   

For black and white copiers, the photoreceptor can transfer the image directly to paper.  

However, for most color copiers the image is formed from four colors (cyan, magenta, yellow and 

black) of toner and the image is built up first on an intermediate surface; then, another transfer takes 

place where the full-color image is transferred to paper.  

 

6.4 Self-assembly 

 

Self-assembly of components is a useful method for preparing microstructured materials with 

interesting mechanical or optical properties.  Although crystallization of particles with different 

sizes or shapes can be achieved, the methods to assemble binary lattices of particles of the same 

sizes but with different properties are limited.  One of the available methods is the electrostatic 

self-assembly (ESA) of macroscopic components using interactions caused by triboelectric charging.  

The systems comprise two kinds of particles (usually spheres) that are charged oppositely when 

agitated on a flat, metallic surface.  The interplay of repulsive interactions between like-charged 

particles and attractive interactions between unlike-charged ones results in the self-assembly of these 

particles into highly ordered arrays.   
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The type of the lattice formed by self-assembly depends on the number ratio of the two different 

particles.  For example, when the number ratio, Nylon-6, 6 (NNyl) / Teflon (NTef), is close to unity, a 

square lattice array is formed (Fig. 57(a)).  When particles of one kind are present in excess, they 

arrange themselves into either a pentagonal lattice array or a hexagonal lattice array.  When NNyl / 

NTef >1, each Teflon particle is surrounded by five or six Nylon-6,6 particles (Fig. 57(b), (c)).  

Conversely, when NNyl / NTef <1, each Nylon-6,6 particle is surrounded by five or six Teflon 

particles.  These observations suggest that the lattices are steady-state products of self-assembly 

(Grzybowski et al., 2003). 

 

6.5 Measurements in pneumatic transport 

 

6.5.1 Particle flow rate and specific charge 

 

In gas-solids pipe flow, the charges transferred from the particles to the wall are detected as 

electric currents as mentioned in §4.5.  For dilute phase flow, the electric current I generated from a 

pipe is formulated with the particle flow rate Wp and the specific charge of particles qm0 at the inlet 

of the pipe (see Eq. (34)).  When two different detection pipes are connected in series with 

electrical isolation (Fig. 58), the following equations are held for the first and second pipes, 

respectively: 
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where subscripts 1 and 2 refer to the first and second detection pipes, respectively.  Since the charge 

at the outlet of the first pipe is equal to that at the inlet of the second pipe, the charge balance is 

expressed as 
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From Eqs. (49)-(51), the particle flow rate Wp is expressed as 

 21p IdIcW  , (52) 
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The denominator of the right-hand side in Eqs. (53) and (54) must not be zero; this means that the 

electrostatic property of the first detection pipe must differ from that of the second one, i.e. 
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Therefore, on-line measurement of particle flow rate is possible by measuring the two electric 

currents (Masuda et al., 1994, 1998b; Matsusaka and Masuda, 2006).  In addition, from Eqs. 

(49)-(51), the following equation is derived:  
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The particle charge can also be calculated using Eq. (56). 

 

6.5.2 Signal analysis 

 

The current detected in gas–solids pipe flow consists of many pulsating electric signals, which 

vary in a wide range from positive to negative.  In fact, these electric signals contain useful 

information on the state of particles flowing in the pipe.  An example of the signals detected with a 

digital oscilloscope is shown in Fig. 59 (a).  The variation of the signals on a magnified time scale 

is shown in (b).  The pulsating signals are caused by the fluctuation of the particle flow rate.  Even 

though particles continuously flow in the pipe, the particle concentration fluctuates on a time scale of 

milliseconds; as a result, a number of clouds of particles flow in the pipe. 

For instance, when a cloud of negatively charged particles approaches the detection pipe, 

positive charge is induced on the inner surface of the detection pipe.  This occurs by the fact that 

the electrons on the inner surface flow to earth, and consequently a negative peak is detected with 

the digital oscilloscope.  If the particles impact on the wall of the detection pipe, charge transfer 

will occur.  Since the transferred charges remain there while the particles are in the pipe, no electric 

signal is detected.  When the particles pass out of the pipe, the whole charge held on the wall 

surface flows to earth, and a peak signal is detected.   

The shape and intensity of the electric signals depend on the condition such as the polarity and 

amount of the charge of the cloud at the inlet and outlet of the detection pipe.  Typical particle 

charging in gas–solids pipe flow and the shapes of the electric signals are illustrated in Fig. 60 
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(Matsusaka et al., 2008a).  Here, it is supposed that the particle charging is represented by an 

exponential equation (Cole et al., 1969–1970; Masuda et al., 1976; Matsusaka et al., 2007) and that 

the detection pipe length is larger than the cloud; thus, the tails of the two peaks do not overlap with 

each other.   

These electric signals can be applied to the correlation method for measuring particle velocity 

(Yan et al., 1995; Gajewski, 1996).  Two detection pipes are used for the measurement system.  

Three sets of electric signals are shown in Fig. 61 (Matsusaka et al., 2008a).  Since particles that are 

negatively charged obtain negative charge by contact with the wall of the first detection pipe, a 

larger positive signal is detected at the outlet.  By passing through the intermediate pipe, the 

particles obtain positive charge by contact with the wall, material of which is different from that of 

the detection pipes, and the polarity of the particle changes from negative to positive.  The polarity 

again changes to negative by passing through the second detection pipe.  The time interval between 

the first and second detection pipes increases proportionally with the length of the intermediate pipe.  

The particle velocity can be calculated from the time interval.   

 

 

7. Simulation  

 

7.1 Triboelectric charging by repeated impacts 

 

Matsuyama and Yamamoto (2006 b) proposed a Monte Carlo simulation for a charge 

accumulating process of a single particle during successive impacts.  In the calculation, patch-like 

charges were localized randomly on the particle surface (Fig. 62(a)), and the charges were 

considered to work as the initial charge at the next impact.  To reduce the load of the calculation, 

the patch-like charges were redistributed as an axisymmetric charge distribution as shown in Fig. 

62(b).  The charge transfer can be calculated based on the charge relaxation model (see § 4.2).  

The calculated results i.e. impact charge and the accumulated charge on the particle are shown as a 

function of the number of impacts (Fig. 63).  Both the impact charge and the accumulated charge 

vary exponentially.  

Yoshida et al., (2003) calculated multi-impact charging in a vibrating vessel using 

three-dimensional distinct element method (DEM).  The surface of the particles is divided into 

many charging sites (Fig. 64).  In this calculation, it is assumed that (i) particles are insulators, (ii) 

the charge transfer occurs by impact between particles as well as particle and wall, depending on the 

contact potential difference and the local electric field, and (iii) the charges transferred on the 

particle remain at the contact sites.  The specific charge of the particles as a function of time 

elapsed is shown in Fig. 65.  The particle charge approaches an equilibrium value, and the effect of 
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the number of the sites on the particle charge is not so significant if the number of the sites is 

sufficiently large. 

Matsuyama et al. (2009) developed another DEM simulation to analyze the development of 

charge on particles in a shaker.  In their analysis, particle charging model, space charge effect, 

electrical boundary condition of a container, and long range force were comprehensively involved. 

In gas-solids pipe flow, particles are charged to an equilibrium value by collisions with the pipe 

wall and other particles.  Tanoue et al. (2001b) carried out numerical simulations of particle 

charging based on the condenser model (see § 4.1).  They used the standard k– model to express 

the turbulent flow in the pipe and determined the number of collisions of particles on the pipe wall 

by Lagrangian particle tracking, showing that the effect of the particle size, air velocity, and pipe 

diameter on the particle charging.  Cangialosi et al. (2006) used a statistical model to determine the 

particle–wall collisions and used the charge relaxation model (see § 4.2) to predict the equilibrium 

charge and the impact charge caused by multiple impact events.  Watano (2006) used 

three-dimensional discrete element method (DEM) to calculate the contact area for particle charging 

in pneumatic conveying systems.   

 

7.2 Behavior of charged particles 

 

Lim et al. (2006) studied the flow behaviors of charged particles in gas–solids pipe flow using 

DEM coupled with computational fluid dynamics (CFD), showing that the charged particles are 

spread by the electrostatic diffusion.  Also, Mio et al (2006) simulated the developing behavior of 

toners in a two-component development system of electrophotography using the large-scale DEM 

(150,000 particles) and discussed the effect of the bias voltage and mechanical operation conditions 

on the behavior of toners.    

 

 

8. Summary 

 

The research on triboelectric charging of particles has been reviewed from theoretical and 

experimental viewpoints to evaluate the current state of understanding and applications.  From this 

work, the following points are concluded: 

(1) The triboelectric charging can be caused by electron transfer, ion transfer, and material 

transfer.  Among them, the electron transfer is considered to be the base of the charge transfer.  

For metal–metal contacts, the difference in work function is used to explain the charge transfer.  

For inorganic compounds such as oxides, the charging tendency can be explained by the generalized 

electronegativity of metal ion.  For organic compounds, the charging tendency depends on the 
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functional groups contained in them.  For polymer–metal contacts, the electric polarity after charge 

transfer can be determined by the energy level of HOMO and LUMO of the organic solids and the 

Fermi level of the metal.  In addition, environmental conditions such as temperature and humidity 

have to be taken into account.   

(2) To analyze the particle charging, two basic models, i.e. the condenser model and the charge 

relaxation model exist.  The former is based on the effective contact potential difference depending 

on the work functions and initial charge.  The latter is based on the gas breakdown predicted by the 

Paschen curve.  Irrespective of the difference in the concept of particle charging, these models 

derive the same type of exponential equations for the charge accumulation by repeated impacts.  

These equations enable us to analyze actual complicated particle charging processes. 

(3) The values of work function or the contact potential difference characterizing the triboelectric 

charging can be obtained experimentally.  For the measurement of the charge on particles, the 

Faraday cage method is available; in fact, there are several types of Faraday cages, which are used 

for each purpose.  In recent years, there is increasing interest in the measurement of the charge 

distribution of particles to analyze processes in detail.  To precisely measure the charge 

distributions, dispersion and sampling of the charged particles are important since positively and 

negatively charged particles agglomerate and highly charged particles easily deposit before 

measurement.  To characterize the particle charging tendency, several practical methods are 

proposed.  In particular, the single particle impact test and the gas–solids pipe flow test are useful 

to evaluate the equilibrium charge and transferred charge.  The atomic force microscopy is also 

useful for analyzing the electrostatic force of a single particle in detail. 

(4) Triboelectric charging of particles can be applied for various purposes, e.g. electrostatic 

separation, dry powder coating and electrophotography.  The electrostatic self-assembly is expected 

as a technique to produce new functional materials.  Also, the measurement techniques using 

triboelectric charging of particles are essential to evaluate and control particle handling processes.   

(5) Numerical simulation is a powerful tool to analyze particle charging processes.  Monte 

Carlo simulation is available to study the charge accumulation by repeated impacts.  DEM 

simulation is also useful for the calculation since the information of all the particle collisions are 

taken into account for the charge transfer.  In gas–solids pipe flow, Lagrangian particle tracking 

method is available to study the charge accumulation process.  In recent years, the analysis of the 

behavior of charged particles in a complicated system such as two-component development system 

of electrophotography comes to attract attention. 
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Appendix A. Equations of image charge effect 

 

An image charge is illustrated in Fig. A.1 (Matsusaka and Masuda, 2006).  The potential 

difference Ve in the gap is represented by  

 qkV ee  , (11) 

where 
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Substituting Eqs. (A.2) and (A.3) into Eq. (A.1) gives 

 

















0pp0

e
4

11

2

1

zDD
k


 

 
2

p0

02

D

z




.

 (29) 

 

Appendix B. Equations of space charge effect 

 

Charged particles flowing through a vertical pipe are illustrated in Fig. B-1 (Matsusaka and 

Masuda, 2006).  When the charged particles are dispersed uniformly, the electric field E is 

expressed as a function of radius r, i.e. 
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where np is the particle number concentration, which is given by 
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where m is the mass flow ratio of particles to gas, g is the density of the gas, u  is the average gas 

velocity, p is the particle density, and v  is the average particle velocity. 

The potential difference Vb in the gap z0 close to the wall is represented by 
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From Eq. (B. 3) and Eq. (12) in the text, the following equation is derived: 
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Appendix C. Equations of probability density function of specific charge 

 

Assuming that the probability density function of particle collision is expressed as a normal 

distribution, which is derived from an binomial distribution, and also using the relationship between 

the number of particle collision and the particle charge, the probability density function of the 

specific charge f1(qm) is represented by (Matsusaka et al., 2002) 
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where n  is the mean number of particle collisions and k is the impact charging factor )/( 0m nq  . 

Using a probability density function of initial charge fic (qm0), the probability density function 

f2(qm) after traveling through the pipe is represented by 
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Furthermore, using a probability density function of the impact charging factor fk(k), the probability 

density function f3(qm) after traveling through the pipe is represented by 
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Substituting the probability density functions gives theoretical equations. 
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Fig. 1. Electron potential energy for metal–metal contact. 

Fig. 2. Charge on a chromium sphere, 4 mm in diameter, in contact with another metal sphere, 13 

mm in diameter, as a function of the CPD of chromium against each metal (Harper, 1951). 

Fig. 3. Charge density of Nylon 66 by contact with various metals.  The horizontal axis is the CPD 

of gold against each metal VAu/M (Davies, 1969). 

Fig. 4. Energy level diagram for insulator–insulator contact. 

Fig. 5. Molecular-ion-state model for a metal–insulator contact (electron injection into acceptor 

states of polymer). 

Fig. 6. Molecular-ion-state model for an insulator–insulator contact. 

Fig. 7. Model of interface between polytetrafluoroethylene (PTFE) and aluminum (Al) for quantum 

chemical calculation (Yoshida et al, 2006). 
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2008). 
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particles for contact charging: surface oxidized iron, 44-74 m in sieve diameter) (Oguchi 

and Tamatani, 1986 ). 

Fig. 11. Triboelectric charging as a function of substituent constant for salicylaldehyde anils (1) 

using 250 m steel beads at 0% relative humidity, organic films were positively charged, 

and for substituted polystyrenes (2) using zinc powder at 56% relative humidity, organic 

films were negatively charged . X is a substituent (Gibson, 1975). 

Fig. 12. Direction of electron transfer for metal–organic contact. 

Fig. 13 (a) Charge as a function of alumina content for alumina-coated titania and (b) contribution of 

silica for alumina–silica-coated titania (Oguchi and Tamatani, 1993). 

Fig. 14. Triboelectric charge of a metal sphere,12.7 mm in diameter, as a function of relative 

humidity (Greason, 2000). 

Fig. 15. Triboelectric charge of a metal sphere, 12.7 mm in diameter, as a function of temperature 

(Greason, 2000). 

Fig. 16. Condenser model. 

Fig. 17. Schematic illustration of contact process with charge relaxation. 

Fig. 18. Schematic illustration of the charge relaxation model. 

Fig. 19. Impact charging test rig for single particles. 

Fig. 20. Linear relationships between impact charge and initial charge (spherical sugar granules, 

500–600 m in sieve diameter) (Watanabe et al., 2006).  

Fig. 21. Equilibrium charge as a function of impact velocity (EC: ethylcellulose granules, SG: sugar 
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granules, LM: -lactose monohydrate, ASP: aspirin) (Watanabe et al., 2006). 

Fig. 22. Particle impact tests. 

Fig. 23. Relationship between normalized electric current I/Imax and impact angle θ (vn and vt : 

normal and tangential component of impact velocity) (Ema et al., 2003). 

Fig. 24. Effective contact area. 

Fig. 25. Electrostatic charging test for successive particle impacts. 

Fig. 26. Impact charging with 300 m polymer particles (Matsuyama et al., 2003). 

Fig. 27. Concept of localization of initial charge on a particle. 

Fig. 28. Test to investigate the charge accumulation process by repeated impacts of an elastic sphere. 

Fig. 29. Charge of synthetic rubber sphere by repeated impacts (Matsusaka et al., 2000). 

Fig. 30. System to analyze particle charging in gas–solids pipe flow. 

Fig. 31. (a) Electric currents generated from a stainless steel detector and (b) charges on particles at 

the inlet and outlet of the detector, which were measured with a Faraday cage (Matsusaka 

and Masuda, 2006). 

Fig. 32. Relationship between generated current and particle flow rate (Masuda et al., 1998 a). 
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et al., 2007). 
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Fig. 42. Blow-off method.
 

Fig. 43. Measurement of electrostatic charge distribution. 
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Fig. 45. Particle motion analysis system (PMAS). 
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49 

 

Fig. 48. Two-dimensional frequency distribution of specific charge and particle diameter. 

Fig. 49. Cascade method. 

Fig. 50. Vibration method. 

Fig. 51. Fluidization method. 

Fig. 52. Vertical array of Faraday cage sensors combined with a fluidized bed. 

Fig. 53. Centrifugal method for measuring maximum triboelectric charge of particles. 
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Fig. 55. Electrostatic separator with louvered plates. 
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Fig. 59. (a) Signals detected with a digital oscilloscope and (b) signals on a magnified time scale 

(Matsusaka et al., 2008a). 
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Fig. 61. Measurement of particle velocity by the correlation method (Matsusaka et al., 2008a). 

Fig. 62. (a) Schematic illustration of randomly given patch-like charge and (b) Schematic illustration 
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Fig. 63. Calculated results by a Monte Carlo simulation: (a) impact charge and (b) accumulated 

charge (Matsuyama and Yamamoto, 2006 b). 

Fig. 64. Model particles used in the DEM simulation (the number of charging sites is (a) 32, (b) 200, 
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Fig. 1. Electron potential energy for metal–metal contact.

e Vc

f1

f2

Energy

Fermi level

Metal 2Metal 1

(+) (–)

f1

f2

Metal 2Metal 1

After contactBefore contact



Fig. 2. Charge on a chromium sphere, 4 mm in diameter, in contact with another metal sphere,

13 mm in diameter, as a function of the CPD of chromium against each metal (Harper, 1951).
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Fig. 3. Charge density of Nylon 66 by contact with various metals. The horizontal axis is the CPD of

gold against each metal VAu/M (Davies, 1969).
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Fig. 4. Energy level diagram for insulator–insulator contact.
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Fig. 5. Molecular-ion-state model for a metal–insulator contact (electron injection into 

acceptor states of polymer).
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Fig. 7. Model of interface between polytetrafluoroethylene (PTFE) and aluminum (Al) for quantum chemical calculation 

(Yoshida et al, 2006).
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Fig. 9. (a) Electron distribution and (b) variation of the distribution (the solid and broken lines mean, respectively, 

increase and decrease of electrons by contact charging) (Yoshida et al., 2006).
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Fig. 10 Relationship between specific charge obtained by blow-off method and generalized

electronegativity ci for metal ions (oxidized fine particles: 0.3–0.5 mm in diameter; reference particles

for contact charging: surface oxidized iron, 44–74 mm in sieve diameter) (Oguchi and Tamatani, 1986 ).
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Fig. 11. Triboelectric charging as a function of substituent constant for salicylaldehyde anils (1) using 250 mm 
steel beads at 0% relative humidity, organic films were positively charged, and for substituted polystyrenes 
(2) using zinc powder at 56% relative humidity, organic films were negatively charged. X is a substituent 
(Gibson, 1975).
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Fig. 12. Direction of electron transfer for metal–organic contact.
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Fig. 13 (a) Charge as a function of alumina content for alumina-coated titania and (b) contribution of silica 

for alumina–silica-coated titania (Oguchi and Tamatani, 1993).
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Fig. 14. Triboelectric charge of a metal sphere,12.7 mm in diameter, as a function of relative humidity (Greason, 2000)
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Fig. 15. Triboelectric charge of a metal sphere, 12.7 mm in diameter, as a function of temperature (Greason, 2000).
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Fig. 16. Condenser model.
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Fig. 17. Schematic illustration of contact process with charge relaxation.
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Fig. 18. Schematic illustration of the charge relaxation model.
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Fig. 19. Impact charging test rig for single particles.
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Fig. 20. Linear relationships between impact charge and initial charge (spherical sugar granules, 500–

600 mm in sieve diameter) (Watanabe et al., 2006).
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Fig. 21. Equilibrium charge as a function of impact velocity (EC: ethylcellulose granules, SG: sugar 

granules, aLM: a-lactose monohydrate, ASP: aspirin) (Watanabe et al., 2006).
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Fig. 22. Particle impact tests.
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Fig. 25. Electrostatic charging test for successive particle impacts.
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Fig. 26. Impact charging with 200 mm polymer particles (Matsuyama et al., 2003).
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Fig. 27. Concept of localization of initial charge on a particle.
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Fig. 28. Test to investigate the charge accumulation process by repeated impacts of an elastic sphere.
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Fig. 30. System to analyze particle charging in gas–solids pipe flow.
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Fig. 38. Measurement of contact potential difference based on the Kelvin–Zisman method.
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Fig. 39. Equivalent electric circuit of the Kelvin–Zisman method.



V

Fig. 40. Faraday cage.
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Fig. 41. Faraday cage to measure charge on aerosol particles.
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Fig. 42. Blow-off method.
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Fig. 44. Electrical-single particle aerodynamic relaxation time (E-SPART) analyzer.



Fig. 45. Particle motion analysis system (PMAS).
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Fig. 46. The q-test device for two-component toners.
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Fig. 48. Two-dimensional distribution of specific charge and particle diameter.
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Fig. 49. Cascade method.
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Fig. 50. Vibration method.
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Fig. 51. Fluidization method. 
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Fig. 52. Vertical array of Faraday cage sensors combined with a fluidized bed.
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Fig. 53. Centrifugal method for measuring maximum triboelectric charge of particles.
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Fig. 54. Typical electrostatic separator.
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Fig. 55. Electrostatic separator with louvered plates.
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Fig. 56. Electrostatic separator using vibration.
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Fig. 57. Electrostatic self-assembly.
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Fig. 58 Current detection system for measuring particle flow rate and specific charge.
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Fig. 59. (a) Signals detected with a digital oscilloscope and (b) signals on a magnified time scale (Matsusaka et al., 2008a).



Fig. 60. Effect of particle charging on the shape of electric signal.
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Fig. 61. Measurement of particle velocity by the correlation method (Matsusaka et al., 2008a).



(a)

Fig. 62. (a) Schematic illustration of randomly given patch-like charge and (b) Schematic 

illustration of charge redistribution for axisymmetric calculation (Matsuyama and Yamamoto, 2006 

b).
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Fig. 63. Calculated results by a Monte Carlo simulation: (a) impact charge and (b) accumulated 

charge (Matsuyama and Yamamoto, 2006 b).
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Fig. 64. Model particles used in the DEM simulation (the number of charging sites is 

(a) 32, (b) 200, and (c) 392) (Yoshida et al., 2003).
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Fig. 65. Specific charge of particles in vibrating vessel (Yoshida et al., 2003).
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Fig. A-1. Potential difference caused by image charge.
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Fig. B-1. Electric field generated by space charge.
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