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Distortion and spreading models
in modified mixed Tsirelson spaces

by

S. A. Argyros (Athens), I. Deliyanni (Heraklion) and
A. Manoussakis (Chania)

Abstract. The results of the first part concern the existence of higher order `1 spread-
ing models in asymptotic `1 Banach spaces. We sketch the proof of the fact that the mixed
Tsirelson space T [(Sn, θn)n], θn+m ≥ θnθm and limn θ

1/n
n = 1, admits an `ω1 spreading

model in every block subspace. We also prove that if X is a Banach space with a basis,
with the property that there exists a sequence (θn)n ⊂ (0, 1) with limn θ

1/n
n = 1, such

that, for every n ∈ N, ‖∑m
k=1 xk‖ ≥ θn

∑m
k=1 ‖xk‖ for every Sn-admissible block se-

quence (xk)mk=1 of vectors in X, then there exists c > 0 such that every block subspace of
X admits, for every n, an `n1 spreading model with constant c. Finally, we give an example
of a Banach space which has the above property but fails to admit an `ω1 spreading model.

In the second part we prove that under certain conditions on the double sequence
(kn, θn)n the modified mixed Tsirelson space TM [(Skn , θn)n] is arbitrarily distortable.
Moreover, for an appropriate choice of (kn, θn)n, every block subspace admits an `ω1
spreading model.

1. Introduction. A Banach space X with a basis (ei)i is an asymptotic
`1 space if there exists a constant C > 0 such that for every n ∈ N and for
every block sequence (xi)ni=1 supported after n,

∥∥∥
n∑

i=1

xi

∥∥∥ ≥ 1
C

n∑

i=1

‖xi‖.

Tsirelson’s famous space [33] was the first nontrivial example of such a
space. Mixed Tsirelson spaces, introduced in [5], and their variants offer a
large class of examples of asymptotic `1 spaces.

This paper consists of two independent parts. The first part concerns the
existence of higher order `1 spreading models in asymptotic `1 spaces. The
second part concerns the problem of distortion on these spaces. In particular,
we prove the following.

Theorem A. For an appropriate sequence (kj , θj)∞j=1, the modified mixed
Tsirelson space TM [(Skj , θj)∞j=1] is arbitrarily distortable.
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We recall that a Banach space (X, ‖·‖) is said to be λ-distortable, λ > 1,
if there exists an equivalent norm ||| · ||| on X such that

inf
Y

sup{|||x|||/|||y||| : x, y ∈ SY } ≥ λ

where the infimum is taken over all infinite-dimensional subspaces Y of X.
Moreover, X is said to be distortable if it is λ-distortable for some λ, and
arbitrarily distortable if it is λ-distortable for every λ > 1. R. C. James
[18] proved that c0 and `1 are not distortable. V. D. Milman [24] showed
that if a Banach space X does not have a distortable subspace then it
contains an almost isometric copy of either c0 or `p for some 1 ≤ p < ∞
(see also [28]). Much later E. Odell and Th. Schlumprecht [26] settled the
famous Distortion Problem, by proving that the spaces `p, 1 < p < ∞,
are arbitrarily distortable. It remains an open problem whether there exists
a distortable but not arbitrarily distortable Banach space. In view of the
results of B. Maurey [23], V. Milman and N. Tomczak-Jaegermann [25] and
N. Tomczak-Jaegermann [32], the search for such a space has focused on
asymptotic `1 spaces with an unconditional basis. It is unknown whether
Tsirelson’s space is such an example.

The first example of an arbitrarily distortable asymptotic `1 Banach
space was a mixed Tsirelson space [5]. We recall the definition of this class
of spaces and their modified versions. Let (Mn)n∈N be a sequence of com-
pact families of finite subsets of N, and (θn)n∈N a sequence of numbers in
(0, 1) decreasing to 0. The mixed Tsirelson space T [(Mn, θn)n] and its mod-
ified version TM [(Mn, θn)n] are the Banach spaces whose norms are defined
implicitly as follows: For x ∈ c00 (the space of finitely supported sequences),

‖x‖? = max
{
‖x‖∞, sup

n
sup θn

p∑

i=1

‖Eix‖?
}

where the inner supremum is taken over all families {E1, . . . , Ep}, p ∈ N, of
finite subsets of N such that:

(i) In the case of the mixed Tsirelson norm,

∀i = 1, . . . , p− 1 maxEi < minEi+1 and (minEi)
p
i=1 ∈ Mn.

Such a family (Ei)
p
i=1 is said to be Mn-admissible.

(ii) In the case of the modified mixed Tsirelson norm,

E1, . . . , Ep are pairwise disjoint and (minEi)
p
i=1 ∈ Mn.

We call such a family (Ei)
p
i=1 Mn-allowable.

Not all spaces included in this general definition are asymptotic `1. This
depends on the sequence (Mn)n. There are two sequences (Mn)n which give
the fundamental examples of mixed Tsirelson spaces: the sequence (An)n∈N
where An = {F ⊂ N : #F ≤ n}, and the sequence (Sn)n∈N of the gener-
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alized Schreier families. A typical representative of mixed Tsirelson spaces
defined by (An)n∈N is Schlumprecht’s space S = T [(An, 1/log2(n + 1))∞n=1]
[31], while for the spaces defined by the Schreier sequence, typical repre-
sentatives are the spaces T [(Sn, θn)∞n=1] with the sequence (θn)n satisfying
the Androulakis–Odell conditions [2]. It follows immediately from the defi-
nition that all mixed Tsirelson spaces defined by the Schreier sequence are
asymptotic `1.

In the literature, the term “mixed Tsirelson spaces” is often used ex-
clusively for the spaces defined by the Schreier sequence (Sn)n (or, more
generally, (Sξn)n for some sequence (ξn)n of countable ordinals). However,
the main results concerning these spaces are completely analogous in the two
cases T [(An, 1/log2(n+ 1))∞n=1] and T [(Sn, θn)∞n=1]. This justifies putting all
these spaces in the same class. This similarity disappears when one looks
at the modified versions of these two main classes. Indeed, as was shown by
Th. Schlumprecht, the modified space TM [(An, 1/log2(n+ 1))∞n=1] contains
isomorphically the space `1 (unpublished result, see also [21] for related re-
sults). On the other hand, if for some n ∈ N, Mn contains the Schreier
family S, then the space TM [(Mn, θn)∞n=1] is reflexive [6]. This fact is not
easily explained, since in the second case the local `1 structure of the space
is richer than in the first case.

Let us also recall that the modified version of Tsirelson’s space, defined
by W. B. Johnson [19], is isomorphic to the original one [13]. On the other
hand, the spaces T [(Sn, θn)n] and TM [(Sn, θn)n] are totally incomparable in
the case limn θ

1/n
n = 1; this can be seen by the fact (shown in [6]) that c0

is finitely disjointly representable in every block subspace of T [(Sn, θn)n],
which clearly is not true in the modified space.

In [6] a “boundedly modified” version of mixed Tsirelson spaces was
considered. It was proved that for appropriate sequences (nj) and (θj), the
boundedly modified mixed Tsirelson space defined by (Snj , θj)j is arbitrarily
distortable. The proof presented there was rather complicated.

We proceed to describe the contents of this paper. Theorem A is pre-
sented in Section 4. Its proof is along the same lines as that of the corre-
sponding result for ordinary mixed Tsirelson spaces [5]. As in that case, we
prove that the space TM [(Skj , θj)∞j=1] has an asymptotic biorthogonal sys-
tem. We recall that (Cj , Aj)∞j=1 is an asymptotic biorthogonal system in the
Banach space X if Cj ⊂ SX , Aj ⊂ BX∗ for every j ∈ N, and there exist a
constant c > 0 and a sequence (εj)j decreasing to 0 such that for every j:

(i) (Cj + εBX) ∩ Y 6= ∅ for every ε > 0 and every infinite-dimensional
subspace Y of X.

(ii) For every y ∈ Cj there exists y∗ ∈ Aj such that y∗(y) ≥ c.
(iii) For every i 6= j, every x ∈ Ci and y∗ ∈ Aj , |y∗(x)| ≤ εmin{i,j}.
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In the space XM = TM [(Skj , θj)∞j=1] each set Cj consists of normalized
(θ2
j , kj)-rapidly increasing special convex combinations. These classes of vec-

tors played a similar part in the corresponding result of [5]. The set Aj
consists of functionals of the form f = θj

∑d
r=1 fr, where fr ∈ BX∗M for all

r = 1, . . . , d and (supp fr)dr=1 is Skj -allowable.
The key point that distinguishes the behavior of TM [(Sn, θn)n] from that

of TM [(An, 1/log2(n+ 1))n] is the following (Lemma 4.9).

Lemma. Let X = TM [(Sn, θn)n], j ∈ N, ε < θj and let
∑m

k=1 αkxk be
an (ε, j)-special convex combination with ‖xk‖ ≤ 1 for all k = 1, . . . ,m.
Then, for every l < j and every finite sequence (fi)di=1 in BX∗ such that
(supp fi)di=1 is Sl-allowable, we have

∣∣∣
d∑

i=1

fi

( m∑

k=1

αkxk

)∣∣∣ ≤ 1
θ1

+ 1.

This is a variation of a result holding for both S = T [(An, 1/log2(n+1))n]
and T [(Sn, θn)n]. However, in the modified Schlumprecht space TM [(An,
1/log2(n+ 1))n], an analogous result is no longer true.

In Section 3 we study asymptotic `1 Banach spaces with respect to their
higher order `1 spreading models. We start with the following:

Definition. Let (xk)k be a seminormalized sequence in a Banach space
X and let ξ be a countable ordinal. The sequence (xk)k has an `ξ1 spreading
model if there exists c > 0 such that for every F ∈ Sξ and (λk)k∈F ⊂ R,

∥∥∥
∑

k∈F
λkxk

∥∥∥ ≥ c
∑

k∈F
|λk|.

It is easy to see that every subspace of an asymptotic `1 space admits
an `k1 spreading model for every k ∈ N. We prove here that the spaces
T [(Sn, θn)n] with (θn)n satisfying the Androulakis–Odell conditions admit
an `ω1 spreading model in every subspace with the same constant c. We
obtain this as a consequence of the fact that c0 is finitely representable in
every subspace. This result, as well as its proof, should be compared to the
result of D. Kutzarova and P. K. Lin [20] that Schlumprecht’s space admits
an `1 spreading model.

A recent result of I. Gasparis [15] includes another method for construct-
ing sequences which have an `ω1 spreading model, without the use of the fi-
nite representability of c0. This depends on a careful choice of the sequence
(kn, θn)n. Using this method we show in Section 4 that if the sequence
(kn, θn)n satisfies what we call the Gasparis conditions, then every block
subspace of the modified mixed Tsirelson space TM [(Skn , θn)n] admits an
`ω1 spreading model with constant c ≥ 1/64. We note (see Remark 3.2)
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that c0 is not finitely representable in the modified mixed Tsirelson spaces
TM [(Skn , θn)n].

In Proposition 3.3 we show that if X is an asymptotic `1 space with
a basis and there exists a sequence (θk)∞k=1 with limk θ

1/k
k = 1 such that,

for all n < ω and all Sn-admissible block sequences (xi)di=1, ‖∑d
i=1 xi‖ ≥

θn
∑d

i=1 ‖xi‖, then there exists c > 0 such that every block subspace of X
admits, for every k, an `k1 spreading model with constant c.

Then we proceed to give an example of a Banach space X falling in the
previous class which does not admit any `ω1 spreading model. The norm of
the space X is defined implicitly in the following manner. For appropriate
sequences (nj)∞j=1 in N and (θj)∞j=1 in (0, 1), the norm ‖ · ‖ of X satisfies the
following equation: For x ∈ c00,

‖x‖ = max
{
‖x‖∞, sup

{ n∑

k=1

‖x|[n,∞)‖jk : n ∈ N, j1 < . . . < jn

}}
,

where ‖x‖j = θj sup{∑d
l=1 ‖Elx‖ : d ∈ N, (El)dl=1 is Snj -admissible}. Our

construction is similar to the example of E. Odell and Th. Schlumprecht
[27] of a Banach space with no `p (1 ≤ p < ∞) or c0 spreading model. A
construction of this type was first employed by W. T. Gowers [16] to provide
an example of a Banach space which does not contain c0, `1 or a reflexive
subspace.

The structure of asymptotic `1 Banach spaces has been studied in [29],
where some results which relate the distortion problem with spreading mod-
els are included. In this direction the third named author has recently ob-
tained the following result [22]: Let c > 0 and let X be a Banach space
with a bimonotone shrinking basis (ei) such that X does not admit any `ω1
spreading model, but every block subspace of X admits, for every k < ω, an
`k1 spreading model with constant c. Then every subspace of X contains an
arbitrarily distortable subspace. This implies in particular that the space X
of our last mentioned example has an arbitrarily distortable subspace.

Although the present work concerns mainly Banach spaces with an un-
conditional basis, let us mention that spreading models have also been used
in the study of hereditarily indecomposable (H.I.) Banach spaces. It is well
known that if a Banach space X does not contain `1 then there exists a
unique ξ < ω1 such that X admits an `ζ1 spreading model for all ζ < ξ,
but does not admit any `ξ1 spreading model. This is used in [10] to show
that every separable Banach space Z not containing `1 is a quotient of a
hereditarily indecomposable asymptotic `1 Banach space X, and moreover
Z∗ is complemented in X∗.

In another direction, spreading models are employed for the construc-
tion of strictly singular noncompact operators on H.I. spaces. Recall that
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W. T. Gowers [17] first established the existence of a strictly singular non-
compact operator from a subspace of the Gowers–Maurey space to the whole
space. Next S. Argyros and V. Felouzis [7], using interpolation techniques,
proved that there are H.I. spaces admitting strictly singular noncompact op-
erators. Also G. Androulakis and Th. Schlumprecht [4] proved that a strictly
singular noncompact operator exists on the Gowers–Maurey space, using the
fact that the spreading model of the unit vector basis of this space is the unit
vector basis of Schlumprecht’s space. Another result in this direction which
is related to our work was obtained by I. Gasparis [15]. He proves that, un-
der certain conditions on the H.I. space X, the existence of a cω0 spreading
model in X∗ implies that X admits a strictly singular noncompact operator.
See also [3] for related results.

2. Preliminaries

Notation. Let (ei)∞i=1 be the standard basis of the linear space c00 of
finitely supported sequences. For x =

∑∞
i=1 aiei ∈ c00, the support of x is

the set suppx = {i ∈ N : ai 6= 0}. The range of x, written range(x), is the
smallest interval of N containing the support of x. For finite subsets E,F
of N, E < F means maxE < minF or either E or F is empty. For n ∈ N
and E ⊂ N, n < E (resp. E < n) means n < minE (resp. maxE < n).
For x, y in c00, x < y means suppx < supp y. For n ∈ N and x ∈ c00, we
write n < x (resp. x < n) if n < suppx (resp. suppx < n). We say that
the sets Ei ⊂ N, i = 1, . . . , n, are successive if E1 < . . . < En. Similarly, the
vectors xi, i = 1, . . . , n, are successive if x1 < . . . < xn. For x =

∑∞
i=1 aiei

and E ⊂ N, we denote by Ex the vector
∑

i∈E aiei. For an infinite subset
M of N we denote by [M ] the class of infinite subsets of M , and by [M ]<ω

the class of finite subsets of M .
The proofs of the first part of the paper rely essentially on the infinite

Ramsey theorem (F. Galvin and K. Prikry, J. Silver, E. E. Ellentuck). We
recall the statement of this theorem. Here [N] is endowed with the topology
of pointwise convergence.

Theorem 2.1. Let A be an analytic subset of [N]. For every M ∈ [N]
there exists L ∈ [M ] such that either [L] ⊂ A or [L] ⊂ [M ] \A.

The generalized Schreier families (Sξ)ξ<ω1 , introduced in [1], are defined
by transfinite induction as follows:

S0 = {{n} : n ∈ N} ∪ {∅}.
Suppose that the families Sα have been defined for all α < ξ. If ξ = ζ + 1,
we set
Sξ =

{
F ∈ [N]<ω : F =

n⋃

i=1

Fi, n ∈ N, Fi ∈ Sζ for i = 1, . . . , n and

n ≤ F1 < . . . < Fn

}
∪ {∅}.
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If ξ is a limit ordinal, let (ξn+ 1)n be a sequence of successor ordinals which
strictly increases to ξ. We set

Sξ = {F ∈ [N]<ω : for some n ∈ N, n ≤ minF and F ∈ Sξn+1}.
For ξ < ω1 and M = (mi)∞i=1 ∈ [N], we denote by Sξ(M) the family

Sξ(M) = {(mi)i∈F : F ∈ Sξ}.
We next pass to the definition of the repeated averages hierarchy intro-

duced in [9]. We let (en) denote the standard basis of c00. For every countable
ordinal ξ and every M ∈ [N], we define a convex block sequence (ξMn )∞n=1
of (en) by transfinite induction on ξ in the following manner: If ξ = 0 and
M = (mn)∞n=1, then ξMn = emn for all n ∈ N. Assume that (ηMn )∞n=1 has been
defined for all η < ξ and M ∈ [N]. Let ξ = ζ + 1. We set

ξM1 =
1
m1

m1∑

i=1

ζMi ,

where m1 = minM . Suppose that ξM1 < . . . < ξMn have been defined. Let

Mn = {m ∈M : m > max supp ξMn }, kn = minMn.

Set

ξMn+1 =
1
kn

kn∑

i=1

ζMn
i = ξMn

1 .

If ξ is a limit ordinal, let (ξn + 1)n be the sequence of ordinals associated
to ξ. Define

ξM1 = [ξm1 + 1]M1 ,

where m1 = minM. Suppose that ξM1 < . . . < ξMn have been defined. Again,
let Mn = {m ∈M : m > max supp ξMn } and kn = minMn. Set

ξMn+1 = [ξkn + 1]Mn
1 .

The inductive definition of (ξMn )∞n=1,M ∈ [N], is now complete. We note
that supp ξMn ∈ Sξ for all M ∈ [N], ξ < ω1 and n ∈ N.

Definition 2.2. Let ξ < ω1 and δ > 0. A seminormalized sequence (xn)
in a Banach space has an `ξ1 spreading model with constant δ if

∥∥∥
∑

i∈F
αixi

∥∥∥ ≥ δ
∑

i∈F
|αi|

for every F ∈ Sξ and all choices of scalars (αi)i∈F . We say that (xn) has an
`ξ1 spreading model if it has an `ξ1 spreading model with constant δ for some
δ > 0.

A family F of finite subsets of N is called hereditary if, for every G ∈ F
and F ⊂ G, we have F ∈ F .
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For every vector x =
∑n

i=1 aiei ∈ c00 and every finite subset F of N, we
set 〈x, F 〉 =

∑
i∈F ai.

We next state the definition of large families and a result from [9] (see
also [8]) which is the main tool for our proof of Proposition 3.3.

Definition 2.3. Let M ∈ [N], ξ < ω1, δ > 0 and n ∈ N. A hereditary
family F is called (M, ξ, δ)-large provided that for all N ∈ [M ] there exists
F ∈ F such that 〈ξN1 , F 〉 ≥ δ.

Proposition 2.4 ([9] and [8]). Let F ⊂ [N]<ω be a hereditary family ,
M ∈ [N], ξ < ω1 and ε > 0. If F is (M, ξ, ε)-large then there exists N ∈ [M ]
with Sξ(N) ⊆ F .

Definition 2.5. (a) Let k ∈ N. A finite sequence (Ei)mi=1 of successive
subsets of N is said to be Sk-admissible if (minEi)mi=1 ∈ Sk. A finite block
sequence (xi)mi=1 in c00 is said to be Sk-admissible if (suppxi)mi=1 is Sk-
admissible.

(b) Let (kn)n be an increasing sequence of integers and (θn) ⊂ (0, 1)
such that θn ↘ 0. The mixed Tsirelson space X = T [(Skn , θn)∞n=1] is the
completion of c00 under the norm which satisfies the implicit equation

‖x‖ = max
{
‖x‖∞, sup

n
θn

{
sup

m∑

i=1

‖Eix‖
}}

,

where the inner supremum is taken over all Skn-admissible families (Ei)mi=1,
m ∈ N.

An essential role in our proofs is played by the following special vectors.

Definition 2.6. (a) Let n ≥ 1, ε > 0 and F ⊆ N, F ∈ Sn. A convex
combination

∑
j∈F ajej is called an (ε, n)-basic special convex combination

(basic s.c.c.) if
∑

j∈G aj < ε for every G ∈ Sn−1.
(b) Let ε > 0, n ∈ N and suppose that (zj)mj=1 is a finite block sequence

in c00 with the property that there exist integers (lj)mj=1 with 2 < z1 ≤ l1 <
z2 ≤ l2 < . . . ≤ lm−1 < zm ≤ lm such that a convex combination

∑m
j=1 ajelj

is an (ε, n)-basic s.c.c. Then the corresponding convex combination of the
zj ’s, x =

∑m
j=1 ajzj , is called an (ε, n)-s.c.c. of (zj)mj=1.

An (ε, j)-s.c.c. x =
∑m

j=1 ajzj of unit vectors (zj)mj=1 in a Banach space
is said to be seminormalized if ‖x‖ ≥ 1/2.

It is proved in [5, Lemma 1.6] that for every ε>0, n∈N andM ∈ [N], there
exists an (ε, n)-basic s.c.c.

∑
j∈F ajej with F ⊂M. In fact, it is not hard to

see that the average nL1 is a (3/minL, n)-basic s.c.c. for every L ∈ [M ].

Lemma 2.7. Let (θn)n, 0 < θn < 1, be a decreasing sequence. Let X be a
Banach space with a basis with the following property : For every n and every
Sn-admissible block sequence (xi)di=1 we have ‖∑d

i=1 xi‖ ≥ θn
∑d

i=1 ‖xi‖.
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Suppose that for some n ∈ N, x =
∑m

j=1 ajxj is an (ε, n)-s.c.c in X, where
ε < θn. Let i < n and suppose that (Er)sr=1 is an Si-admissible family of
intervals. Then

s∑

r=1

‖Erx‖ ≤ (1 + ε/θi) max
1≤j≤m

‖xj‖ ≤ 2 max
1≤j≤m

‖xj‖.

The proof is the same as that of [6, Lemma 1.13], so we omit it.

3. `ω1 spreading models. In this section we present an example of a
Banach space X with the following properties:

(1) There exists a constant δ > 0 such that for every k < ω, every block
subspace of X admits an `k1 spreading model with constant δ.

(2) The space X does not admit any `ω1 spreading model.

As we shall show in Proposition 3.3, (1) is true in a large class of asymptotic
`1 spaces. On the other hand, our next proposition shows that the original
mixed Tsirelson spaces admit in addition `ω1 spreading models.

Proposition 3.1. Let (θn)n be a sequence in (0, 1) such that θm+n ≥
θmθn, θn ↘ 0 and limn θ

1/n
n = 1, and let X = T [(Sn, θn)n∈N] be the corre-

sponding mixed Tsirelson space. Then there exists a constant K > 0 such
that every block subspace Y of X has a block sequence which has an `ω1
spreading model with constant 1/K.

The proof of this fact is influenced by the result of [20] that Schlump-
recht’s space has an `1 spreading model. To present a complete proof of the
proposition we would have to almost copy some proofs from [6], so we only
give an outline of the proof.

Sketch of the proof. A refinement of the proof of [6, Theorem 1.6] implies
that there exists a lacunary sequence (jk)k∈N of positive integers such that

θk+j1+...+jk+1

θj1+...+jk
≥ 1

2
for all k,

and with the following property: in every block subspace Y of X there exists
an infinite block sequence (zi)i of seminormalized s.c.c.’s such that for every
n ∈ N, we can choose a finite nested sequence (xnk)nk=1 = (ynk/‖ynk‖)nk=1
satisfying:

(1) ynk =
∑

i∈Fnk αizi is a j1 + . . .+ jk-rapidly increasing s.c.c. (r.i.s.c.c.)
of (zi)i for every k = 1, . . . , n ([6, Definition 1.14] and our Definition 4.11).

(2) Fnk < Fn+1
j for all n ∈ N, k ≤ n and j ≤ n+ 1. That is, the sequence

(
∑n

k=1 x
n
k)n is a block sequence.

(3) ‖∑n
k=1 x

n
k‖ ≤ 2 for all n ∈ N.
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It follows from [6, Proposition 1.15] that there exists a constant C > 0
such that 1

2θj1+...+jk+1 ≤ ‖ynk‖ ≤ Cθj1+...+jk for all n and k. We set wn =∑n
k=1 x

n
k . Then (wn)n∈N is an `ω1 spreading model with constant 1/(4C).

Indeed, let k ∈ N and G ∈ Sk with minG ≥ k. Then, for all (βn)n∈G,
∥∥∥
∑

n∈G
βnw

n
∥∥∥ ≥

∥∥∥
∑

n∈G
βnx

n
k

∥∥∥.(3.1)

By the definition of a j1 + . . . + jk-r.i.s.c.c., it follows that for all n the
family {zi : i ∈ Fnk } is j1 + . . . + jk + 1-admissible. Also {minF nk : n ∈ G}
is Sk-admissible, so {zi : i ∈ ⋃n∈G F

n
k } is k + j1 + . . . + jk + 1-admissible.

Together with (3.1) and the fact that ‖ynk‖ = ‖∑i∈Fnk αizi‖ ≤ Cθj1+...+jk ,

this implies that
∥∥∥
∑

n∈G
βnw

n
∥∥∥ ≥ θk+j1+...+jk+1

∑

n∈G
|βn|

∑
i∈Fnk αi‖zi‖
‖ynk ‖

≥ 1
2C

θk+j1+...+jk+1

θj1+...+jk

∑

n∈G
|βn| ≥

1
4C

∑

n∈G
|βn|.

Remark 3.2. The proof of Proposition 3.1 is based on the fact that
c0 is finitely disjointly representable in the spaces T [(Sn, θn)n∈N] with
limn→∞ θ

1/n
n = 1. Note that, on the contrary, c0 is not finitely representable

in the modified spaces TM [(Sn, θn)n∈N]. However, in Section 4, we shall show
that under certain conditions on the sequence (kn,mn)n, the modified mixed
Tsirelson space TM [(Skn , 1/mn)n] contains an `ω1 spreading model in every
block subspace.

The fact that c0 is not finitely representable in the modified spaces is
implied by the following theorem of A. Pełczyński and H. Rosenthal [30], as
stated in [19].

Theorem (see [30]). For every n ∈ N there is an N = N(n) with the
following property : Let X be a Banach space with a 1-unconditional ba-
sis (ei), and F an n-dimensional subspace of X. Then F is contained in
an N -dimensional subspace of X which is 2-isomorphic to the span of N
disjointly supported vectors.

A proof of this theorem can be found in [12]. Let us see how this result
implies that c0 is not finitely representable in XM = TM [(Sn, θn)n]. Suppose
that c0 is finitely representable in XM . Then there exists C > 0 such that for
every n ∈ N there exist n normalized vectors (yi)ni=1 in XM with supp yi ≥
N = N(n) for all i = 1, . . . , n, which are C-equivalent to the unit vector
basis of `n∞. It follows from the theorem that there exist N vectors disjointly
supported after N , (zi)Ni=1, and an into 2-isomorphism S : span{yi : 1 ≤
i ≤ n} → span{zi : 1 ≤ i ≤ N}. Since the vectors (zi)Ni=1 are disjointly
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supported after N we find that span{zi : 1 ≤ i ≤ N} is 1/θ1-isomorphic
to `N1 . For i = 1, . . . , n let xi = S(yi). Then ‖xi‖ ≥ 1/2, and since `1 has
cotype 2, it follows that

C ≥ 1
2n

∑

εi=±1

∥∥∥
n∑

i=1

εiyi

∥∥∥ ≥ 1
2n

∑

εi=±1

1
2

∥∥∥
n∑

i=1

εixi

∥∥∥

≥ A1θ1

2

( n∑

i=1

‖xi‖2
)1/2

≥ θ1A1

4
√
n,

where A1 is the cotype-2 constant of `1. This yields a contradiction for
large n.

Proposition 3.3. Let X be a Banach space with a basis (ei)i satisfying
the following : There exists a sequence (θk)k∈N such that limk θ

1/k
k = 1 and ,

for every k ∈ N, every Sk-admissible block sequence (zj)dj=1 of (ei)i satisfies

∥∥∥
d∑

j=1

zj

∥∥∥ ≥ θk
d∑

j=1

‖zj‖.

Then there exists c > 0 such that for every k ∈ N, every block sequence (xi)i
of (ei)i has a further block sequence which has an `k1 spreading model with
constant c.

Proof. We shall use the repeated averages hierarchy. Let k ∈ N and let
~x = (xi)∞i=1 be a normalized block sequence in X. For each i ∈ N, let

li = min suppxi

and set L = (li)∞i=1. For P ∈ [N], we set S = {lp : p ∈ P} ⊆ L. Let kS1 be the
first k-average with respect to the set S and suppose that kS1 =

∑
j∈G αjelj ,

where G ⊆ P, αj≥0 and
∑

j∈G αj = 1. Then we set α(k, ~x, P ) =
∑

j∈G αjxj .
Since supp kS1 ∈ Sk, it is clear that the family (xj)j∈G is Sk-admissible.
Since α(k, ~x, P ) is determined by an initial segment of P , the set A = {P ∈
[N] : ‖α(k, ~x, P )‖ ≥ 1/2} is open. Therefore, applying the infinite Ramsey
theorem, we see that either

(i) there exists M ∈ [N] such that ‖α(k, ~x, P )‖≥1/2 for all P ∈ [M ], or
(ii) there exists M ∈ [N] such that ‖α(k, ~x, P )‖ < 1/2 for all P ∈ [M ].

Suppose that (i) holds. We shall show that (xi)i has a subsequence (yi)i
which has an `k1 spreading model with constant c = 1/4 if (xi) is uncondi-
tional, and c = 1/512 in the general case. Let

F1/4 = {F ⊆ L : ∃x∗F ∈ BX∗ with x∗F (xj) ≥ 1/4 for every lj ∈ F}.
Set N = {lm : m ∈M} ⊆ L. Then F1/4 is (N, k, 1/4)-large.
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Indeed, by our assumption, for every N ′ = {lm : m ∈ M ′} ∈ [N ],
‖α(k, ~x,M ′)‖ = ‖∑j∈G αjxj‖ ≥ 1/2, so there exists x∗ ∈ BX∗ such that
x∗(
∑

j∈G αjxj) ≥ 1/2. Set F = {lj : j ∈ G and x∗(xj) ≥ 1/4}. By definition,
F ∈ F1/4. Also,

〈kN ′1 , F 〉 =
∑

lj∈F
αj ≥

∑

lj∈F
αjx

∗(xj)

= x∗
(∑

j∈G
αjxj

)
− x∗

(∑

lj 6∈F
αjxj

)
≥ 1

2
− 1

4
=

1
4
.

So, F1/4 is (N, k, 1/4)-large. It follows from Proposition 2.4 that there exists
Q ∈ [N ] such that Sk(Q) ⊆ F1/4. Suppose first that the basic sequence
(xi) is unconditional. Let Q = {ls1 , ls2 , . . .}. We set yi = xsi , i = 1, 2, . . . We
claim that the sequence (yi)∞i=1 has an `k1 spreading model with constant 1/4.

Indeed, if A ∈ Sk then {lsi : i ∈ A} ∈ Sk(Q), and so {lsi : i ∈ A} ∈ F1/4.
It follows then there exists x∗ ∈ BX∗ such that x∗(yi) = x∗(xsi) ≥ 1/4 for all
i ∈ A. So ‖∑i∈A βiyi‖ ≥ 1/4 for every (βi)i∈A with βi ≥ 0 and

∑
i∈A βi = 1,

which proves our claim.
If (xi)i is not unconditional then the existence of an `k1 spreading model

with constant c ≥ 1/512 is a consequence of the following result [8, Corollary
3.6]: For a normalized weakly null sequence (xi)i and ξ < ω1, the following
are equivalent:

(a) There exists M ∈ [N], M = (mi), so that (xmi)i has an `ξ1 spreading
model.

(b) There exist N ∈ [N] and δ > 0 such that Sξ(N) ⊂ Fδ.
Suppose now that (ii) holds. We shall show that also in this case, (xi)∞i=1

has a block sequence which has an `k1 spreading model.
Set N = {lm : m ∈ M} and consider the sequence kNn =

∑
j∈Fn αjelj ,

n = 1, 2, . . . For n = 1, 2, . . . , we set y1
n =

∑
j∈Fn αjxj = α(k, ~x,Mn),

where M1 = M and Mn = {m ∈ M : m > supp kMn−1}, n = 2, 3 . . . By
our assumption, ‖y1

n‖ < 1/2 for every n. We now set w1
n = y1

n/‖y1
n‖ for

n ∈ N. We note that for every Sk-admissible sequence (w1
i )i∈G, the family

{xj : j ∈ ⋃i∈G Fi} is S2k-admissible. So, for any choice of convex coefficients
(βi)i∈G we have

∥∥∥
∑

i∈G
βiw

1
i

∥∥∥ =
∥∥∥∥
∑

i∈G
βi

y1
i

‖y1
i ‖

∥∥∥∥ ≥
∥∥∥∥
∑

i∈G

βi
‖y1
i ‖
∑

j∈Fi
αjxj

∥∥∥∥ ≥ 2θ2k.

We again apply the infinite Ramsey theorem, this time to the sequence
~w = (w1

i )
∞
i=1, to conclude that there exists M ∈ [N] such that either

(1) ‖α(k, ~w, P )‖ ≥ 1/2 for all P ∈ [M ], or
(2) ‖α(k, ~w, P )‖ < 1/2 for all P ∈ [M ].
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If (1) holds, then as in case (i) above, we obtain a subsequence of (w1
i )i

which has an `k1 spreading model with constant c.
So suppose that (2) holds. Then, as before, we find a block sequence

(y2
i )
∞
i=1 of (w1

i )
∞
i=1 where, for every i = 1, 2, . . . , y2

i is a convex combination
of an Sk-admissible sequence (w1

j )j∈Ji , and ‖y2
i ‖ < 1/2. Set w2

i = y2
i /‖y2

i ‖;
then for every Sk-admissible sequence (w2

i )i∈G and every choice of convex
coefficients (βi)i∈G, ‖∑i∈G βiw

2
i ‖ ≥ 22θ3k. Once more we pass to a set

M ∈ [N] such that for the sequence ~w = (w2
i )
∞
i=1 either (1) or (2) holds. If

(1) is true then we are done. If (2) holds, then we proceed in the same way
to construct a sequence (w3

i )
∞
i=1 and so on.

Claim. Let n ∈ N be such that 2n+1θ(n+1)k ≥ 1. Then there exists some
j ≤ n such that (1) holds for the sequence ~w = (wji )

∞
i=1.

Proof of the Claim. Suppose not. Then we can continue the previous
construction up to a normalized block sequence (wni )∞i=1 with the following
property: For every Sk-admissible family (wni )i∈G, and every choice of convex
coefficients (βi)i∈G, we have ‖∑i∈G βiw

n
i ‖ ≥ 2nθ(n+1)k ≥ 1/2.

On the other hand, by our assumption, there is a set M ∈ [N] for which
(2) holds for ~w = (wni )∞i=1. So ‖α(k, ~w,M)‖ < 1/2, a contradiction. This
completes the proof of the claim.

We have already seen that the claim yields the existence of a block
sequence which has an `k1 spreading model with constant c.

We proceed to give an example of an asymptotic `1 Banach space X
satisfying the assumptions of Proposition 3.3, which does not admit any `ω1
spreading model.

Definition of the space X. We choose a decreasing sequence θj ∈ (0, 1),
j = 1, 2, . . . , with the property

∑∞
j=1 θj < 1/100. We also choose a sequence

(nj)∞j=1 of integers with n1 = 1 and such that limj→∞ θ
1/nj−1
j = 1.

Inductively, we construct a sequence (Kj)j of subsets of c00(N) as follows:
Let K0 = {±en : n ∈ N}. Suppose that for some j ≥ 0, Kj is defined. For
r = 1, 2, . . . , set

Arj+1 = {θr(f1+. . . fd) : (fi)di=1 is Snr -admissible and fi ∈ Kj for all i ≤ d}.
We set Lj+1 =

⋃∞
r=1A

r
j+1 and

Mj+1 =
{ n∑

i=1

fi : n ∈ N, n ≤ min
( n⋃

i=1

supp fi
)
, ∀i = 1, . . . , n, fi ∈ Lj+1

and fi ∈ Arij+1 for some r1, . . . , rn with r1 < . . . < rn

}
.

Note that there is no requirement of disjointness on the supports of the fi’s,
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i = 1, . . . , n. Finally we set Kj+1 = Kj ∪ Lj+1 ∪Mj+1. We define

L =
∞⋃

j=1

Lj, M =
∞⋃

j=1

Mj , K =
∞⋃

j=0

Kj .

The norm ‖ · ‖ of X is defined on c00(N) by

‖x‖ = sup
f∈K
〈x, f〉.

X is the completion of c00(N) under this norm. The following properties are
easily established:

(1) (ei)i is a 1-unconditional basis of X.
(2) If x1 < . . . < xk is a block sequence of (ei)i which is Snr -admissible,

then ‖∑k
i=1 xi‖ ≥ θr

∑k
i=1 ‖xi‖

(3) ‖ · ‖ is dominated by the `1-norm.

Remarks 3.4. 1. The space X is reflexive. This follows from the fact
that it is an asymptotic `1 Banach space with an unconditional basis which
does not contain `1, since, as we shall show, it does not have any `ω1 spreading
model.

2. A characteristic property of the dual of the space X is that we can
add functionals which belong to different classes Ar =

⋃∞
j=1A

r
j and get

a functional in the unit ball. A similar property holds in the space con-
structed by W. T. Gowers [16] which does not contain c0, `1 or a reflexive
subspace, and also in the example of E. Odell and Th. Schlumprecht [27]
of a space X without any c0 or `p spreading model. In our case, this prop-
erty does not allow a construction of a bounded sequence similar to the
sequence (wn)n which had an `ω1 spreading model in the space T [(Sn, θn)n]
(Proposition 3.1).

It follows from Proposition 3.3 that for every k < ω, every block sequence
in X has a further normalized block sequence which has an `k1 spreading
model with constant 1/4. The rest of this section is devoted to the proof
that X does not admit any `ω1 spreading model. Assume on the contrary
that there exists a sequence (xi)∞i=1 in X which has an `ω1 spreading model
with constant c > 0. We may also assume that (xi)∞i=1 is a block sequence.
The next lemma shows that, by passing to a further block sequence, we may
add the assumption c = 1/2.

Lemma 3.5. Let (xk)∞k=1 be a normalized block sequence which has an
`ω1 spreading model with constant δ < 1. Then, for every ε > 0, there exists
a block sequence (yk)∞k=1 of (xk)∞k=1 which has an `ω1 spreading model with
constant 1− ε.



Modified mixed Tsirelson spaces 213

Proof. Suppose that δ < 1−ε. Assume that the following property holds:

(∗) There exists a strictly increasing sequence (mk)∞k=1 of integers
such that for every k, if F ∈ Sk and F ≥ mk then ‖∑i∈F αixi‖ ≥
(1− ε)∑i∈F |αi| for all real numbers (αi)i∈F .

Then it is easily seen that (xmk)k∈N has an `ω1 spreading model with constant
1− ε.

Assume now that property (∗) does not hold. Then there exists k ∈ N
such that for every m ∈ N there exist F ∈ Sk with m ≤ F and real numbers
(αj)j∈F such that ∥∥∥

∑

j∈F
αjxj

∥∥∥ < (1− ε)
∑

j∈F
|αj |.

Then inductively we choose k < F1 < F2 < . . . (successive elements of Sk)
and real numbers (αj)j∈Fi such that ‖∑j∈Fi αjxj‖ < (1− ε)∑j∈Fi |αj | for
every i ∈ N. Set

yi =

∑
j∈Fi αjxj

‖∑j∈Fi αjxj‖
for i = 1, 2, . . .

Then the sequence (yi)i has an `ω1 spreading model with constant δ/(1− ε).
Indeed, let G ∈ Sm and G ≥ m for some m ∈ N. Then the set

⋃
i∈G Fi

belongs to Sk+m and
⋃
i∈G Fi ≥ k+m. Since (xi)i has an `ω1 spreading model

with constant δ, it follows that
∥∥∥
∑

i∈G
βiyi

∥∥∥ =
∥∥∥
∑

i∈G
βi

∑
j∈Fi αjxj

‖∑j∈Fi αjxj‖
∥∥∥

≥ δ
∑

i∈G
|βi|

∑
j∈Fi |αj |

‖∑j∈Fi αjxj‖
≥ δ

1− ε
∑

i∈G
|βi|

for all real numbers (βi)i∈G.
Let n ∈ N be such that δ/(1− ε)n+1 ≥ 1. Repeating the above argument

at most n times we obtain the result.

Proposition 3.6. Suppose that the normalized block sequence ~x = (xk)k
in X has an `ω1 spreading model with constant δ. Set

Fδ/2 = {F ∈ [N]<ω : ∃x∗F ∈ K ∀i ∈ F x∗F (xi) ≥ δ/2}.
Then Fδ/2 is (N, ω, δ/4)-large (see Definition 2.3).

Proof. Let L ∈ [N]. We set A = suppωL1 ∈ Sω, and x = ωL1 · ~x =∑
k∈A αkxk, where (αk)k are nonnegative numbers and

∑
k∈A αk = 1.

By our assumption, ‖∑k∈A αkxk‖ ≥ δ, so there exists x∗ ∈ K such
that x∗(

∑
k∈A αkxk) ≥ 3δ/4. Let F = {k ∈ A : x∗(xk) ≥ δ/2}. Then, by

definition, F ∈ Fδ/2. We shall show that 〈ωL1 , F 〉 ≥ δ/4, which will prove
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that Fδ/2 is (N, ω, δ/4)-large. We have

〈ωL1 , F 〉 =
∑

k∈F
αk ≥

∑

k∈F
αkx

∗(xk)

=
∑

k∈A
αkx

∗(xk)−
∑

k∈A\F
αkx

∗(xk) ≥
3δ
4
− δ

2
=
δ

4
.

Suppose now that (xi)∞i=1 has an `ω1 spreading model in X with constant
1/2. Combining Propositions 2.4 and 3.6 we find that there exists a set
N = {n1, n2, . . .} ⊆ N such that, for yi = xni , i = 1, 2, . . . , the following
holds:

(3.2) For every F ∈Sω, there exists y∗F ∈K such that y∗F (yi)≥1/4 ∀i∈F.
Notation. For every r = 1, 2, . . . , we set Ar =

⋃∞
j=1A

r
j ⊆ K. Let

r, s ∈ N with r ≤ s. We set

A[r, s] =
{
φ ∈ K : φ =

d∑

i=1

fi, d ∈ N, d ≤ min
( d⋃

i=1

supp fi
)

and

∀i = 1, . . . , d, fi ∈ Ari with r ≤ r1 < . . . < rd ≤ s
}
.

Note that Aq ⊆ A[r, s] for all r ≤ q ≤ s.
Proposition 3.7. Let j0 ∈ N and (yi)i be a normalized block sequence

in X satisfying (3.2). Then there exist i0 ∈ N and s0 > j0 such that for all
i > i0, there exists φ ∈ K with

φ ∈ A[j0 + 1, s0] and φ(yi) ≥ 1/8.

Before presenting the proof of the above proposition, we show how it
implies that X does not admit an `ω1 spreading model.

Theorem 3.8. The space X does not admit an `ω1 spreading model.

Proof. Suppose that X admits an `ω1 spreading model. Then we can
assume that for some normalized block sequence (yi)∞i=1, the conclusion of
Proposition 3.7 is true. For j0 = 2 there exist i1 and s1 such that for every
i > i1, there exists φ ∈ K with φ ∈ A[3, s1] and φ(yi) ≥ 1/8. In the same
way, there exist i2 > i1 and s2 > s1 such that for every i > i2 there exists
φ ∈ K with φ ∈ A[s1 + 1, s2] and also φ(yi) ≥ 1/8.

Continuing in this manner we find positive integers s1 < . . . < s9 and i9 ∈
N such that for all i > i9, there exist φ1, . . . , φ9 ∈ K with φj ∈ A[sj−1+1, sj ]
and φj(yi) ≥ 1/8 for every j = 1, . . . , 9. It only remains to choose i0 > i9
such that min supp yi0 ≥ s9. Then by replacing φj by ψj = φj|[min supp yi0 ,∞),
j = 1, . . . , 9, we see that ψ1 + . . . + ψ9 ∈ K. Indeed, this is the sum of a
sequence (fi)di=1 of elements of L, with fi ∈ Ari where r1 < . . . < rd ≤ s9,
which yields d ≤ s9 ≤ min(

⋃d
i=1 supp fi).
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Furthermore, (ψ1 + . . .+ ψ9)(yi0) ≥ 9/8, which leads to a contradiction,
and the proof of the theorem is complete.

Hence it remains to prove Proposition 3.7.

Proof of Proposition 3.7. Suppose that the result is false. We may assume
that j0 ≥ 3. Then for all i0 ∈ N and any s > j0 there exists i > i0 such that
for all φ ∈ K, if φ ∈ A[j0 + 1, s] then φ(yi) < 1/8.

Let i1 = 1. We choose j1 > j0 such that(∑

r≥j1
θr

)
‖yi1‖`1 < 1/100.

Then there exists i2 > i1 such that for all φ ∈ K, if φ ∈ A[j0 + 1, j1] then
φ(yi2) < 1/8.

We choose j2 > j1 such that(∑

r≥j2
θr

)
‖yi2‖`1 < 1/100

and then i3 > i2 such that for all φ ∈ K, if φ ∈ A[j0+1, j2] then φ(yi3) < 1/8.
Continuing in this way we construct a subsequence (yik)∞k=1 of (yi)∞i=1 and
(jk)∞k=1 ⊆ N with j0 < j1 < . . . with the following properties:

(P.1) For all k ≥ 2, if φ ∈ K and φ ∈ A[j0 + 1, jk−1] then φ(yik) < 1/8.
(P.2) For all k ≥ 1, (

∑
r≥jk θr)‖yik‖`1 < 1/100.

(P.2) implies that if fi ∈ Ari , i = 1, . . . , n, with jk ≤ r1 < . . . < rn, then
|(∑n

i=1 fi)(yik)| < 1/100.
We now set

lk = max supp yik for k = 1, 2, . . . ,

and choose (kn)∞n=1 with nj0 + 2 ≤ ik1 ≤ lk1 < . . . ≤ lkn−1 < ikn ≤ lkn < . . .
Let (lks)s∈G ∈ Snj0+1 be the support of a (1/(10j0), nj0 + 1)-basic spe-

cial convex combination,
∑

s∈G αselks , such that maxs αs ≤ 1/l2kminG
. Then

(iks)s∈G ∈ Snj0+2 and nj0 + 2 ≤ ik1 , so (iks)s∈G ∈ Sω.
This shows that there exists a (1/(10j0), nj0 + 1)-s.c.c.

∑
k∈F αkyik of

(yik)k such that {ik : k ∈ F} ∈ Sω and maxk αk ≤ 1/l2minF . By property
(3.2) of the sequence (yi), we deduce that there exists x∗F ∈ K such that

x∗F (yik) ≥ 1/4 ∀k ∈ F.
We will show that this leads to a contradiction.

Let F = {k1, . . . , kn}. There are two cases for x∗F .

Case 1: x∗F ∈ L. Let x∗F ∈ Ar. Suppose r ≤ j0. Then, by Lemma 2.7,
|x∗F (

∑
k∈F αkyik)| ≤ 2θr ≤ 1/50, a contradiction. Now suppose j0 < r < jk1 .

Then, by (P.1), x∗F (yik2
) < 1/8, a contradiction. Finally, suppose jk1 ≤ r.

Then it follows by (P.2) that |x∗F (yik1
)| < 1/100, a contradiction again.
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Case 2: x∗F ∈M \L. Then x∗F =
∑d

q=1 fq where d ≤ min(
⋃d
q=1 supp fq)

and for all q = 1, . . . , d, fq ∈ Arq where r1 < . . . < rd. We set

A0 = {q = 1, . . . , d : rq ≤ j0}, An = {q = 1, . . . , d : jkn−1 < rq}
and for s = 1, . . . , n− 1,

As = {q = 1, . . . , d : jks−1 < rq ≤ jks},
where k0 = 0. Then

x∗F =
n−1∑

s=0

∑

q∈As
fq.

We shall show that there are at least 2lk1 sets As which are not empty. This
implies that there are at least 2lk1 different fq’s, therefore 2lk1 ≤ d. This
yields a contradiction, since x∗F (yik1

) 6= 0, and hence d ≤ min suppx∗F ≤ lk1 .
So, it remains to prove the following:

Claim. The cardinality of the set {s : As 6= ∅} is greater than or equal
to 2lk1 .

Proof of the Claim. Consider the set A0 = {q = 1, . . . , d : rq ≤ j0}. Then
obviously, #A0 ≤ j0. For each q ∈ A0, fq = θrq(

∑p
s=1 gs), where gs ∈ K for

all s = 1, . . . , p, the family (gs)
p
s=1 is rq-admissible and rq ≤ j0. For k ∈ F,

we say that fq splits yik if

supp gs ∩ supp yik 6= ∅ for at least two different gs.

We set Jq = {k ∈ F : yik is split by fq} and note that {lk : k ∈ Jq} ∈ Sj0 .
So,

∑
k∈Jq αk < 1/(10j0). We now let J =

⋃
q∈A0

Jq be the set of indices
k ∈ F such that yik is split by some fq with rq ≤ j0. We get

∑

k∈J
αk ≤

∑

q∈A0

∑

k∈Jq
αk ≤ 1/10.

Letting now

I = {k ∈ F : yik is not split by any fq with rq ≤ j0},
we get

∑
k∈I αk ≥ 9/10. So,

9/10 ≤
∑

k∈I
αk ≤ maxαk · (#I) ≤ 1

l2k1

(#I).

Thus #I ≥ 9
10 l

2
k1
> 2lk1 .

We can now prove that for each ks ∈ I, the set As is nonempty. Indeed,
let ks ∈ I. Since yiks is not split by any fq with q ∈ A0,

∣∣∣
( ∑

q∈A0

fq

)
(yiks )

∣∣∣ ≤
∑

rq≤j0
θrq ≤ 1/100.
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Also,
∣∣∣
( s−1∑

t=1

∑

q∈At
fq

)
(yiks )

∣∣∣≤ 1
8

by (P.1),
∣∣∣
( ∑

t≥s+1

∑

q∈At
fq

)
(yiks )

∣∣∣≤ 1
100

by (P.2).

Since (
∑d

q=1 fq)(yiks ) ≥ 1/4 it follows that there exists q ∈ As with fq(yiks )
6= 0, hence As 6= ∅.

4. Distortion of modified mixed Tsirelson spaces. The modi-
fied Tsirelson space TM was introduced by W. B. Johnson [19]. Later,
P. Casazza and E. Odell [13] and S. Bellenot [11] proved that TM is naturally
2-isomorphic to T . The situation is different with mixed Tsirelson spaces.
The modified mixed Tsirelson spaces TM [(Sn, θn)n] were introduced in [6],
where it was proved that these spaces are reflexive, and totally incomparable
to the original ones in the case lim θ

1/n
n = 1. In this section we prove that if

we choose a sequence (θn)n of reals with θn ↘ 0 and θn+1 ≤ θ3
n and an appro-

priate subsequence (Skn)n of the Schreier sequence (Sn)n, then the modified
mixed Tsirelson space XM = TM [(Skn , θn)n] is arbitrarily distortable. This
is established by proving the existence of an asymptotic biorthogonal system
in XM .

Moreover, assuming some additional properties for the double sequence
(kn, θn)n, which we call the Gasparis conditions (Definition 4.14), we prove
that every block subspace of XM admits an `ω1 spreading model.

Before we give the definition of the space XM let us recall the definition
of the modified sequence (SMn )n and state a lemma.

Lemma 4.1. For n < ω define the family SMn inductively as follows:

SM0 = S0 = {{n} : n ∈ N} ∪ {∅}.

SMn+1 =
{ k⋃

i=1

Ai : k ∈ N, Ai ∈ SMn for i = 1, . . . , k, Ai ∩Aj = ∅

for i 6= j and k ≤ minA1 < . . . < minAk
}
∪ {∅}.

Then SMn = Sn for all n.

The proof can be found in [6, Lemma 1.2].

Definition 4.2. Let M be a family of finite subsets of N.
(a) A finite sequence (Ei)ki=1 of finite subsets of N is said to be M-

allowable if the set (minEi)ki=1 belongs to M and Ei ∩ Ej = ∅ for all i, j =
1, . . . , k, i 6= j.

(b) A finite sequence (xi)ki=1 of vectors in c00 is M-allowable if the se-
quence (suppxi)ki=1 is M-allowable.
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We now pass to the definition of the space XM . We choose a sequence
(mj)∞j=1 of integers such that m1 = 2 and mj ≥ m3

j−1 for j = 2, 3, . . . , We
choose inductively a subsequence (Skj )∞j=1 of (Sn)n as follows: We set k1 = 1.
Suppose that kj , j = 1, . . . , n − 1, have been chosen. Let tn be such that
2tn ≥ m2

n. We set kn = tn(kn−1 + 1), Mj = Skj for j = 1, 2, . . . , and

XM = TM [(Mj , 1/mj)∞j=1].

The norm of XM is defined by the following implicit equation:

‖x‖ = max
{
‖x‖∞, sup

j

1
mj

sup
{ d∑

i=1

‖Eix‖ : (Ei)di=1 is Mj-allowable
}}

.

We shall also make use of the following alternative definition of the norm
of XM . Inductively, we define a subset K =

⋃∞
n=0K

n of BX∗M as follows: For
j = 1, 2, . . . , we set K0

j = {±en : n ∈ N}. Assume that Kn
j , j = 1, 2, . . . ,

have been defined. We set Kn =
⋃∞
j=1K

n
j , and for j = 1, 2, . . . ,

Kn+1
j = Kn

j ∪ {m−1
j (f1 + . . .+ fd) : d ∈ N, fi ∈ Kn for i = 1, . . . , d,

and (fi)di=1 is Mj-allowable}.
Let K =

⋃∞
n=0K

n. Then K is a norming set for XM , that is,

‖x‖ = sup
f∈K
〈x, f〉 for x ∈ XM .

For j = 1, 2, . . . , we set Aj =
⋃∞
n=1(Kn

j \ K0). If f ∈ K \ K0 and we
have fixed a j with f ∈ Aj , then we write

w(f) = 1/mj .

It is not hard to see that the space XM is an asymptotic `1 Banach space
and the natural basis (en)n is a 1-unconditional basis for XM .

Remark 4.3. All our results about this space remain valid, with the
same proofs, if we replace the condition kn= tn(kn−1+1) by kn≥ tn(kn−1+1),
where 2tn ≥ m2

n. This remark will be used in the proof of Theorem 4.15.

In what follows, by a tree T we shall mean a finite set of finite sequences
of positive integers, partially ordered by the relation

α ≺ β iff α is an initial segment of β,

and with {β : β ≺ α} ⊆ T for every α ∈ T . The elements of T are
called nodes. T has a unique root, the empty sequence, which we denote
by 0. The length of a sequence α ∈ T is denoted by |α|. The height of T
is the maximum length of the maximal nodes of T . If α ∈ T we define
Sα = {β ∈ T : α ≺ β and |β| = |α|+ 1}.

Definition 4.4. Let m ∈ N and φ ∈ Km. An analysis of φ is a subset
(fα)α∈T of K indexed by a tree T of height m such that:
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(1) φ = f0.
(2) For every 0 ≤ s ≤ m, the elements of {fα : α ∈ T and |α| = s} are

disjointly supported and
⋃
|α|=s supp fα ⊂ suppφ.

(3) For every β ∈ T , either fβ = ekβ for some kβ ∈ N, if β is a maximal
element of T , or for some j ∈ N, fβ = m−1

j

∑
α∈Sβ fα, and the set {fα :

α ∈ Sβ} is Mj-allowable.

It is easy to see that every φ ∈ K has an analysis, not necessarily unique.
For example, consider φ = m−1

j (
∑

k∈A1
e∗k +

∑
k∈A2

m−1
k

∑
i∈Fk e

∗
i ) ∈ K2,

where, for each k ∈ A2, Fk ∈ Sk and the family {{k} : k ∈ A1} ∪ {Fk :
k ∈ A2} is Sj-allowable. Then an analysis of φ consists of the following three
levels:

{φ}, {e∗k : k ∈ A1} ∪
{
m−1
k

∑

i∈Fk
e∗i : k ∈ A2

}
,

{
e∗i : i ∈

⋃

k∈A2

Fk

}
.

Let j ∈ N, ε > 0, and x =
∑n

k=1 akzk be an (ε, kj)-s.c.c. in XM (Defini-
tion 2.6) where ‖zk‖ = 1 for all k = 1, . . . , n. Then ‖x‖ ≥ 1/(2mj). Indeed,
if fk ∈ BX∗M are chosen so that fk(zk) = ‖zk‖ = 1, supp f1 ⊂ (2, l1], and
supp fk ⊂ (lk−1, lk] for k = 2, . . . , n, then the family (fk)k is Skj+1 = S1[Skj ]-
allowable. This implies that the functional ϕ = (2mj)−1∑n

k=1 fk belongs to
BX∗M , hence ‖x‖ ≥ ϕ(x) ≥ 1/(2mj).

Recall that an (ε, kj)-s.c.c. x =
∑n

k=1 akzk of unit vectors (zk)nk=1 is said
to be seminormalized if ‖x‖ ≥ 1/2.

The following lemma states that every block subspace Y of X contains,
for every ε > 0 and j ≥ 2, a seminormalized (ε, kj)-s.c.c. Its proof is com-
pletely analogous to the proof of the corresponding result proved in [5] for
mixed Tsirelson spaces.

Lemma 4.5. Let j ∈ N, ε > 0 and let (zk)∞k=1 be a block sequence in X.
There exists n ∈ N and normalized blocks yk, k = 1, . . . , n, of the sequence
(zk)∞k=1 such that a convex combination x =

∑n
k=1 akyk is a seminormalized

(ε, kj)-s.c.c.

Proof. We may assume that the vectors zk, k = 1, 2, . . . , are normalized.
Choose an infinite block sequence (x1

l )
∞
l=1 of (zk)∞k=1 such that, for each l,

x1
l =

∑
k∈Al akzk is an (ε, kj)-s.c.c. of (zk)k∈Al .

If ‖x1
l ‖ ≥ 1/2 for some l, then we are done. If not, we set y1

l = x1
l /‖x1

l ‖
and as before, choose an infinite sequence (x2

l )l of (ε, kj)-s.c.c.’s of (y1
l )
∞
l=1.

Notice that for each l, the family {zk : supp zk ⊂ suppx2
l } is S2(kj+1)-

allowable (since S2(kj+1) = Skj+1[Skj+1]), and so x2
l is a combination of the

form x2
l =

∑
bk(µkzk) where

∑
bk = 1, µk ≥ 2, and (zk) is an S2(kj+1)-

allowable family. This gives ‖x2
l ‖ ≥ 2/mj+1. If ‖x2

l ‖ ≥ 1/2 for some l, then
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we are done. If not, then 1/mj+1 ≤
∥∥1

2x
2
l

∥∥ < 1/22, l = 1, 2, . . . We set
y2
l = x2

l /‖x2
l ‖ and continue as before.

Repeating the procedure tj+1 times (recall that the sequence (tj)j is given
in the definition of XM), if we never get some (ε, kj)-s.c.c. xkl with ‖xkl ‖ ≥
1/2, 1 ≤ k ≤ tj+1, then we arrive at a xtj+1

l of the form x
tj+1
l =

∑
i∈S αiµizi

where (supp zi)i∈S is Mj+1 = Stj+1(kj+1)-allowable,
∑

i∈S αi = 1, and µi ≥
2tj+1−1 for all i ∈ S. Then

1
mj+1

≤ 1
2tj+1−1 ‖x

tj+1
l ‖ < 1

2tj+1
.

This leads to a contradiction which completes the proof.

Notation. Let X(n) = TM [(Mj , 1/mj)nj=1] and let K(n) be the norm-
ing set of X(n). We denote by ‖ · ‖n the norm of X(n) and by ‖ · ‖∗n the
corresponding dual norm.

Let us briefly outline the arguments which we shall use to prove the
existence of an asymptotic biorthogonal system (Cj ,Aj)j in XM . For ev-
ery j, the set Cj is the asymptotic set consisting of vectors of the form
z = y/‖y‖, where y is a (1/m2

j , kj)-rapidly increasing special convex combi-
nation (r.i.s.c.c., Definition 4.11) and Aj =

⋃∞
n=1(Kn

j \K0).
In order to estimate the action of the different functionals of K on an

(ε, kj)-r.i.s.c.c., we reduce it to the action of analogous functionals on a cer-
tain (ε, kj)-basic s.c.c. So, our first step is to estimate the action of the dif-
ferent functionals on (ε, kj)-basic special convex combinations (Lemma 4.8).

Our next step is to prove the following useful result (Lemma 4.9), about
modified mixed Tsirelson spaces TM [(Sn, θn)n]: If x is a (θj , j)-s.c.c. of nor-
malized vectors and (Er)r is any Si-allowable family of sets where i < j,
then ∑

r

‖Erx‖ ≤
1
θ1

+ 1.

This lemma is crucial for our estimates. The analogous lemma for mixed
Tsirelson spaces T [(Sn, θn)n] was also very useful in dealing with the problem
of distortion on these spaces ([2], [5], [14]).

In Lemma 4.10 we prove that if x =
∑n

i=1 bixi is a (1/m2
j , kj)-s.c.c. of

normalized vectors in XM and φ ∈ K(j−1), then |φ(x)| ≤ 5/mj . This result
is used in the proof of Proposition 4.12 where we estimate the action of the
functionals of K on a (1/m2

j , kj)-r.i.s.c.c. y. We get the following bounds:

|φ(y)| ≤





14/(mimj) if φ ∈ Ai, i < j,

8/mi if φ ∈ Ai, i = j, j + 1,

8/m2
j if φ ∈ Ai, i ≥ j + 2.

In particular, 1/(4mj) ≤ ‖y‖ ≤ 8/mj. These estimates imply that the se-
quence (Cj ,Aj)j is an asymptotic biorthogonal system.
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Estimates on the basis. Before we estimate the action of the functionals
on (ε, j)-basic s.c.c.’s we prove an auxiliary lemma.

Lemma 4.6. Let n ∈ N, φ ∈ K and (fα)α∈T be an analysis of φ. Let

F =
{
α ∈ T :

∏

β≺α
w(fβ) > 1/m2

n and w(fβ) ≥ 1/mn−1 for all β ≺ α
}

and let G be a subset of F consisting of incomparable nodes. Then the set
{fα : α ∈ G} is Skn−1-allowable.

Proof. We recall that from the definition of the space XM we have kn =
tn(kn−1 + 1), where tn is such that 2tn ≥ m2

n.
Since w(f) ≤ 1/2 for f ∈ K \K0, it follows that if α ∈ G and |α| = k

then 1/m2
n <

∏
β≺αw(fβ) ≤ 1/2k−1. Hence 2k−1 < m2

n ≤ 2tn . Therefore,
|α| ≤ tn for every α ∈ G.

The result will be an immediate consequence of the following

Sublemma 4.7. Let φ ∈ K and (fα)α∈T be an analysis of φ. For α ∈ T ,
α not maximal , let fα = m−1

α

∑
γ∈Sα fγ , where the sequence (fγ)γ∈Sα is

Skα-allowable. If G is a subset of T consisting of incomparable nodes, then
the set {fα : α ∈ G} is Sl-allowable, where l = max{∑β≺α kβ : α ∈ G}.

Proof. By induction on j ≤ height(T ) we shall show that the set Aj =
{α ∈ G : |α| ≤ j} is Slj -allowable, where lj = max{∑β≺α kβ : α ∈ Aj}.

For j = 1 this is trivial. Assume that it holds for some j < height(T ).
We write Aj+1 =

⋃
|α|=1Gα, where Gα = {β ∈ Aj+1 : α � β}, with some

Gα possibly empty. It is evident that the sets Gα consist of pairwise incom-
parable nodes. Therefore, since the height of each Tα = {β ∈ T : |β| ≤
j + 1, α � β} is less than or equal to j, it follows from the inductive hy-
pothesis that each family {fβ : β ∈ Gα} with |α| = 1 and Gα 6= ∅ is at most
max{∑α�γ≺β kγ : β ∈ Gα}-allowable. Therefore

⋃
|α|=1{fβ : β ∈ Gα} is at

most k0+max{∑α�γ≺β kγ : β ∈ Gα, |α| = 1} = max{∑β≺α kβ : α ∈ Aj+1}-
allowable.

To complete the proof of the lemma, we observe that
∑

β≺α kβ ≤ tnkn−1

< kn for every node α ∈ G.

Remark. Sublemma 4.7 is taken from [14]. Our original proof of the
above lemma without the use of the sublemma was less elegant.

Lemma 4.8. Let j ≥ 2, 0 < ε ≤ 1/m2
j , and let x =

∑m
k=1 bkenk be an

(ε, kj)-basic s.c.c. Then:

(a) For ϕ ∈ ⋃∞s=1As,
∣∣∣ϕ
( m∑

k=1

bkenk

)∣∣∣ ≤
{

1/ms if ϕ ∈ As, s ≥ j,
2/(msmj) if ϕ ∈ As, s < j.
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(b) ‖∑m
k=1 bkenk‖j−1 ≤ 2/m2

j .

Proof. (a) If s ≥ j then the estimate is obvious. Let s < j and φ =
m−1
s

∑d
i=1 fi. We may assume that φ(enk) ≥ 0 for all k. We set

D =
{
nk :

d∑

i=1

fi(enk) > 1/mj

}
, gi = fi|D, i = 1, . . . , d.

Then m−1
s

∑d
i=1 gi ∈ K(j−1) and for every n ∈ D we have

1
ms

d∑

i=1

gi(en) >
1
ms

1
mj

>
1
m2
j

.

Therefore, by Lemma 4.6, D = supp(m−1
s

∑d
i=1 gi) ∈ Skj−1. So

1
ms

d∑

i=1

gi

( m∑

k=1

bkenk

)
≤
∑

nk∈D
bk ≤

1
m2
j

.

On the other hand,

1
ms

d∑

i=1

fi|Dc

( m∑

k=1

bkenk

)
≤ 1
ms

1
mj

.

Hence

φ
( m∑

k=1

bkenk

)
≤ 1
ms

1
mj

+
1
m2
j

≤ 2
msmj

.

(b) We let φ ∈ K(j−1) and assume again that φ is positive. We set
L = {nk : φ(enk) > 1/m2

j}. Then φ|Lc(
∑

k bkenk) ≤ 1/m2
j . On the other

hand, Lemma 4.6 shows that suppφ|L ∈ Skj−1, so φ|L(
∑

k bkenk) ≤ 1/m2
j .

Therefore, |φ(
∑

k bkenk)| ≤ 2/m2
j .

Estimates on block sequences. Our first lemma is true in any modified
mixed Tsirelson space TM [(Skn , θn)n].

Lemma 4.9. Let X=TM [(Skn , θn)n] be a modified mixed Tsirelson space,
j ∈ N, 0 < ε ≤ θj , and let (xk)mk=1 be a normalized block sequence in X such
that x =

∑m
k=1 bkxk is an (ε, kj)-s.c.c. Then, for every q < kj and every

Sq-allowable family (fi)di=1 in BX∗ ,

∣∣∣
d∑

i=1

fi

( m∑

k=1

bkxk

)∣∣∣ ≤ 1
θ1

+ 1.

Proof. We may assume that suppφ ∩ suppxk 6= ∅ for every 1 ≤ k ≤ m.
Let

A1 = {k ∈ {1, . . . ,m} : min supp fi 6∈ range(xk) for all 1 ≤ i ≤ d},
A2 = {1, . . . ,m} \A1.
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Claim 1.
∣∣∣

d∑

i=1

fi

( ∑

k∈A2

bkxk

)∣∣∣ ≤ ε

θj
≤ 1.

Proof of Claim 1. Let k ∈ A2 and lk = max suppxk. Then there exists
at least one 1 ≤ i ≤ d such that min supp fi ∈ range(xk). We set

ik = max{i ∈ {1, . . . , d} : min supp fi ∈ range(xk)}.
Then min supp fik ≤ lk for k ∈ A2. The correspondence k 7→ ik, k ∈ A2, is
one-to-one. It follows that {lk : k ∈ A2} ∈ Sq, so

∑
k∈A2

bk < ε.

On the other hand, the family (fi)di=1 is Sq-allowable, so Skj -allowable,
and ‖xk‖ ≤ 1 for all k. It follows that |∑d

i=1 fi(xk)| ≤ 1/θj for all k ∈ A2.
So

∣∣∣
d∑

i=1

fi

( ∑

k∈A2

bkxk

)∣∣∣ ≤ 1
θj

∑

k∈A2

bk ≤
ε

θj
≤ 1.

Claim 2.
∣∣∣

d∑

i=1

fi

( ∑

k∈A1

bkxk

)∣∣∣ ≤ 1
θ1
.

Proof of Claim 2. Let k ∈ A1. If supp fi∩suppxk 6= ∅ for some 1 ≤ i ≤ d,
then min supp fi < min suppxk. Hence, for every k ∈ A1, the set

Ik = {i ≤ d : supp fi ∩ suppxk 6= ∅}
has less than min suppxk elements. It follows that {fi|[min supp xk,∞) : i ∈ Ik}
is S-allowable for every k ∈ A1, and therefore θ1

∑
i∈Ik fi|[min supp xk,∞) ∈

BX∗ . Hence
∣∣∣

d∑

i=1

fi

( ∑

k∈A1

bkxk

)∣∣∣ =
∣∣∣
∑

k∈A1

bk

( d∑

i=1

fi

)
xk

∣∣∣

≤
∑

k∈A1

bk

∣∣∣
(∑

i∈Ik
fi

)
(xk)

∣∣∣ ≤ 1
θ1

∑

k∈A1

bk ≤
1
θ1
.

Combining the two estimates above we obtain

∣∣∣
d∑

i=1

fi

( m∑

k=1

bkxk

)∣∣∣ ≤ 1
θ1

+ 1.

Our next lemma refers to the particular space XM that we consider.

Lemma 4.10. Let j ∈ N and let (xk)mk=1 be a normalized block sequence
in XM such that x =

∑m
k=1 bkxk is a (1/m2

j , kj)-s.c.c. If φ ∈ K(j−1) then
|φ(
∑m

k=1 bkxk)| ≤ 5/mj.
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Proof. Let (fβ)β∈T be an analysis of φ. In order to estimate φ on
∑

k bkxk
we give the following definition: Let β ∈ T , and let fβ be the corresponding
functional. We say that fβ partially covers xk if the following hold:

(1) supp fβ ∩ suppxk 6= ∅.
(2) supp fβ ∩ suppxj = ∅ for all j 6= k.
(3) If β ∈ Sα then supp fα ∩ suppxj 6= ∅ for some j 6= k.

We set

A =
{
β ∈ T : fβ partially covers some xk and

∏

α≺β
w(fα) > 1/m2

j

}
,

B =
{
β ∈ T : fβ partially covers some xk and

∏

α≺β
w(fα) ≤ 1/m2

j

}
.

Note that if both fβ and fβ′ partially cover xk and β 6= β′ then supp fβ ∩
supp fβ′ = ∅. Also A ∩ B = ∅ and suppφ ∩ suppxk =

⋃
β∈A∪B supp fβ ∩

suppxk for each k. We set φA = φ|⋃β∈A supp fβ and φB = φ|⋃β∈B supp fβ .
Note that φ(xk) = (φA + φB)(xk) for every k = 1, . . . ,m. We denote by TA
(resp. TB) the subtree of T which has as maximal nodes the elements of A
(resp. B).

Claim 1.
∣∣∣φB

( m∑

k=1

bkxk

)∣∣∣ ≤ 1
mj

.

Proof of Claim 1. Let β ∈ B and let αβ ≺ β be such that
∏
γ≺αβ w(fγ)

>1/m2
j and

∏
γ�αβ w(fγ)≤1/m2

j . Note that if β, β′ ∈ B then either αβ , αβ′
are incomparable nodes or αβ = αβ′ . Let R = {αβ : β ∈ B} be the set of
such different nodes. For every β ∈ B there exists αβ ∈ R with αβ ≺ β, hence
supp fβ ⊂ supp fαβ . Also, since φ ∈ K(j−1), we have w(fαβ) ≥ 1/mj−1, so

∏

γ≺αβ
w(fγ) =

1
w(fαβ)

∏

γ�αβ
w(fγ) ≤ mj−1

m2
j

.

Therefore,
∣∣∣φB

( m∑

k=1

bkxk

)∣∣∣ ≤
∑

αβ∈R

( ∏

γ≺αβ
w(fγ)

)∣∣∣fαβ
( m∑

k=1

bkxk

)∣∣∣

≤ mj−1

m2
j

∑

αβ∈R

∣∣∣fαβ
( m∑

k=1

bkxk

)∣∣∣.

By Lemma 4.6 the family {fαβ : αβ ∈ R} is Skj−1-allowable. Therefore, by
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Lemma 4.9,
∑

αβ∈R

∣∣∣fαβ
( m∑

k=1

bkxk

)∣∣∣ ≤ 3.

We conclude that
∣∣∣φB

( m∑

k=1

bkxk

)∣∣∣ ≤ 3mj−1

m2
j

≤ 3
mj

.(4.1)

For k = 1, . . . ,m, let lk = max suppxk. Then we have

Claim 2.
∣∣∣φA
( m∑

k=1

bkxk

)∣∣∣ ≤ mj

∥∥∥
m∑

k=1

bkelk

∥∥∥
j−1

.

Proof of Claim 2. For each α ∈ TA, we set hα = fα|⋃β∈A supp fβ . That is,
hβ = fβ for β ∈ A, and for α ∈ TA \ A with fα = m−1

q

∑
β∈Sα fβ,

hα =
1
mq

∑

β∈Sα
β∈TA

hβ.

For every α ∈ TA we set

Dα = {1 ≤ k ≤ m : ∃β � α such that β ∈ A and fβ partially covers xk}.
Inductively we define, for every α ∈ TA with Dα 6= ∅, a functional gα with
the following properties:

(1) supp gα = {lk : k ∈ Dα} where lk = max suppxk for k = 1, . . . ,m.
(2) gα ∈ K(j−1).
(3) |hα(xk)| ≤ (

∑
γ�α, γ∈A |fγ(xk)|)gα(elk) for every k ∈ Dα.

Assume that gγ has been defined for all γ ∈ TA with |γ| = s and let α ∈ TA
with |α| = s−1. Let hα = m−1

q

∑
β∈Sα hβ and suppose that Dα 6= ∅. We set

I = {β ∈ Sα : Dβ 6= ∅}, R = {β ∈ Sα : β ∈ A}.
Then I ∩ R = ∅. Also, for every β ∈ I, gβ has been defined. For every
1 ≤ k ≤ m, we set Γk = {β ∈ R : fβ partially covers xk}. Then the sets Γk,
1 ≤ k ≤ m, are disjoint.

Let G = {k ∈ Dα : Γk 6= ∅} be the set of all k for which xk is partially
covered by some β ∈ R. For every k ∈ Dα \G we choose a node βk ∈ I such
that

gβk(elk) = max{gβ(elk) : β ∈ I}.
For every β ∈ I we define g′β = gβ|{lk :k∈Dβ\G and β=βk}. It follows that the
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functionals g′β, β ∈ I, and elk , k ∈ G, are disjointly supported. We now set

gα =
1
mq

(∑

k∈G
elk +

∑

β∈I
g′β
)
.

We need to show that gα ∈ K(j−1). By the inductive hypothesis g′β ∈ K(j−1)
for all β ∈ I. Also q ≤ j − 1, since φ ∈ K(j−1).

It remains to show that the family {elk : k ∈ G} ∪ {g′β : β ∈ I} is Skq -
allowable. Since supp g′β ⊆ {lk : k ∈ Dβ} for β ∈ I, we have min supphβ ≤
min supp g′β. Also, min

⋃{supp fβ : β ∈ Γk} ≤ lk for k ∈ G. It follows that
{lk : k ∈ G} ∪ {min supp g′β : β ∈ I} ∈ Skq . This establishes property (2)
for gα. Property (1) is easily checked. It remains to show that property (3)
holds.

Case 1: k ∈ G. Then

|hα(xk)| =
1
mq

∣∣∣
∑

β∈Γk
fβ(xk) +

∑

β∈I
hβ(xk)

∣∣∣

≤ 1
mq

( ∑

β∈Γk
|fβ(xk)|+

∑

β∈I

∑

γ�β
γ∈A

|fγ(xk)|
)

≤ 1
mq

( ∑

β�α
β∈A

|fβ(xk)|
)
e∗lk(elk) =

∑

β�α
β∈A

|fβ(xk)|gα(elk).

Case 2: k ∈ Dα \G. Then by the inductive hypothesis

|hα(xk)| =
1
mq

∣∣∣
∑

β∈I
hβ(xk)

∣∣∣ ≤ 1
mq

∑

β∈I
|hβ(xk)|

≤ 1
mq

∑

β∈I

( ∑

γ∈A
γ�β

|fγ(xk)|gβ(elk)
)

≤ 1
mq

max
β∈I

gβ(elk)
∑

β∈I

∑

γ∈A
γ�β

|fγ(xk)|

=
1
mq

g′βk(elk)
∑

γ∈A
γ�α

|fγ(xk)| =
( ∑

γ∈A
γ�α

|fγ(xk)|
)
gα(elk),

since fβ(xk) = 0 for β ∈ R.
This completes the proof of property (3) and the inductive construction.

It follows that for every k,

|φA(xk)| ≤
(∑

γ∈A
|fγ(xk)|

)
g0(elk).
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Using Lemma 4.6 and the definition of the set A, we find that the family
{fγ : γ ∈ A} is Skj−1-allowable. It follows that m−1

j

∑
γ∈A±fγ ∈ K for

every choice of signs, so
∑

γ∈A |fγ(xk)| ≤ mj for every k. Hence |φA(xk)| ≤
mjg0(elk) for all k, so

∣∣∣φA
( m∑

k=1

bkxk

)∣∣∣ ≤ mj

∥∥∥
m∑

k=1

bkelk

∥∥∥
j−1

.

This completes the proof of Claim 2.

Using Lemma 4.8(b) we get |φA(
∑n

k=1 bkxk)| ≤ 2/mj . Combining this
with Claim 1 we get |φ(

∑n
k=1 bkxk)| ≤ 5/mj .

Definition 4.11. Let j ≥ 2, ε > 0. An (ε, kj)-special convex combina-
tion

∑m
n=1 bnxn is called an (ε, kj)-rapidly increasing special convex combi-

nation (r.i.s.c.c.) if there exist integers (jn)mn=1 with j + 2 < j1 < . . . < jm
such that:

(1) Each xn is a seminormalized (1/m2
jn
, kjn)-s.c.c.

(2) ‖xn‖`1 ≤ mjn+1/mjn for all n = 1, . . . ,m− 1.

Proposition 4.12. Let
∑m

k=1 bkxk be a (1/m2
j , kj)-r.i.s.c.c. and φ ∈ K

with w(φ) = 1/ms. Then

∣∣∣φ
( m∑

k=1

bkxk

)∣∣∣ ≤





14/(msmj) if s < j,

8/ms if s = j, j + 1,

8/m2
j if j + 2 ≤ s.

In particular , 1/(4mj) ≤ ‖
∑m

k=1 bkxk‖ ≤ 8/mj.

Proof. Let (fα)α∈T be an analysis of φ. First we partition the support
of each xk, 1 ≤ k ≤ m, as follows: We set

xk = xk|⋃{supp fα :α∈T , supp fα∩supp xk 6=∅ andw(fα)≤1/mjk+1}.

Then the definition of the r.i.s.c.c. shows that

|φ(xk)| ≤
1

mjk+1

‖xk‖`1 ≤
mjk+1

mjk+1mjk

=
1
mjk

for all 1 ≤ k ≤ m.

It follows that
∣∣∣φ
( m∑

k=1

bkxk

)∣∣∣ ≤
∑

k

bk
mjk

≤ 2
mj1

max
k

bk.(4.2)

We now set xk = xk − xk. Abusing notation we denote by xk the vector xk.
This means that from now on we assume the following:

(∗) If suppxk ∩ supp fα 6= ∅ for some α ∈ T , then w(fα) > 1/mjk+1 .

We make the following definition: Let α ∈ T and k = 1, . . . ,m. We say that
fα partially estimates xk if:
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(1) supp fα ∩ suppxk 6= ∅.
(2) w(fα) ≤ 1/mjk .
(3) w(fβ) > 1/mjk for all β ≺ α.

Suppose that fα partially estimates xk for some 1 ≤ k ≤ m. The definition
of xr (which actually denotes xr) shows that supp fα ∩ suppxr = ∅ for all
r < k. This implies that a given functional fα can partially estimate at
most one xk. Also, if fα partially estimates xk and β � α then fβ does not
partially estimate any xr with r ≤ k. In particular, if fα and fβ partially
estimate the same xk then supp fα ∩ supp fβ = ∅.

Once more, we partition the support of each vector xk as follows:

x1
k = xk|⋃{supp fα :fα partially estimatesxk}, x2

k = xk − x1
k for all 1 ≤ k ≤ m.

For β ∈ T , if supp fβ ∩ suppx2
k 6= ∅ for some k, then w(fβ) > 1/mjk .

Indeed, suppose that supp fβ ∩ suppx2
k 6= ∅ and w(fβ) ≤ 1/mjk . Let γ0

be the minimum element of {γ ∈ T : γ � β and w(fγ) ≤ 1/mjk} under ≺.
Then supp fβ ⊂ supp fγ0 and fγ0 partially estimates xk. Therefore, supp fβ∩
suppxk ⊆ suppx1

k, which leads to a contradiction.
It follows that φ| supp x2

k
∈ K(jk−1) and therefore, by Lemma 4.10, |φ(x2

k)|
≤ 5/mjk for all 1 ≤ k ≤ m. Hence

∣∣∣φ
( m∑

k=1

bkx
2
k

)∣∣∣ ≤
m∑

k=1

bk
5
mjk

<
10
mj1

max
k

bk.(4.3)

It remains to estimate φ on
∑

k bkx
1
k. For every k with x1

k 6= 0 there exists
α ∈ T such that fα partially estimates xk. We partition the set of nodes
which partially estimate each xk into two sets Ak, Bk as follows:

Ak =
{
α ∈ T : fα partially estimates xk and

∏

β≺α
w(fβ) > 1/m2

jk

}
,

Bk =
{
α ∈ T : fα partially estimates xk and

∏

β≺α
w(fβ) ≤ 1/m2

jk

}
.

As already noted, if α ∈ Ak and β ∈ Bk, then supp fα ∩ supp fβ = ∅. For
every k = 1, . . . ,m, we set

y1
k = x1

k|⋃{supp fα :α∈Ak}, y2
k = x1

k − y1
k = x1

k|⋃{supp fα :α∈Bk}.

Claim 1. ∣∣∣φ
( m∑

k=1

bky
2
k

)∣∣∣ < 6
mj1

max
k

bk.

Proof of Claim 1. We shall estimate φ separately on each y2
k, to show

that |φ(y2
k)| ≤ 3/mjk . The proof is similar to that of Lemma 4.10.

For every α ∈ Bk, let Rα = {β ∈ T : β ≺ α}. Choose βα ∈ Rα
such that

∏
γ≺βα w(fγ) > 1/m2

jk
and

∏
γ�βα w(fγ) ≤ 1/m2

jk
. Note that
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since w(fβα) > 1/mjk , we have
∏
γ≺βα w(fγ) < 1/mjk . It is easy to check

that if α, α′ ∈ Bk then either βα = βα′ or βα, βα′ are incomparable. Let
R = {βα : α ∈ Bk} be the set of all such different nodes. Since βα ≺ α for
all α ∈ Bk, we have supp fα ⊆ supp fβα . Therefore,

|φ(y2
k)| ≤

∑

βα∈R

( ∏

γ≺βα
w(fγ)

)
|fβα(y2

k)|.

By Lemma 4.6, the family {fβα : βα ∈ R} is Skj−1-allowable. Since yk is a
(1/m2

jk
, kjk)-s.c.c., by Lemma 4.9 we get

∑
βα∈R |fβα(y2

k)| ≤ 3. So

|φ(y2
k)| ≤ 3 max

βα∈R

∏

γ≺βα
w(fγ) ≤ 3

mjk

.(4.4)

Claim 2.

∣∣∣φ
( m∑

k=1

bky
1
k

)∣∣∣ ≤





6/m2
j if φ ∈ As, s ≥ j + 2,

6/ms if φ ∈ As, s = j, j + 1,

12/(msmj) if φ ∈ As, s < j.

(4.5)

Proof of Claim 2. For k = 1, . . . ,m, we let lk = max suppxk. For α ∈ T ,
we set

Dα = {1≤k≤m : ∃β � α such that fβ partially estimates xk and β∈Ak}.
For every k = 1, . . . ,m, we set Tk(α) = {β � α : β ∈ Ak}. Inductively,
for every α ∈ T with Dα 6= ∅, we define a functional gα with the following
properties:

(1) gα ∈ co(K).
(2) supp gα = {lk : k ∈ Dα}.
(3) For every k ∈ Dα,

|fα(y1
k)| ≤

(
2
∑

β∈Tk(α)

|fβ(y1
k)|
)
gα(elk).

(4) Either w(gα) = w(fα) or gα is of the form gα = 1
2(elk + g′α) where

w(g′α) = w(fα).

Assume that gγ has been defined for γ ∈ T with |γ| ≥ s+ 1 and Dγ 6= ∅.
Let α ∈ T with |α| = s be such that Dα 6= ∅ and let fα = m−1

q

∑
β∈Sα fβ.

We distinguish two cases.

Case 1: fα partially estimates some xk0 . Let I = {β ∈ Sα : Dβ 6= ∅}.
Then, as we have noted, no k ≤ k0 is in

⋃
β∈I Dβ. Let k > k0 with k ∈ Dα.

By the inductive hypothesis,

|fα(y1
k)| ≤

1
mq

∑

β∈I
|fβ(y1

k)| ≤
1
mq

∑

β∈I

(
2
∑

γ∈Tk(β)

|fγ(y1
k)|
)
gβ(elk).
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For every k > k0 with k ∈ Dα we choose βk ∈ I such that gβk(elk) =
maxβ∈I gβ(elk). For every β ∈ I we set g′β = gβ |{lk :k∈Dβ andβ=βk}.

Then, for k > k0, k ∈ Dα,

|fα(y1
k)| ≤

1
mq

g′βk(elk) 2
∑

β∈I

∑

γ∈Tk(β)

|fγ(y1
k)|(4.6)

=
1
mq

(
2
∑

γ∈Tk(α)

|fγ(y1
k)|
)
g′βk(elk).

It is clear that the functionals elk0
, g′β, β ∈ I, are disjointly supported. Also

since {lk : k = 1, . . . ,m} ∈ Skj and supp g′β ⊆ {lk : k = 1, . . . ,m} for all
β ∈ I, it is clear that the family {g′β : β ∈ I} is Skj -allowable.

Since fα partially estimates xk0 , we have 1/mq = w(fα) ≤ 1/mjk0
, so

q ≥ jk0 > j + 1. It follows that the family {g′β : β ∈ I} is Sq−1-allowable.
We define

gα =
1
2

(
elk0

+
1

mq−1

∑

β∈I
g′β

)
.

Then gα ∈ co(K) and for every k ∈ Dα,

|fα(y1
k)| ≤ 2

( ∑

γ∈Tk(α)

|fγ(y1
k)|
)
gα(elk).

Case 2: fα does not partially estimate any xk. Let I = {β ∈ Sα :
Dβ 6= ∅}. We repeat the procedure of Case 1: For every k ∈ Dα =

⋃
β∈I Dβ,

we choose βk ∈ I such that gβk(elk) = maxβ∈I gβ(elk). For every β ∈ I
we set g′β = gβ |{lk : k∈Dβ and β=βk}. Then for every k ∈ Dα, by the inductive
hypothesis,

|fα(y1
k)| ≤

1
mq

∑

β∈I
|fβ(y1

k)| ≤
1
mq

∑

β∈I

(
2
∑

γ∈Tk(β)

|fγ(y1
k)|
)
gβ(elk)

≤ 1
mq

g′βk(elk)
(

2
∑

γ∈Tk(α)

|fγ(y1
k)|
)
.

The functionals g′β, β ∈ I, are disjointly supported. Also, since min supp fβ
≤ min supp gβ ≤ min supp g′β, the family {g′β : β ∈ I} is Skq -allowable.
We define gα = m−1

q

∑
β∈I g

′
β. It is easy to verify properties (1)–(4). This

completes the inductive construction.
For the functional φ = f0 we get, for k = 1, . . . ,m,

|φ(y1
k)| ≤ 2

∑

β∈Ak
|fβ(xk)|g0(elk).

The family {fβ : β ∈ Ak} satisfies the assumptions of Lemma 4.6 with
n = jk. Therefore, it is Skjk−1-allowable. It follows from Lemma 4.9 that
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∑
β∈Ak |fβ(xk)| ≤ 3. We conclude that

∣∣∣φ
( m∑

k=1

bky
1
k

)∣∣∣ ≤ 6g0

( m∑

k=1

bkelk

)
.

By the form of g0, using Lemma 4.8, we get

∣∣∣φ
( m∑

k=1

bky
1
k

)∣∣∣ ≤





3βk0 + 3/ms−1 ≤ 6/m2
j if φ ∈ As, s ≥ j + 2,

6/ms if φ ∈ As, s = j, j + 1,

12/(msmj) if φ ∈ As, s < j.

This completes the proof of Claim 2.

Combining Claims 1, 2 and relations (4.2), (4.3) we get the desired esti-
mate.

Let Cj = {z/‖z‖ : z is a (1/m2
j , kj)-r.i.s.c.c.} for j ∈ N. Then Lemma 4.5

implies that each Cj is asymptotic, i.e., SY ∩Cj 6= ∅ for every block subspace
Y of XM . Let

Aj =
{
f =

1
mj

d∑

r=1

fr : fr ∈ K for all r and (supp fr)dr=1 is Skj -allowable
}
.

From the definition, it follows that Aj ⊂ BX∗M .

Theorem 4.13. The sequence (Cj,Aj)j is an asymptotic biorthogonal
system in XM . In particular , the space XM is arbitrarily distortable.

Proof. For every j ∈ N let εj = 56/mj . The sequence (εj)j strictly
decreases to 0. Since the sets Cj are asymptotic and Aj ⊂ BX∗M for all j, it
suffices to prove that

(1) supf∈Aj f(y) ≥ 1/32 for every y ∈ Cj ,
(2) |f(y)| ≤ εmin{i,r} for all i 6= r, f ∈ Ai and y ∈ Cr.

To prove (1), let z =
∑n

k=1 bkxk be a (1/m2
j , kj)-r.i.s.c.c. and y = z/‖z‖.

Then, by Proposition 4.12, ‖z‖ ≤ 8/mj. For every k = 2, . . . , n, we can
choose fk ∈ K with fk(xk) ≥ 1/3 and supp fk ⊂ (lk−1, lk]. Then the family
(fk)nk=2 is Skj -allowable, so φ = m−1

j

∑n
k=2 fk ∈ Aj and

φ(z) ≥ 1
mj

1
3

n∑

k=2

bk ≥
1

4mj
.

It follows that
φ(y) ≥ mj

8
1

4mj
=

1
32
.

To prove (2), let y = z/‖z‖ ∈ Cr and f ∈ Ai. We distinguish two cases.

Case 1: i < r. Then Proposition 4.12 shows that |f(z)| ≤ 14/(mimr),
since z is a (1/m2

r, kr)-r.i.s.c.c. Dividing by ‖z‖ we get |f(z/‖z‖)| ≤ 56/mi =
εi = εmin{r,i}.
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Case 2: i > r. Then Proposition 4.12 yields |f(z)| ≤ 8/m2
r. Dividing by

‖z‖ we get |f(z/‖z‖)| ≤ 32/mr < εmin{r,i}.

We now prove that if the sequence (ki,mi)i satisfies certain additional
conditions, then every block subspace of TM [(Ski , 1/mi)i] admits an `ω1
spreading model.

Definition 4.14. Let (mi), (ki), (ti) be strictly increasing sequences of
positive integers satisfying the following Gasparis conditions:

(1) m1 = 2, and there exists an increasing sequence (si)∞i=1 of positive
integers, with s1 > 2, so that mi =

∏
j<im

sj
j for every i ≥ 2.

(2) t1 > 4 and 2ti ≥ m2
i for every i ≥ 1.

(3) ti(ri + 1) < ki for every i ≥ 1, where (ri) is defined as follows: r1 = 1
and for every i ≥ 2,

ri = max
{∑

j<i

αjkj : ∀j < i, αj ∈ N ∪ {0} and
∏

j<i

m
αj
j < m3

i

}
.

We set YM = TM [(Ski , 1/mi)i].

The above conditions appeared in an early version of [15], where it
was proved that the dual X∗ of the “conditional version” X of the mixed
Tsirelson space T [(Ski , 1/mi)i] admits a cω0 spreading model in every sub-
space.

The sequence (mi, ki, ti)i satisfies ki ≥ ti(ki−1 +1) and 2ti ≥ m2
i for all i,

and this ensures that all the results of this section also hold for the space
YM ; in particular, YM is arbitrarily distortable (see Remark 4.3). In order to
show that every subspace admits an `ω1 spreading model, we shall work with
(1/m2

i , pi)-r.i.s.c.c.’s, where pi =
∑

j<i sjkj, instead of (1/m2
i , ki)-r.i.s.c.c.’s

that we used for the distortion. We shall show the following.

Theorem 4.15. Every block subspace of YM admits an `ω1 spreading
model with constant c ≥ 1/64.

We shall need the following arithmetical lemma from [15].

Lemma 4.16. Assume that (αj)i−1
j=0 are positive integers satisfying∏

j<im
αj
j < mi. Then

∑
j<i αjkj <

∑
j<i sjkj.

Proof of Theorem 4.15. First we shall construct a sequence having an
`ω1 spreading model starting from the basis (ei)i, and next we shall use the
estimates on rapidly increasing sequences to deduce the existence of an `ω1
spreading model in every block subspace of YM .

For every i ∈ N, we set pi =
∑

j<i sjkj .

Lemma 4.17. Let i ≥ 2 and x =
∑

k∈F βkek be a (1/m2
i , pi)-basic special

convex combination. Then 1/mi ≤ ‖x‖ ≤ 2/mi.
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Proof. The lower estimate is obvious, since pi ≤ ki. For the upper es-
timate, let φ ∈ K. If w(φ) = 1/mr ≤ 1/mi it follows immediately that
|φ(x)| ≤ 1/mi. If w(φ) > 1/mi, let D = {k ∈ suppx : |φ(ek)| > 1/mi}.
Then |φ|Dc(x)| ≤ 1/mi.

Claim. suppφ|D ∈ Spi−1.

Once we prove the Claim, it follows that |φ|D(x)| ≤ 1/m2
i , and this

completes the proof.

Proof of the Claim. Let (fα)α∈T be an analysis of φ. Sublemma 4.7 shows
that the set {fα : α a terminal node} = {elα : α a terminal node} is at most

` = max
{∑

β≺α
kβ : α a terminal node

}
-allowable.

For each terminal node α of T ,
∑

β≺α kβ is of the form
∑

j<i %jkj , %j ∈
N ∪ {0} (j < i), and

1
mi

< φ(elα) ≤
∏

β≺α

1
mβ

=
∏

j<i

1
m
%j
j

.

It follows from Lemma 4.16 that
∑

j<i %jkj <
∑

j<i sjkj = pi. Therefore
suppφ|D is at most Spi−1-allowable, and the proof of the Claim is complete.

The Gasparis conditions imply the following key property of the space
YM . A (1/m2

i , pi)-basic special convex combination, x =
∑

k∈F bkek, can be
normed by a functional x∗ which belongs to various different classes Aj .

Indeed, the functional x∗ = m−1
i

∑
k∈F e

∗
k, which obviously belongs to

Ai, can also be written, for every j < i, in the form x∗ = m−1
j

∑
s∈G fs where

the family (fs)s∈G is Spj -admissible. This is a consequence of the relations
mi =

∏
j<im

sj
j and pi =

∑
j<i sjkj, and the fact that Sn[Sm] = Sn+m for

every n,m ∈ N.
Let (yi)∞i=1 be a block sequence such that yi = 1

2mixi for i = 1, 2, . . . ,
where xi =

∑
l∈Fi αlel is a (1/m2

i , pi)-basic special convex combination.
Then 1/2 ≤ ‖yi‖ ≤ 1. We claim that the sequence (yi)i has an `ω1 spreading
model with constant 1/2.

Indeed, let F ∈ Sr with r ≤ minF . Then (yi)i∈F is Sr-admissible. For
each k ∈ F , we consider the norming functional of xk, x∗k = m−1

k

∑
l∈Fk e

∗
l =

m−1
r

∑
i∈Gk fi, where (fi)i∈Gk is Spr -admissible. Then the family {fi : i ∈⋃

k∈F Gk} is Sr[Spr ] = Sr+pr -admissible. Since r + pr < kr, it follows that
the functional f = m−1

r

∑
k∈F

∑
i∈Gk fi belongs to the norming set of YM .

Hence

f
(∑

k∈F
bkyk

)
=
∑

k∈F

1
mr

∑

i∈Gk
fi(bkyk) ≥

1
2

∑

k∈F
bk.
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Let now Z be a block subspace of YM and (yi)i∈N be a rapidly increasing
sequence of (1/m2

ni , kni)-seminormalized s.c.c.’s in Z. Inductively we choose
a block sequence (zk) such that for every k, zk =

∑
j∈Fk bjyj is a (1/m2

k, pk)-
rapidly increasing special convex combination of the sequence (yi). Quoting
step by step the proof of Proposition 4.12, and using Lemma 4.17 for the
estimate of the norm of a (1/m2

k, pk)-basic s.c.c., we get 1/(4mk) ≤ ‖zk‖ ≤
14/mk.

We set yk = (mk/14)zk, k ∈ N. Using the previous estimates, in the same
manner as above we conclude that the sequence (yk)k∈N has an `ω1 spreading
model with constant c ≥ 1/64.

Remarks 4.18. 1. It is not clear whether in the general mixed Tsirelson
space T [(Sn, θn)n] with θm+n ≥ θnθm, one can find normalized functionals
which belong simultaneously to various different classes Aj , as it happens
when the Gasparis conditions are satisfied.

2. It is easy to see that if a block sequence (yi)i in a Banach space
has a cξ0 spreading model, then any sequence biorthogonal to it in the dual
space has an `ξ1 spreading model. The dual of this statement is not always
true. For example, consider the sequence (wn)n = (

∑n
k=1 x

n
k)n in the space

T [(Sn, θn)n] which appeared in the proof of Proposition 3.1. Recall that
xnk = ynk /‖ynk‖ and ynk =

∑
i∈Fnk bizi is an (εnk , j1 + . . .+ jk)-r.i.s.c.c. for every

k ≤ n and n ∈ N. As proved in Proposition 3.1, (wn)n has an `ω1 spreading
model. Let (z∗i )i be a normalized sequence in the dual with z∗i (zi) ≥ 1/2 and
supp z∗i ⊆ supp zi. Then, for fixed k0, the sequence of functionals w∗n,k0

=
θj1+...+jk0+1

∑
i∈Fnk0

z∗i is almost biorthogonal to (wn)n (recall that ‖ynk‖ ≈
θj1+...+jk0

). However, (w∗n,k0
)n fails to have a cω0 spreading model in the dual

space. Indeed, for r ∈ N, let y =
∑

n∈F λny
n
k0

=
∑

n∈F λn
∑

i∈Fnk0
bizi be an

(ε, r + j1 + . . .+ jk0)-r.i.s.c.c. of (zi). Then, by [6, Proposition 1.15], ‖y‖ ≈
θr+j1+...+jk0

. It follows that
∑

n∈F w
∗
n,k0

(y/‖y‖) ≈ θj1+...+jk0+1/θr+j1+...+jk0
,

so ‖∑n∈F y
∗
n,k0
‖ tends to infinity with r.
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