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1. Introduction

Let $H$ and $V$ be two Hilbert spaces, $V$ being densely and continuously embedded in $H$. Let $a(\cdot, \cdot)$ be a continuous symmetric sesquilinear form defined on $V \times V$ satisfying Gårding's inequality. Then, in the usual manner, $a(\cdot, \cdot)$ defines a positive definite self-adjoint operator $A$ in $H$, and the fractional power $A^{1/2}$ of $A$ takes $V$ as the definition domain. Thus, though the domain $\mathcal{D}(A)$ itself may depend on the sesquilinear form which defines $A$, the domain $\mathcal{D}(A^{1/2})$ always coincides with $V$. Making use of this fact, we may reduce an evolution equation of the second order to one of the first order in which the domain of the operator is independent of $t$.

In fact, let

\begin{equation}
\frac{d^2 u}{dt^2} + A(t)u = f(t), \quad 0 \leq t \leq T
\end{equation}

be an evolution equation in $H$, where, for each $t$, $A(t)$ is a positive definite self-adjoint operator in $H$ associated with a continuous symmetric sesquilinear form $a(t; \cdot, \cdot)$ on $V \times V$ satisfying Gårding's inequality. Assuming that $A(\cdot)^{1/2}$ is differentiable as a function with values in $\mathcal{L}(V, H)$, we set

\[
\begin{aligned}
    v_0 &= iA(t)^{1/2}u \\
    v_1 &= \frac{du}{dt}.
\end{aligned}
\]

Then (1.1) will be reduced to the following evolution equation

\begin{equation}
\frac{d}{dt} \begin{pmatrix} v_0 \\ v_1 \end{pmatrix} = \mathfrak{A}(t) \begin{pmatrix} v_0 \\ v_1 \end{pmatrix} + \mathfrak{B}(t) \begin{pmatrix} v_0 \\ v_1 \end{pmatrix} + F(t), \quad 0 \leq t \leq T
\end{equation}

in the product space $H \times H$, where

\begin{equation}
\mathfrak{A}(t) = \begin{pmatrix} 0 & iA(t)^{1/2} \\ iA(t)^{1/2} & 0 \end{pmatrix}, \quad \mathfrak{B}(t) = \begin{pmatrix} \frac{dA(t)^{1/2}}{dt}A(t)^{-1/2} & 0 \\ 0 & 0 \end{pmatrix}.
\end{equation}
It is clear that
\[ \mathcal{D}(\mathcal{A}(t)) = \begin{cases} V, & \text{if } t \leq s \leq T, \\ H, & \text{if } t \geq s. \end{cases} \]

Since \( \mathcal{D}(\mathcal{A}(t)) \) is independent of \( t \), we are able to apply the results of linear evolution equations in [3], [4], [5] to solve (1.2), if \( \mathcal{A}(t) \) and \( \mathcal{B}(t) \) satisfy some further smoothness hypotheses. Indeed we know

**Theorem 1.1.** Let \( E \) and \( F \) be two Banach spaces such that \( F \) is densely and continuously embedded in \( E \). Let \( \{\mathcal{A}(t)\}_{t \in \mathbb{R}} \) be a family of the infinitesimal generators of linear contraction semi-groups on \( E \) such that

\[ \mathcal{D}(\mathcal{A}(t)) = F, \quad 0 \leq t \leq T, \]

and let \( \{\mathcal{B}(t)\}_{t \in \mathbb{R}} \) be a family of strongly continuous bounded linear operators on \( E \):

\[ \mathcal{B} \in \mathcal{C}([0, T]; \mathcal{L}_s(E)). \]

If \( \mathcal{A}(t) \) satisfies

\[ \mathcal{A} \in \mathcal{C}([0, T]; \mathcal{L}_s(F, E)), \]

and if \( \mathcal{B}(t) \) satisfies one of the following conditions

(1.6.1) \[ \mathcal{B} \in \mathcal{C}([0, T]; \mathcal{L}_s(F)) \]

(1.6.2) \[ \mathcal{B} \in \mathcal{C}([0, T]; \mathcal{L}_s(F, E)), \]

then there exists a unique evolution operator \( \{\mathcal{U}(t, s)\}_{t \leq s} \) for \( \{\mathcal{A}(t) + \mathcal{B}(t)\}_{t \in \mathbb{R}} \).

Remarks concerning the proof of the theorem will be made in section 4.

Let us choose \( E = V \), \( F = H \) and take as \( \mathcal{A}(t) \), \( \mathcal{B}(t) \) the operators defined by (1.3). Then the conditions (1.5), (1.6.1) and (1.6.2) are equivalent to

(1.7) \[ \mathcal{A}_{1/2} \in \mathcal{C}([0, T]; \mathcal{L}_s(V, H)) \]

(1.8.1) \[ dA^{1/2}/dt A^{-1/2} \in \mathcal{C}([0, T]; \mathcal{L}_s(V)) \]

(1.8.2) \[ dA^{1/2}/dt A^{-1/2} \in \mathcal{C}([0, T]; \mathcal{L}_s(V, H)) \]

respectively. The first object of the present paper is to give a sufficient condition to be satisfied by the form \( a(t; \cdot, \cdot) \) in order that (1.7) holds. Actually we shall prove in Theorem 2.2 that, if there exists a constant \( 1/2 < \rho \leq 1 \) such that

(1.9) \[ |(\partial/\partial t)a(t; u, v)| \leq K_p||A(t)^{\rho}u||_H||A(t)^{-\rho}v||_H, \quad u \in \mathcal{D}(\mathcal{A}(t)^\rho), \ v \in V \]

holds with some constant \( K_p \) independent of \( t \), then (1.7) is satisfied. Either
(1.8.1) or (1.8.2) is also to be verified. But we see that (1.8.1) jointed with (1.7) implies that \( D(A(t)) \) is indepednent of \( t \). Indeed, suppose that (1.8.1) holds. Since (1.8.1) is equivalent to

\[
A^{1/2}dA^{1/2}/dt A^{-1} \in C([0, T]; \mathcal{L}_s(H)),
\]

it would follow from

\[
A(t)dA(t)^{-1}/dt = -dA(t)^{1/2}/dt A(t)^{-1/2} - A(t)^{1/2}dA(t)^{1/2}/dt A(t)^{-1}
\]

that

\[
(1.10) \quad A dA^{-1}/dt \in C([0, T]; \mathcal{L}_s(H)).
\]

Then the result follows immediately from (1.10). Therefore we have to verify (1.8.2) in the general case where \( D(A(t)) \) depends on \( t \) (cf. [1]).

The second object is to prove that, if \( H=L_2(\Omega), V=H_2(\Omega) \) and \( a(t; \cdot, \cdot) \) is of the form

\[
a(t; u, v) = \int_\Omega \left\{ \sum_{i,j=1}^n a_{ij}(t, x) \frac{\partial u}{\partial x_i} \frac{\partial v}{\partial x_j} + kuv \right\} dx + \int_{\Sigma} h(t, \sigma) uv d\sigma,
\]

then the sufficient condition (1.9) is verified. We shall show by Theorem 3.1 that (1.9) is satisfied with any \( 1/2 < \rho < 3/4 \), estimating \( (\partial/\partial t)a(t; u, v) \) by \( \|u\|_{1+\theta} \|v\|_{1-\theta} (0 < \theta < 1/2) \) and using the fact that \( D(A(t)^\alpha)(0 < \alpha < 1) \) is continuously embedded in \( H_{2\alpha}(\Omega) \).

As an application we shall consider in section 4 the Cauchy problem of a hyperbolic equation of the second order.

We here describe the notations which will be used throughout the paper. Let \( E, F \) be two Banach spaces. \( \mathcal{L}(E, F) \) denotes the space of all bounded linear operators from \( E \) to \( F \) with the operator norm \( \| \cdot \|_{\mathcal{L}(E, F)} \). \( \mathcal{L}_s(E, F) \) denotes the space \( \mathcal{L}(E, F) \) equipped with the strong topology. \( \mathcal{L}(E, E) \) (resp. \( \mathcal{L}_s(E, E) \)) will be abbreviated as \( \mathcal{L}(E) \) (resp. \( \mathcal{L}_s(E) \)). \( C^k([a, b]; \mathcal{L}(E, F)) \) (resp. \( C^k([a, b]; \mathcal{L}_s(E, F)) \)) is the set of all \( k \)-times continuously differentiable mapping from the interval \([a, b]\) to \( \mathcal{L}(E, F) \) (resp. \( \mathcal{L}_s(E, F) \)). We shall write \( \mathcal{L}(E) \) (resp. \( \mathcal{L}_s(E) \)) instead of \( C^0([a, b]; \mathcal{L}(E, F)) \) (resp. \( C^0([a, b]; \mathcal{L}_s(E, F)) \)).

Let \( \Omega \subset \mathbb{R}^n \) be a region. \( H_s(\Omega) \) denotes the usual Sobolev space and \( \| \cdot \|_{s, \Omega} \) denotes its norm. We shall abbreviate \( \| \cdot \|_{s, \Omega} \) as \( \| \cdot \|_s \) if there is no fear of confusion. As usual we also use \( L_2(\Omega) \) to denote the space \( H_s(\Omega) \).

The inner product of \( L_2(\Omega) \) is denoted by \( (\cdot, \cdot) \).

2. Differentiability of \( A(t)^{1/2} \) (abstract results)

Let \( H \) (resp. \( V \)) be a Hilbert space with the norm \( |\cdot| \) (resp. \( ||\cdot|| \)) such that \( V \) is densely and continuously embedded in \( H \). Let \( \{a(t; \cdot, \cdot)\}_{0 \leq t \leq T} \) be a
family of sesquilinear forms defined on $V \times V$. We assume that

\begin{enumerate} 
\item[a)] $a(t; u, v) = a(t; v, u)$, \quad $u, v \in V$
\item[b)] $|a(t; u, v)| \leq M_0 ||u|| ||v||$, \quad $u, v \in V$
\item[c)] $a(t; u, u) \geq \delta ||u||^2$, \quad $u \in V$
\end{enumerate}

with some constants $M_0$ and $\delta > 0$ independent of $t$.

Then, for each $0 \leq t \leq T$, a closed linear operator $A(t)$ in $H$ is defined from $a(t; \cdot, \cdot)$ in the usual manner:

\[
\mathcal{D}(A(t)) = \{ u \in V; \text{there exists } f \in H \text{ such that } a(t; u, v) = (f, v), \quad v \in V \}
\]

\[
A(t)u = f;
\]

owing to a) and c), $A(t)$ is a positive definite self-adjoint operator in $H$, $A(t) \geq \delta$. It is also verified that

\[
\mathcal{D}(A(t)^{1/2}) = V
\]

with equivalent norms (see [7], English translation, Theorem 2.2.3).

We also assume that, for each $u, v \in V, a(\cdot; u, v)$ is continuously differentiable in $t$ and the derivative $\dot{a}(\cdot; u, v)$ satisfies

\begin{enumerate} 
\item[d)] $|\dot{a}(t; u, v)| \leq M_1 ||u|| ||v||$, \quad $u, v \in V$
\item[e)] $\limsup_{t \to s^+ \|u\| \leq 1} |\dot{a}(t; u, v) - \dot{a}(s; u, v)| = 0$, \quad $u \in V$
\end{enumerate}

with some constant $M_1$ independent of $t$.

Then we have

**Lemma 2.1.** For each $\lambda \geq 0$

\[
(\lambda + A(\cdot))^{-1} \in C^1([0, T]; \mathcal{L}(H, V))
\]

with the following inequalities

\begin{align}
(2.2) \quad \|\partial \partial t)(\lambda + A(t))^{-1}\|_{\mathcal{L}(H)} & \leq \frac{M_1}{\delta} \frac{1}{\lambda + \delta} \\
(2.3) \quad \|\partial \partial t)(\lambda + A(t))^{-1}\|_{\mathcal{L}(V)} & \leq \left(\frac{M_0}{\delta} \right)^{1/2} M_1 \frac{1}{\delta} \frac{1}{\lambda + \delta}.
\end{align}

**Proof.** From the equality

\[
(A(t)^{-1} - A(s)^{-1})f, g) = a(s; A(t)^{-1}f, A(s)^{-1}g) - a(t; A(t)^{-1}f, A(s)^{-1}g), \quad f, g \in H
\]

we obtain

\[
((dA(t)^{-1}/dt)f, g) = -\dot{a}(t; A(t)^{-1}f, A(t)^{-1}g),
\]

which, together with the hypothesis e), yields
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\[ dA^{-1}dt \in C([0, T]; \mathcal{L}_s(H, V)), \]

whence (2.1) for \( \lambda = 0 \) follows. For \( \lambda > 0 \), we shall repeat the same argument taking the form

\[ a_\lambda(t; u, v) = a(t; u, v) + \lambda(u, v), \quad u, v \in V \]

which defines \( \lambda + A(t) \). (2.1) is then obtained from

\[ ((\partial/\partial t)(\lambda + A(t))^{-1}f, g) = -\dot{a}(t; (\lambda + A(t))^{-1}f, (\lambda + A(t))^{-1}g) \]

instead of (2.4).

Next we shall show the inequalities (2.2) and (2.3). (2.5) together with d) yields

\[ ||(\partial/\partial t)(\lambda + A(t))^{-1}||_{\mathcal{L}(H)} \leq M||a(t; (\lambda + A(t))^{-1}f, (\lambda + A(t))^{-1}g) \]

Then (2.2) follows from

\[ ||(\lambda + A(t))^{-1}||_{\mathcal{L}(H, V)} \leq \left( \frac{1}{\delta(\lambda + \delta)} \right)^{1/2}. \]

(2.5) implies

\[ a_\lambda(t; (\partial/\partial t)(\lambda + A(t))^{-1}f, v) = -\dot{a}(t; (\lambda + A(t))^{-1}f, v), \quad v \in V. \]

Taking \( v = (\partial/\partial t)(\lambda + A(t))^{-1}f \) and using c), d), we obtain

\[ \delta||a(t; ((\lambda + A(t))^{-1}f, (\lambda + A(t))^{-1}g)|| \leq M||a(t; (\lambda + A(t))^{-1}f, (\lambda + A(t))^{-1}g)||. \]

Then (2.3) follows from

\[ ||(\lambda + A(t))^{-1}||_{\mathcal{L}(V)} \leq \left( \frac{M}{\delta} \right)^{1/2} \frac{1}{\lambda + \delta}. \]

We may now state

**Theorem 2.2.** In addition to the hypotheses a)\( \sim \)e), assume that there exists a constant \( 1/2 < \rho \leq 1 \) such that

\[ f) \quad |\dot{a}(t; u, v)| \leq K_v |A(t)^{\rho}u| |A(t)^{1-\rho}v|, \quad u \in \mathcal{D}(A(t)^{\rho}), v \in V \]

holds with some constant \( K_v \) independent of \( t \). Then \( A^{1/2} \) is a strongly continuously differentiable function with values in \( \mathcal{L}_s(V, H) \):

\[ A^{1/2} \in C^1([0, T]; \mathcal{L}_s(V, H)). \]

**Proof.** We first note that the hypotheses d) and f) imply the similar inequality for any \( 1/2 \leq \rho \leq 1/2 \):

**Lemma 2.3.** For any \( 1/2 \leq \rho \leq 1/2 \)
(2.7) \[ |\dot{a}(t; u, v)| \leq K_v |A(t)^{-\gamma} u| |A(t)^{1-\gamma} v|, \quad u \in \mathcal{D}(A(t)^{\gamma}), \ v \in V \]

with some constant \(K_v\) determined by \(K_p\) and \(v\).

Proof. Because of (2.4), f) implies
\[
A(t)^{-\gamma} dA(t)^{-1}/dt A(t)^{1-\gamma} \in \mathcal{L}(H)
\]
with
\[
||A(t)^{-\gamma} dA(t)^{-1}/dt A(t)^{1-\gamma}||_{\mathcal{L}(H)} \leq K_p.
\]
Similarly d) implies
\[
A(t)^{1/2} dA(t)^{-1}/dt A(t)^{1/2} \in \mathcal{L}(H)
\]
with
\[
||A(t)^{1/2} dA(t)^{-1}/dt A(t)^{1/2}||_{\mathcal{L}(H)} \leq \frac{M_1}{\delta} = K_{1/2}.
\]
Therefore, according to the Heinz inequality, we conclude that
\[
A(t)^{-\gamma} dA(t)^{-1}/dt A(t)^{1-\gamma} \in \mathcal{L}(H)
\]
with
\[
||A(t)^{-\gamma} dA(t)^{-1}/dt A(t)^{1-\gamma}||_{\mathcal{L}(H)} \leq K_p^{\nu-1/2} K_{1/2}^{\rho - \nu},
\]
which conversely implies (2.7).

Generally, when \(A\) is a positive definite self-adjoint operator, its fractional power is defined by means of the spectral resolution of \(A\). But, in view of Lemma 2.1, the expression by the Dunford integral will often be convenient for our purposes.

According to this \(A(t)^{-1/2}\) is written in the form
\[
A(t)^{-1/2} = \frac{1}{\pi} \int_0^\infty \lambda^{-1/2}(\lambda + A(t))^{-1} d\lambda.
\]
Then our theorem will be equivalent to proving that \(A^{-1/2}\) is strongly continuously differentiable from \(H\) to \(V\):
\[
A^{-1/2} \in \mathcal{C}^1([0, T]; \mathcal{L}_s(H, V)).
\]
(2.1) jointed with (2.2) yields
\[
A^{-1/2} \in \mathcal{C}^1([0, T]; \mathcal{L}_s(H))
\]
as well as
\[
dA(t)^{-1/2}/dt = \frac{1}{\pi} \int_0^\infty \lambda^{-1/2}(\partial/\partial t)(\lambda + A(t))^{-1} d\lambda.
\]
Therefore, our next step of the proof will be to estimate the product 

\[((dA(t)^{-1/2}|dt)f, A(t)^{1/2}g)\]

by \(|f| |g|\) taking \(f \in H\) and \(g \in V\) arbitrarily.

Owing to (2.5) this product is described as

\[
-\frac{1}{\pi} \int_0^{\infty} \lambda^{-1/2} \psi(t; \lambda + A(t))^{-1/2} f \, A(t)^{1/2} (\lambda + A(t))^{-1/2} g \, d\lambda.
\]

From \(f\) we have

\[
\left|((dA(t)^{-1/2}|dt)f, A(t)^{1/2}g)\right| \leq \frac{K_\rho}{\pi} \int_0^{\infty} \lambda^{-1/2} |A(t)^{\rho}(\lambda + A(t))^{-1} f| |A(t)^{3/2-\rho}(\lambda + A(t))^{-1} g| \, d\lambda.
\]

Therefore the desired estimate will follow from

**Lemma 2.4.** For any \(0<\alpha, \beta<1\)

\[
\int_0^{\infty} \lambda^{\alpha-2\beta} |A(t)^{\alpha}(\lambda + A(t))^{-1} f| |A(t)^{\beta}(\lambda + A(t))^{-1} g| \, d\lambda \leq L_{\alpha\beta} |f| |g|, \quad f, g \in H
\]

holds with some constant \(L_{\alpha\beta}\) determined by \(\alpha, \beta\) alone.

**Proof.** It is obviously sufficient to show that

\[
\int_0^{\infty} \lambda^{\alpha-2\beta} |A(t)^{\alpha}(\lambda + A(t))^{-1} f| \, d\lambda \leq L_\alpha |f|^2, \quad f \in H
\]

with some constant \(L_\alpha\) determined by \(\alpha\) alone. But this inequality is easily established with the aid of the spectral resolution (see [7], English translation, Theorem 4.7.2).

Since we may assume \(1/2<\rho<1\) owing to Lemma 2.3, Lemma 2.4 yields

\[
\left|((dA(t)^{-1/2}|dt)f, A(t)^{1/2}g)\right| \leq \frac{K_\rho L_{\rho(3/2-\rho)}}{\pi} |f| |g|, \quad f \in H, g \in V;
\]

and hence we conclude that

\(dA(t)^{-1/2}|dt| \in \mathcal{L}(H, V)\)

with

\[
||dA(t)^{-1/2}|dt||_{\mathcal{L}(H, V)} \leq \frac{K_\rho L_{\rho(3/2-\rho)}}{\pi \delta^{1/2}}.
\]

Thus our final step is to verify

\(dA^{-1/2}|dt| \in C([0, T]; \mathcal{L}(H, V))\).
But, since (2.1) together with (2.3) yields that
\[(dA^{-1/2}\frac{dt}{dt})f \in C([0, T]; V)\]
if \(f \in V\), this follows from (2.8) and the density of \(V\) in \(H\).

Next, we further assume that, for each \(u, v \in V\), \(a(\lambda; u, v)\) is twice continuously differentiable and the second derivative \(\hat{a}(\lambda; u, v)\) satisfies
\[|\hat{a}(\lambda; u, v)| \leq M_2||u|| ||v||, \quad u, v \in V\]
\[\text{lim sup}_{t \to t_0 \atop \|t-t_0\| \leq \delta} |\hat{a}(\lambda; u, v) - \hat{a}(\lambda; u, v)| = 0, \quad u, v \in V\]
with some constant \(M_2\) independent of \(t\).

Then we have

**Theorem 2.5.** Under the hypotheses \(a) \sim h)\), \(A^{-1/2}\) is a twice strongly continuously differentiable function with values in \(L_s(V)\):
\[A^{-1/2} \in C^2([0, T]; L_s(V))\]

**Proof.** The assertion of the theorem is an immediate consequence of the following lemma.

**Lemma 2.6.** For each \(\lambda \geq 0\)
\[(\lambda + A(\lambda))^{-1} \in C^2([0, T]; L_s(H, V))\]
with the inequality
\[(\partial^2/\partial t^2)(\lambda + A(t))^{-1} \in L(V) \leq \left(\frac{M_0}{\delta}\right)^{1/2}\left\{2\left(\frac{M_1}{\delta}\right)^2 + \frac{M_2}{\delta}\right\} \frac{1}{\lambda + \delta}.
\]

**Proof.** The first assertion (2.9) follows from \(h)\). The second inequality (2.10) is obtained from
\[a_\delta(t; (\partial^2/\partial t^2)(\lambda + A(t))^{-1}f, v) = -2\hat{a}(t; (\partial/\partial t)(\lambda + A(t))^{-1}f, v) - \hat{a}(t; (\lambda + A(t))^{-1}f, v)\]
which follows from (2.6).

Therefore, as a corollary we conclude:

**Corollary 2.7.**
\[dA^{1/2}/dt A^{-1/2} \in C^1([0, T]; L_s(V, H))\]

**Proof.** Because of
\[dA(t)^{1/2}/dt A(t)^{-1/2} = -A(t)^{1/2}dA(t)^{-1/2}/dt, \quad 0 \leq t \leq T,\]
this is a direct consequence of Theorem 2.2 and Theorem 2.5.
3. Differentiability of $A(t)^{1/2}$ (concrete results)

Let $\Omega$ be a region in $\mathbb{R}^n$ with the infinitely differentiable compact boundary $\partial \Omega$, and let $[0, T]$ be a closed interval. We take $H= L_2(\Omega)$, $V= H_1(\Omega)$ and set

$$a(t; u, v) = \int_{\Omega} \left( \sum_{i,j=1}^{n} a_{ij}(t, x) \frac{\partial u}{\partial x_i} \frac{\partial v}{\partial x_j} + kuv \right) dx + \int_{\partial \Omega} h(t, \sigma) uv d\sigma,$$

where $a_{ij}$ is a real-valued function defined on $[0, T] \times \Omega$, $h$ is a real-valued function defined on $[0, T] \times \partial \Omega$, and $k$ is a real number.

We would like to prove that $a(t, \cdot, \cdot)$ satisfies all the conditions a)~h) mentioned in section 2, assuming that

1) $a_{ij} \in \mathcal{B}([0, T] \times \Omega)$
2) $a_{ij}(t, x) = a_{ij}(t, x)$
3) there exists a constant $\delta' > 0$ such that

$$\sum_{i,j=1}^{n} a_{ij}(t, x) \xi_i \xi_j \geq \delta' |\xi|^2, \quad \xi \in \mathbb{R}^n$$

4) $h \in \mathcal{B}([0, T] \times \partial \Omega)$,

where $\mathcal{B}([0, T] \times \Omega)$ (resp. $\mathcal{B}([0, T] \times \partial \Omega)$) is the set of all twice continuously differentiable functions defined on $[0, T] \times \Omega$ (resp. $[0, T] \times \partial \Omega$) with bounded derivatives up to the second order.

Then it is easy to see that, if $k$ is sufficiently large, the hypotheses 1)~4) imply a)~h) except f). Thus the only thing to verify is that:

**Theorem 3.1.** For any $1/2 < \rho < 3/4$

$$|\dot{a}(t; u, v)| \leq K_{\rho} |A(t)^{\rho} u|_0 |A(t)^{1-\rho} v|_0, \quad u \in \mathcal{D}(A(t)^{\rho}), \ v \in H_1(\Omega)$$

holds with some constant $K_{\rho}$ independent of $t$.

Proof. We first note that in the present case $A(t)$ can be precisely described as a differential operator with the domain in $H_2(\Omega)$. Actually we have

**Lemma 3.2.** Let

$$A(t, x; D) = - \sum_{i,j=1}^{n} \frac{\partial}{\partial x_i} \left( a_{ij}(t, x) \frac{\partial}{\partial x_j} \right) + k,$$

and let

$$B(t, \sigma; D) = \sum_{i,j=1}^{n} a_{ij}(t, \sigma) \nu_i(\sigma) \frac{\partial}{\partial x_j} + h(t, \sigma),$$

where $\nu(\sigma) = (v_1(\sigma), \ldots, v_n(\sigma))$ denotes the outer normal vector at $\sigma \in \partial \Omega$. Then $A(t)$ coincides with:
\( \mathcal{D}(A(t)) = \{ u \in H_2(\Omega) ; B(t, \sigma; D)u = 0 \text{ on } \partial \Omega \} \)

\( A(t)u = A(t, x; D)u . \)

For the proof see, for example, [6].
From this fact we derive the following inequality.

**Proposition 3.3.**  For any \( 0 < \theta < 1/2 \)

\[
| \dot{a}(t; u, v) - (d(t) A(t)u, v) | \leq C_\theta \| u \|_{1+\theta, \Omega} \| v \|_{1-\theta, \Omega},
\]

\( u \in \mathcal{D}(A(t)), v \in H_1(\Omega) . \)

holds with some constant \( C_\theta \) independent of \( t \) and with some real-valued function \( d(t) \in \mathcal{B}(\Omega) \) such that

\[
\sup_{0 \leq t \leq T} | d(t) |_{\mathcal{B}(\Omega)} < \infty ,
\]

where \( | \cdot |_{\mathcal{B}(\Omega)} \) denotes the norm of the space \( \mathcal{B}(\Omega) \).

**Proof.** \( \dot{a}(t; u, v) \) is written in the form

\[
\dot{a}(t; u, v) = \sum_{i,j=1}^{n} \int_{\Omega} \dot{a}_{ij}(t, x) \frac{\partial u}{\partial x_i} \frac{\partial v}{\partial x_j} dx + \int_{\partial \Omega} \dot{h}(t, \sigma) u v d\sigma ,
\]

where

\[
\dot{a}_{ij}(t, x) = \frac{\partial}{\partial t} a_{ij}(t, x) , \quad \dot{h}(t, \sigma) = \frac{\partial}{\partial t} h(t, \sigma) .
\]

According to the trace theorem, the inequality

\[
\| \cdot \|_{s-1/2, \partial \Omega} \leq C_1 \| \cdot \|_{s, \Omega}
\]

holds for any \( s > 1/2 \), hence we obtain

\[
\left| \int_{\partial \Omega} \dot{h} u v d\sigma \right| \leq C_2 \| u \|_{1+\theta, \Omega} \| v \|_{1-\theta, \Omega}
\]

with any \(-1/2 < \theta < 1/2\). In this section \( C_1, C_2, \ldots \) denote constants determined by \( a_{ij}, h, \Omega \) and \( \theta \), and hence they are independent of \( u, v \) and \( t \).

Next, we would like to estimate the integral

\[
\int_{\Omega} \dot{a}_{ij} \frac{\partial u}{\partial x_i} \frac{\partial v}{\partial x_j} dx , \quad 1 \leq i,j \leq n .
\]

But the right hand side of (3.1) suggests that integration by parts in a certain sense is required. Therefore it may be convenient to change (3.4) to a sum of integrals in the space \( \mathbb{R}^n \) or \( \mathbb{R}^n_+ \) introducing a system of local neighborhoods and a partition of unity on \( \Omega \).
Let \( \{U_k\}_{0 \leq k \leq l} \) be a finite open covering of \( \Omega \) such that \( U_0 \subseteq \Omega \) and that, for each \( 1 \leq k \leq l \), there exists an infinitely differentiable mapping \( \pi_k \) from \( U_k \) to

\[
V_k = \{ y; y = (y', y_0), |y'| < 1, -1 < y_0 < 1 \}
\]
such that \( \pi_k^{-1} \) is also an infinitely differentiable mapping from \( V_k \) to \( U_k \), \( \pi_k \) mapping \( U_k \cap \partial \Omega \) to \( V_k \cap \partial R_+ \) and \( U_k \cap \partial \Omega \cap \{y_0 = 0\} \) with the condition that

\[
(\partial y_0/\partial x_1, \ldots, \partial y_0/\partial x_k)_{x=\sigma} = -\nu(\sigma), \quad \sigma \in U_k \cap \partial \Omega.
\]

Let \( \{\phi_k\}_{0 \leq k \leq l} \) be a partition of unity such that, for each \( 0 \leq k \leq l \), \( \phi_k \) is an infinitely differentiable non-negative function with the support in \( U_k \) and that

\[
\sum_{k=0}^{l} \phi_k(x) = 1 \quad \text{on} \quad \Omega.
\]

Then we can write (3.4) in the form

\[
(3.6) \quad \int_{\Omega} \partial_i \phi_k \partial_j \bar{\phi} dx = \sum_{k=0}^{l} \int_{\Omega} \partial_i \phi_k \partial_j \bar{\phi} dx
\]

It is clear that for any \( 0 \leq k \leq l \)

\[
\left| \int_{\Omega} \partial_i \phi_k \partial_j \bar{\phi} dx \right| \leq C_{\| u \|_{1,\Omega}, \| \psi \|_{0,\Omega}}.
\]

We shall first consider the case where \( k=0 \) in (3.6). According to Parseval's theorem we have

\[
\left| \int_{\Omega} \partial_i \phi_0 \partial_j (\phi \bar{\psi}) dx \right| = \int_{R^n} \mathcal{F} \left[ \partial_i \phi_0 \partial_j \mathcal{F}[\phi \bar{\psi}] d\xi \right],
\]

therefore with any \( 0 < \theta < 1 \)

\[
\leq \left( \int_{R^n} |\xi|^2 |\mathcal{F}[\partial_i \phi_0 \partial_j \mathcal{F}[\phi \bar{\psi}]]^2 d\xi \right)^{1/2} \leq \int_{R^n} |\xi|^2 |\mathcal{F}[\phi \bar{\psi}]|^2 d\xi \right)^{1/2}
\]

whence

\[
\leq C_{\| u \|_{1,\Omega}, \| \psi \|_{1-\theta,\Omega}}.
\]

When \( 1 \leq k \leq l \), \( \pi_k \) yields

\[
\int_{\Omega} \partial_i \phi_k \partial_j (\phi \bar{\psi}) dx = \sum_{p,q=1}^{n} \int_{R^n} b_{pq} \phi_k \partial_p \phi (\phi \bar{\psi}) dy,
\]
where

\[ \mathcal{F} = \hat{a}_{ij} \frac{\partial y_j}{\partial x_i}, \quad f_k = \frac{\partial (x_1, \ldots, x_n)}{\partial (y_1, \ldots, y_n)}. \]

If \( q \neq n \), using the partial Fourier transform \( \mathcal{F} \) in the variables \( y' \), we have

\[
\left| \int_{R^n_+} b_{pq} \phi_k \frac{\partial u}{\partial y_p} \frac{\partial}{\partial y_q} (\phi_k \bar{v}) dy \right| = \left| \int_0^\infty \int_{R^{n-1}} b_{pq} \phi_k \frac{\partial u}{\partial y_p} \frac{\partial}{\partial y_q} (\phi_k \bar{v}) dy' dy_n \right|
\]

\[
= \left| \int_0^\infty \int_{R^{n-1}} \mathcal{F} \left[ b_{pq} \phi_k \frac{\partial u}{\partial y_p} \right] \frac{\xi}{2} \mathcal{F} [\phi_k \bar{v}] d\xi dy_n \right|
\]

therefore with any \( 0 < \theta < 1 \)

\[
\leq C_0 \left\| b_{pq} \phi_k \frac{\partial u}{\partial y_p} (y_n) \right\|_{L^2(0, \infty)} \left\| \phi_k \bar{v} (y_n) \right\|_{L^1(0, \infty)}
\]

\[
\leq \left\| b_{pq} \phi_k \frac{\partial u}{\partial y_p} \right\|_{L^2(0, \infty)} \left\| \phi_k \bar{v} \right\|_{L^2(0, \infty)}
\]

applying the inequality

\[
\left\| \cdot \right\|_{L^2(0, \infty)} \leq \left\| \cdot \right\|_{L^1(0, \infty)}
\]

which is valid for any \( s \geq 0 \), we obtain

\[
\leq C_0 \left\| b_{pq} \phi_k \frac{\partial u}{\partial y_p} \right\|_{L^2(0, \infty)} \left\| \phi_k \bar{v} \right\|_{L^1(0, \infty)}
\]

whence

\[
\leq C_1 \left\| u \right\|_{L^1(\theta, \infty)} \left\| v \right\|_{L^1(\theta, \infty)}
\]

When \( q = n \), by integration by parts in the variable \( y_n \), we have

\[
\int_{R^n_+} b_{pq} \phi_k \frac{\partial u}{\partial y_p} \frac{\partial}{\partial y_n} (\phi_k \bar{v}) dy = -\int_{R^n_+} \frac{\partial}{\partial y_n} (b_{pq} \phi_k) \frac{\partial u}{\partial y_p} \phi_k \bar{v} dy
\]

(3.7)

\[
-\int_{R^n_+} b_{pq} \phi_k \frac{\partial}{\partial y_n} \frac{\partial u}{\partial y_p} \phi_k \bar{v} dy
\]

(3.8)

\[
-\int_{R^{n-1}} b_{pq} \phi_k \frac{\partial u}{\partial y_p} \phi_k \bar{v} (y', 0) dy'.
\]

It is easy to observe that for any \( 1 \leq p \leq n \)

\[
\left| \int_{R^n_+} \frac{\partial}{\partial y_n} (b_{pq} \phi_k) \frac{\partial u}{\partial y_p} \phi_k \bar{v} dy \right| \leq C_0 \left\| u \right\|_{L^1(\theta, \infty)} \left\| v \right\|_{L^1(\theta, \infty)}
\]

Let us estimate (3.7) and (3.8). If \( p \neq n \) in (3.7), we shall repeat the same argument as in the case where \( q \neq n \), and hence we conclude that
DIFFERENTIABILITY OF FAMILIES OF THE FRACTIONAL POWERS

\begin{equation}
\left| \int_{\mathbb{R}^n_+} b_p \phi_k \frac{\partial u}{\partial y_p} \phi_k \bar{v} dy \right| \leq C_0 \|u\|_{1+\theta, \Omega} \|v\|_{1-\theta, \Omega}
\end{equation}

with any 0 < \theta < 1. If p \neq n in (3.8), we have

\begin{equation}
\int_{\mathbb{R}^n_+} b_p \phi_k \frac{\partial u}{\partial y_p} \phi_k \bar{v}(y', 0) dy' = -\int_{\mathbb{R}^n_+} b_p \phi_k \frac{\partial \phi_k}{\partial y_p} u \phi_k \bar{v} dy' + \int_{\mathbb{R}^n_+} b_p \frac{\partial}{\partial y_p} (\phi_k u) \phi_k \bar{v} dy'.
\end{equation}

(3.9)

Since

\begin{equation}
\left| \int_{\mathbb{R}^n_+} b_p \phi_k \frac{\partial \phi_k}{\partial y_p} u \phi_k \bar{v} dy' \right| \leq \left\| \frac{\partial \phi_k}{\partial y_p} \right\|_{0, \mathbb{R}^n_+} \|b_p \phi_k \bar{v}\|_{0, \mathbb{R}^n_+}
\end{equation}

\begin{equation}
\leq C_{10} \|u\|_{1+\theta, \Omega} \|v\|_{1-\theta, \Omega}
\end{equation}

with any -1/2 < \theta < 1/2, it suffices to estimate (3.9). According to Parseval's theorem it follows that

\begin{equation}
\left| \int_{\mathbb{R}^n_+} b_p \phi_k \frac{\partial}{\partial y_p} (\phi_k u) \phi_k \bar{v} dy' \right| = \left| \int_{\mathbb{R}^n_+} \xi_p \mathcal{F}'[\phi_k u] \mathcal{F}'[b_p \phi_k \bar{v}] d \xi' \right|
\end{equation}

therefore with any 0 < \theta < 1/2

\begin{equation}
\leq \left\{ \int_{\mathbb{R}^n_+} |\xi_p|^{1+2\theta} |\mathcal{F}'[\phi_k u]|^2 d \xi' \right\}^{1/2} \left\{ \int_{\mathbb{R}^n_+} |\xi_p|^{1-2\theta} |\mathcal{F}'[b_p \phi_k \bar{v}]|^2 d \xi' \right\}^{1/2}
\end{equation}

\begin{equation}
\leq \|\phi_k u\|_{1+\theta, \mathbb{R}^n_+} \|b_p \phi_k \bar{v}\|_{1-\theta, \mathbb{R}^n_+}
\end{equation}

the trace theorem (3.3) then yields

\begin{equation}
\leq C_{11} \|\phi_k u\|_{1+\theta, \mathbb{R}^n_+} \|b_p \phi_k \bar{v}\|_{1-\theta, \mathbb{R}^n_+}
\end{equation}

\begin{equation}
\leq C_{12} \|u\|_{1+\theta, \Omega} \|v\|_{1-\theta, \Omega}
\end{equation}

Thus we have obtained the desired estimates of (3.7) and (3.8) in the case where p \neq n.

There remain two integrals now:

\begin{equation}
\int_{\mathbb{R}^n_+} b_p \phi_k \frac{\partial u}{\partial y_p} \phi_k \bar{v} dy', \quad \int_{\mathbb{R}^n_+} b_p \phi_k \frac{\partial u}{\partial y_p} \phi_k \bar{v} dy.
\end{equation}

Since u \in \mathcal{D}(A(t)), Lemma 3.2 implies

\begin{equation}
-\sum_{i,j=1} \frac{\partial}{\partial x_i} \left( a_{ij} \frac{\partial u}{\partial x_j} \right) + ku = A(t)u \quad \text{in } \Omega,
\end{equation}

\begin{equation}
\sum_{i,j=1} a_{ij} v_i \frac{\partial u}{\partial x_j} + hu = 0 \quad \text{on } \partial \Omega,
\end{equation}

\begin{equation}
\sum_{i,j=1} a_{ij} v_i \frac{\partial u}{\partial x_j} + ku = A(t)u \quad \text{in } \Omega,
\end{equation}

\begin{equation}
\sum_{i,j=1} a_{ij} v_i \frac{\partial u}{\partial x_j} + hu = 0 \quad \text{on } \partial \Omega,
\end{equation}

\begin{equation}
\sum_{i,j=1} a_{ij} v_i \frac{\partial u}{\partial x_j} + ku = A(t)u \quad \text{in } \Omega,
\end{equation}

\begin{equation}
\sum_{i,j=1} a_{ij} v_i \frac{\partial u}{\partial x_j} + hu = 0 \quad \text{on } \partial \Omega,
\end{equation}

\begin{equation}
\sum_{i,j=1} a_{ij} v_i \frac{\partial u}{\partial x_j} + ku = A(t)u \quad \text{in } \Omega,
\end{equation}

\begin{equation}
\sum_{i,j=1} a_{ij} v_i \frac{\partial u}{\partial x_j} + hu = 0 \quad \text{on } \partial \Omega,
therefore in the local coordinates $\partial^2 u / \partial y^2_n$ is written in the form

$$
(3.10) \quad \frac{\partial^2 u}{\partial y^2_n} = \sum_{\ell, j=1}^n \bar{b}_{\ell j} \frac{\partial u}{\partial y_{\ell j}} + A_k(t, y; D)u + d_k A(t)u \quad \text{in } V_1 \cap \mathbb{R}^n_+ ,
$$

where

$$
\bar{b}_{\ell j} = \left( \sum_{i, j=1}^n a_{ij} \frac{\partial y_{\ell j}}{\partial x_i} \frac{\partial y_{\ell j}}{\partial x_j} \right) d_k, \quad (p, q) \neq (n, n),
$$

$$
d_k = -\left( \sum_{i, j=1}^n a_{ij} \frac{\partial y_{\ell j}}{\partial x_i} \frac{\partial y_{\ell j}}{\partial x_j} \right)^{-1},
$$

and $A_k$ is a differential operator of the first order; and in view of (3.5) $\partial u / \partial y_n$ in the form

$$
(3.11) \quad \frac{\partial u}{\partial y_n} = \sum_{p=1}^{n-1} b_p \frac{\partial u}{\partial y_p} - dJu \quad \text{on } V_1 \cap \{ y_n = 0 \},
$$

where

$$
b_p = \left( \sum_{i, j=1}^n a_{ij} \nu_{ij} \frac{\partial y_p}{\partial x_j} \right) d_k, \quad 1 \leq p \leq n-1 .
$$

(3.11) yields

$$
\left| \int_{\mathbb{R}^{n-1}} b_{nn} \phi_n \frac{\partial u}{\partial y_n} \phi_k \bar{v} dy \right| \leq \sum_{p=1}^{n-1} \left| \int_{\mathbb{R}^{n-1}} b_{np} b_p \phi_k \frac{\partial u}{\partial y_p} \phi_k \bar{v} dy \right| + \left| \int_{\mathbb{R}^{n-1}} b_{nn} d_n \phi_n \phi_k \bar{v} dy \right| ,
$$

then, as was already verified,

$$
\leq C_{12} ||u||_{1+\theta, \Omega} ||v||_{1-\theta, \Omega}
$$

with any $0 < \theta < 1/2$. On the other hand (3.10) yields

$$
\int_{\mathbb{R}^n_+} b_{nn} \phi_n \frac{\partial^2 u}{\partial y^2_n} \phi_k \bar{v} dy = \sum_{\ell, j=1}^n \int_{\mathbb{R}^n_+} b_{nn} \bar{b}_{\ell j} \phi_k \frac{\partial^2 u}{\partial y^2_n} \phi_k \bar{v} dy
$$

$$
+ \int_{\mathbb{R}^n_+} b_{nn} \phi_k (A_k u) \phi_k \bar{v} dy + \int_{\mathbb{R}^n_+} b_{nn} d_k \phi_k (A(t) u) \phi_k \bar{v} dy .
$$

But it is now easy to see that

$$
\left| \int_{\mathbb{R}^n_+} b_{nn} \phi_k (A_k u) \bar{v} dy \right| \leq C_{14} ||u||_{1, \Omega} ||v||_{0, \Omega}
$$

and that

$$
\left| \int_{\mathbb{R}^n_+} b_{nn} \bar{b}_{\ell j} \phi_k \frac{\partial^2 u}{\partial y^2_n} \phi_k \bar{v} dy \right| \leq C_{15} ||u||_{1+\theta, \Omega} ||v||_{1-\theta, \Omega}
$$

with any $0 < \theta < 1$ because of $(p, q) \neq (n, n)$. Finally, since the last integral is equal to
we shall take \( d(t) \) as
\[
d(t) = \sum_{i=1}^{l} \left( \sum_{j=1}^{\nu} a_{ij} J_{\frac{d}{dx_i}} \frac{\partial y}{\partial x_j} \right) d_{k} J_{\frac{1}{s}}^{-1}
\]
Then it is obvious that \( d(t) \) belongs to \( B_{2}^{(s)} \) and satisfies (3.2).
Thus, we have demonstrated Proposition 3.3.

From (3.1) we have
\[
|\hat{a}(t; u, v)| \leq |(d(t)A(t)u, v)| + C_{0}||u||_{1+\theta} ||v||_{1-\theta} \quad u \in \mathcal{D}(A(t)), v \in H_{1}(\Omega).
\]
But, according to the Heinz inequality, the inequality
\[
||A(t)\frac{1}{2}d(t)v||_{0} \leq C_{16}||A(t)\frac{1}{2}v||_{0} \quad v \in \mathcal{D}(A(t)\frac{1}{2})
\]
which follows from (3.2) implies
\[
||A(t)^{1-\rho}d(t)v||_{0} \leq C_{17}||A(t)^{1-\rho}v||_{0} \quad v \in \mathcal{D}(A(t)^{1-\rho})
\]
for any \( \frac{1}{2} \leq \rho \leq 1 \), hence it follows that
\[
|(d(t)A(t)u, v)| = |(A(t)\frac{1}{2}u, A(t)^{1-\rho}d(t)v)|
\]
\[
\leq C_{17}||A(t)\frac{1}{2}u||_{0} ||A(t)^{1-\rho}v||_{0}
\]
for any \( \frac{1}{2} \leq \rho \leq 1 \).

Therefore, we complete the proof of the theorem with \( \rho = (1+\theta)/2 \), if we show

**Lemma 3.4.** For any \( 0 \leq \alpha \leq 1 \), \( \mathcal{D}(A(t)^{\alpha}) \) is continuously embedded in \( H_{2\alpha}(\Omega) \):

\[
||u||_{2\alpha} \leq C_{a}||A(t)^{\alpha}u||_{0}, \quad u \in \mathcal{D}(A(t)^{\alpha}),
\]
with some constant \( C_{a} \) independent of \( t \).

Proof. Lemma 3.2 jointed with the *a priori* estimates of elliptic operators yields

\[
\mathcal{D}(A(t)) \subset H_{2}(\Omega)
\]
with the inequality
\[
||u||_{2} \leq C_{18}||A(t)u||_{0}, \quad u \in \mathcal{D}(A(t)),
\]
which shows that (3.12) is valid when \( \alpha = 1 \). (3.12) is trivial when \( \alpha = 0 \);
\( \mathcal{D}(A(t)^{0}) = L_{2}(\Omega) = H_{0}(\Omega) \). Then, since \( \mathcal{D}(A(t)^{\alpha}) \) (resp. \( H_{2\alpha}(\Omega) \)) is obtained as
the intermediate space between $\mathcal{D}(A(t))$ and $\mathcal{D}(A(t)^0)$ (resp. $H_2(\Omega)$ and $H_0(\Omega)$), (3.12) will follow for any $0<\alpha<1$ from the interpolation theorem applied to the identity mapping on $L_2(\Omega)$ (see [6]).

4. Application

Let us consider the Cauchy problem of a hyperbolic equation

\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} &= \sum_{i=1}^n a_i(t, x) \frac{\partial^2 u}{\partial x_i \partial t} + \sum_{i,j=1}^n a_{ij}(t, x) \frac{\partial^2 u}{\partial x_i \partial x_j} - \sum_{i=1}^n b_i(t, x) \frac{\partial u}{\partial x_i} \\
&+ c(t, x)u + f(t, x) \quad \text{in } (0, T) \times \Omega \\
\sum_{i=1}^n a_i(t, \sigma) \nu_i(\sigma) \frac{\partial u}{\partial x_i} + h(t, \sigma)u &= 0 \quad \text{on } [0, T] \times \partial \Omega \\
u(0, x) &= u_0(x) \quad \text{in } \Omega \\
\frac{\partial u}{\partial t}(0, x) &= u_1(x) \quad \text{in } \Omega
\end{align*}
\]

(cf. [2]), where $a_i$ is a real-valued function defined on $[0, T] \times \Omega$ and $a_{ij}, h$ are real-valued functions satisfying the hypotheses 1)~4). We also assume that $a_i, b_i$ and $c$ satisfy

5) $a_i \in \mathcal{B}^1([0, T] \times \Omega)$

6) $\sum_{i=1}^n a_i(t, \sigma) \nu_i(\sigma) \geq 0$ on $[0, T] \times \partial \Omega$

7) $b_i, c \in \mathcal{B}^1([0, T] \times \Omega)$.

The equation (4.1) is rewritten in the form

\[
\frac{\partial^2 u}{\partial t^2} = \left( \sum_{i=1}^n a_i(t, x) \frac{\partial}{\partial x_i} - k_1 \right) \frac{\partial u}{\partial t} + \sum_{i,j=1}^n \frac{\partial}{\partial x_i} \left( a_{ij}(t, x) \frac{\partial u}{\partial x_j} \right) - k_2 u \\
+ k_1 \frac{\partial u}{\partial t} + \sum_{i=1}^n \left( b_i(t, x) - \sum_{j=1}^n \frac{\partial a_{ij}}{\partial x_j}(t, x) \right) \frac{\partial u}{\partial x_i} + (c(t, x) + k_3)u + f(t, x)
\]

with some constant $k_1$ such that

\[
k_1 \geq -\frac{1}{2} \sum_{i=1}^n \frac{\partial a_i}{\partial x_i}(t, x) \quad \text{in } [0, T] \times \Omega
\]

and with some sufficiently large constant $k_2$.

Therefore, if we define operators $A(t), B(t)$ and $C(t)$ as follows:

\[
\begin{align*}
\mathcal{D}(A(t)) &= \left\{ u \in H_2(\Omega); \sum_{i,j=1}^n a_{ij}(t, \sigma) \nu_i(\sigma) \frac{\partial u}{\partial x_j} + h(t, \sigma)u = 0 \text{ on } \partial \Omega \right\} \\
A(t)u &= -\sum_{i,j=1}^n \frac{\partial}{\partial x_i} \left( a_{ij}(t, x) \frac{\partial u}{\partial x_j} \right) + k_3 u
\end{align*}
\]
\[
\begin{aligned}
&\mathcal{D}(B(t)) = H_1(\Omega) \\
&B(t)u = \sum_{i=1}^{\mathfrak{s}} a_i(t, x) \frac{\partial u}{\partial x_i} - k_i u, \\
&\mathcal{D}(C(t)) = H_1(\Omega) \\
&C(t)u = \sum_{i=1}^{\mathfrak{s}} \left( b_i(t, x) - \sum_{j=1}^{\mathfrak{s}} \frac{\partial a_{ij}}{\partial x_j} (t, x) \right) \frac{\partial u}{\partial x_i} + (c(t, x) + k_2) u;
\end{aligned}
\]
then the problem (4.1) may be interpreted as the Cauchy problem of the evolution equation
\[
\begin{aligned}
\frac{d^2 u}{dt^2} &= B(t) \frac{du}{dt} - A(t) u + k_1 \frac{du}{dt} + C(t) u + f(t), \quad 0 \leq t \leq T \\
u(0) &= u_0 \\
\frac{du}{dt}(0) &= u_1
\end{aligned}
\]
in \( L_2(\Omega) \).

Before proceeding to the problem (4.3), we verify some properties of the operators \( A(t), B(t) \) and \( C(t) \). According to Lemma 3.2, \( A(t) \) is associated with the form
\[
a(t; u, v) = \int_{\Omega} \left\{ \sum_{i,j=1}^{\mathfrak{s}} a_{ij}(t, x) \frac{\partial u}{\partial x_i} \frac{\partial v}{\partial x_j} + k_2 u v \right\} dx + \int_{\Omega} h(t, \sigma) u v d\sigma
\]
on \( H_1(\Omega) \times H_1(\Omega) \). Hence the results obtained in sections 2,3 are applicable to \( A(t) \); in particular, Theorem 2.2, Corollary 2.7 and Theorem 3.1 yield that

**Lemma 4.1.**
\[
A^{1/2}, (dA^{1/2}/dt)A^{-1/2} \in C^1([0, T]; \mathcal{L}_2(H_1(\Omega), L_2(\Omega))).
\]

We next have

**Lemma 4.2.**
\[
\text{Re}(B(t)u, u) \leq 0, \quad u \in H_1(\Omega).
\]

**Proof.** By integration by parts we obtain
\[
2 \text{Re}(B(t)u, u) = 2 \text{Re} \left\{ \sum_{i} \int_{\Omega} a_i \frac{\partial u}{\partial x_i} \bar{u} dx - k_i \int_{\Omega} |u|^2 dx \right\}
= \int_{\Omega} \left( \sum_{i} a_i \nu_i \right) |u|^2 dx - \int_{\partial \Omega} \left( \sum_{i} \frac{\partial a_i}{\partial x_i} + 2k_i \right) |u|^2 d\sigma,
\]
hence the lemma follows from 6) and (4.2).
Finally, we easily verify

**Lemma 4.3.**

\[ B, C \in C([0, T]; L^2(H_1(\Omega), L^2(\Omega))) \]

Now, in view of Lemma 4.1, we set

\[
\begin{align*}
\frac{dv}{dt} = iA(t)^{1/2}u \\
v_1 = \frac{du}{dt}.
\end{align*}
\]

Then (4.3) is reduced to the Cauchy problem of the evolution equation

\[
\begin{align*}
\frac{dv_0}{dt} &= \mathfrak{A}(t)\begin{pmatrix} v_0 \\ v_1 \end{pmatrix} + \mathfrak{B}(t)\begin{pmatrix} v_0 \\ v_1 \end{pmatrix} + \begin{pmatrix} 0 \\ f(t) \end{pmatrix}, & 0 \leq t \leq T \\
\begin{pmatrix} v_0(0) \\ v_1(0) \end{pmatrix} &= \begin{pmatrix} u_0 \\ u_1 \end{pmatrix} 
\end{align*}
\]

in the product space \( L^2(\Omega) \times L^2(\Omega) \), where

\[
\mathfrak{A}(t) = \begin{pmatrix} 0 & iA(t)^{1/2} \\ iA(t)^{1/2} & B(t) \end{pmatrix}, \quad \mathfrak{B}(t) = \begin{pmatrix} (dA(t)^{1/2}/dt)A(t)^{-1/2} & 0 \\ -iC(t)A(t)^{-1/2} & k \end{pmatrix}.
\]

It is obvious from Lemma 4.1 and Lemma 4.3 that

\[
\mathcal{D}(\mathfrak{A}(t)) = \begin{pmatrix} H_1(\Omega) \\ H_1(\Omega) \end{pmatrix} \times \begin{pmatrix} H_1(\Omega) \end{pmatrix}, \quad \mathcal{B} \in C([0, T]; \mathcal{L}_{L^2}(L^2(\Omega))).
\]

We are now able to apply Theorem 1.1 to solve (4.5) with

\[
E = \begin{pmatrix} L^2(\Omega) \\ H_1(\Omega) \end{pmatrix}, \quad F = \begin{pmatrix} H_1(\Omega) \\ L^2(\Omega) \end{pmatrix}.
\]

Indeed Lemma 4.1 and Lemma 4.3 also imply that

\[
\mathfrak{A} \in C^1([0, T]; \mathcal{L}(F, E)), \quad \mathfrak{B} \in C^1([0, T]; \mathcal{L}(F, E)).
\]

Thus the only thing to verify is that, for each \( 0 \leq t \leq T \), \( \mathfrak{A}(t) \) generates a contraction semi-group on \( E \). But, as may be well known, this assertion is equivalent to:

**Proposttion 4.4.** For each \( 0 \leq t \leq T \), \( \mathfrak{A}(t) \) is a maximal dissipative operator in \( E \).
Proof. For any \( \left( \begin{array}{c} u \\ v \end{array} \right) \in E \), we have

\[
(\Pi(t)\left( \begin{array}{c} u \\ v \end{array} \right), \left( \begin{array}{c} u \\ v \end{array} \right)) = i(A(t)^{1/2}u, v) + i(A(t)^{1/2}v, u) + (B(t)v, v)
\]

\[= 2i \text{Re} (A(t)^{1/2}u, v) + (B(t)v, v) .
\]

Hence it follows from (4.4) that

\[
\text{Re} (\mathfrak{A}(t)\left( \begin{array}{c} u \\ v \end{array} \right), \left( \begin{array}{c} u \\ v \end{array} \right)) \leq 0, \quad \left( \begin{array}{c} u \\ v \end{array} \right) \in \mathfrak{D}(\mathfrak{A}(t)),
\]

which shows that \( \mathfrak{A}(t) \) is dissipative. We verify that \( \mathfrak{A}(t) \) is maximal from the fact that \( \mathfrak{A}(t) \) has the bounded inverse

\[
\mathfrak{A}(t)^{-1} = \begin{pmatrix}
A(t)^{-1/2}B(t)A(t)^{-1/2} - iA(t)^{-1/2} \\
-iA(t)^{-1/2} & 0
\end{pmatrix}
\]

on \( E \).

We conclude this section with noting that Theorem 1.1 is established by making use of the theorem of Kato and Kobayasi. For this theorem see [4] or [5]. We shall here follow the notations in [5].

Proof of Theorem 1.1. It is sufficient to prove that \( \{-(\mathfrak{A}(t)+\mathfrak{B}(t))\}_{\alpha \in \mathbb{R}} \) satisfies three hypotheses of the above theorem stated in [5]. By an elementary calculation, (I) is verified from the hypothesis that \( \mathfrak{A}(t) \) is the generator of a contraction semi-group and from (1.4). (II) is obvious from (1.4) and (1.5). In the case where the condition (1.6.1) holds, we shall take

\[
S(t) = 1 + \mathfrak{A}(t), \quad 0 \leq t \leq T .
\]

Then (III) follows from (1.5) and (1.6.1). In the case where (1.6.2) holds, we shall take

\[
S(t) = \beta + \mathfrak{A}(t) + \mathfrak{B}(t), \quad 0 \leq t \leq T
\]

with some constant \( \beta > \sup_{t \in [0,T]} \|\mathfrak{B}(t)\|_{L(E)} \). Then (III) follows from (1.5) and (1.6.2). Thus we have completed the proof of the theorem.

---
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