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Abstract—In this paper, linear transceiver design for multi-hop
amplify-and-forward (AF) multi-input multi-output (MIMO)
relaying systems with Gaussian distributed channel estimation
errors is investigated. Commonly used transceiver design criteria
including weighted mean-square-error (MSE) minimization,
capacity maximization, worst-MSE/MAX-MSE minimization
and weighted sum-rate maximization, are considered and unified
into a single matrix-variate optimization problem. A general
robust design algorithm is proposed to solve the unified problem.
Specifically, by exploiting majorization theory and properties
of matrix-variate functions, the optimal structure of the robust
transceiver is derived when either the covariance matrix of
channel estimation errors seen from the transmitter side or the
corresponding covariance matrix seen from the receiver side is
proportional to an identity matrix. Based on the optimal structure,
the original transceiver design problems are reduced to much
simpler problems with only scalar variables whose solutions are
readily obtained by an iterative water-filling algorithm. A number
of existing transceiver design algorithms are found to be special
cases of the proposed solution. The differences between our
work and the existing related work are also discussed in detail.
The performance advantages of the proposed robust designs are
demonstrated by simulation results.

Index Terms—Amplify-and-forward (AF), matrix-variate opti-
mization, MIMO relaying, robust transceiver design.

I. INTRODUCTION

W ITH significant potential to enable the emerging
requirements for high speed ubiquitous wireless com-

munications, cooperative communications has been adopted as
one of the key components of future wireless communication
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standards such as long term evolution (LTE), international
mobile telecommunications-advanced (IMT-Advanced), the
Winner project, etc. Specifically, these developments involve
the deployment of relays to enhance the coverage of base
stations and to improve the communication quality of wireless
links [1]. In general, relays can adopt different relaying strate-
gies, e.g., amplify-and-forward (AF), decode-and-forward
(DF) and compress-and-forward (CF). Among these relaying
strategies, the AF scheme is the most attractive for practical
implementation due to its low complexity and independence
of the underlying modulation. On the other hand, it is well-es-
tablished that employing multiple antennas provides spatial
diversity and multiplexing gain in a wireless communication
system. It is straightforward to combine AF transmission with
multiple-input multiple-output (MIMO) systems so that the
advantages of both techniques can be obtained. The resulting
system (termed an AF MIMO relaying system) has attracted
considerable interest [2] in recent years.
Transceiver design for AF MIMO relaying systems, which

refers to the design of source precoder, relay amplifier and
receiver equalizer, has been widely discussed in the litera-
ture [3]–[16]. Generally speaking, transceiver design varies
from system to system and depends heavily on the design
criteria and objectives. The most commonly used criteria are
capacity maximization [3], [4], [8] and data mean-square-error
(MSE) minimization [5]–[8]. Usually these two criteria are
contradictory to each other and call for different algorithms to
solve the optimization problems. Interestingly, in [8] a unified
framework that is applicable to both capacity maximization
and MSE minimization is proposed for transceiver design in
dual-hop AF MIMO relay systems. Since multi-hop AF trans-
mission is a promising technique to increase the coverage of a
transmitter, transceiver design for a multi-hop system is further
investigated in [10]. It reveals that optimal solutions for both
maximum capacity and minimum MSE criteria in a multi-hop
system should have diagonal structures. However, in most of
the previous works on transceiver design including [8] and
[10], channel state information (CSI) is assumed to be perfectly
known/estimated. This is difficult to achieve in practice and
channel estimation errors are inevitable due to limited training
and quantization, resulting in significant performance degra-
dation. In order to mitigate the performance degradation, it is
necessary to take such channel estimation errors into account
in the transceiver design process. This kind of transceiver is
called a robust transceiver. It has been shown in [17] and
[18] that robust transceiver design is essentially different from
transceiver design with perfect CSI. In particular, robust design

1053-587X/$31.00 © 2013 IEEE
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is more challenging than design with perfect CSI and requires
different algorithms.
In general, channel estimation errors can be modeled in two

different ways: norm-bounded errors with a known error bound
and random errors with a certain distribution. Correspondingly,
robust transceiver designs can also be classified into two main
categories: worst-case robust design for norm-bounded errors
[19] and Bayesian robust design for randomly distributed er-
rors [20]. For linear channel estimators, the estimation errors
can be accurately modeled as being random with a Gaussian
distribution [11]. Under this kind of Gaussian estimation er-
rors, Bayesian robust transceiver design for dual-hop AF re-
laying systems has been investigated in [14] and solutions for
capacity maximization and MSE minimization respectively are
proposed by implicitly approximating a design-variable depen-
dent covariance matrix (the matrix in [14]) as being constant.
Since the approximation is tight only when the covariance ma-
trix of channel estimation errors seen from the receiver side is
proportional to an identity matrix, the proposed solutions are
sub-optimal for general cases. In [11] and [12], Bayesian robust
transceiver design targeting at weighted MSE minimization is
discussed for dual-hop AF relaying systems and an optimal so-
lution is found without considering the source precoder. The
optimality of the proposed solution is proved to hold under a
wide range of cases, i.e., when either the covariance matrix of
channel estimation errors from the transmitter side or the corre-
sponding covariance matrix seen from the receiver side is pro-
portional to an identity matrix. These works have been extended
to systems with source precoder design and an iterative algo-
rithm has been proposed to find a good solution without guaran-
teed optimality [15]. Similarly, the robust transceiver design for
maximizing mutual information rate for dual-hop AF relaying
systems under Gaussian channel estimation errors at all nodes
has been investigated in [16] and a solution without global op-
timality is proposed with an iterative algorithm. Unfortunately,
the aforementioned algorithms are applicable only to dual-hop
AF systems and their extension to multi-hop AF systems is by
no means straightforward as shown in [10].
In this paper, we investigate robust transceiver design for

a general multi-hop AF relaying system with Gaussian dis-
tributed channel uncertainties. The robust design problem is
significantly different from that in the literature and is chal-
lenging due to the existence of random channel uncertainties
and the complexity of the multihop system. A number of widely
used design criteria including weighted MSE minimization,
capacity maximization, worst case MSE minimization, and
weighted sum-rate maximization are considered and their
corresponding robust design problems are unified into one
matrix-variate optimization problem. A general robust design
algorithm is proposed to solve the unified problem, i.e., to
jointly design the precoder at the source, multiple forwarding
matrices at the relays, and the equalizer at the destination.
Specifically, the structure of the optimal solution for the uni-
fied problem is derived based on majorization theory [21],
[22] and properties of matrix-monotone functions [22]. It is
demonstrated that the derived optimal structure is significantly
different from its counterpart with perfect CSI [10] and its op-
timality holds under a wide range of cases, i.e., when either the
covariance matrix of channel estimation errors seen from the
transmitter side or the corresponding covariance matrix seen

Fig. 1. Multi-hop amplify-and-forward MIMO relaying system.

from the receiver side is proportional to an identity matrix. With
the optimal structure, the robust design problem is simplified
into a design problem with only scalar variables. An iterative
water-filling algorithm is then proposed to obtain the remaining
unknown parameters in the transceiver. The performance of the
proposed robust designs is finally corroborated by simulation
results. In addition, it is shown that the proposed solutions
cover some existing transceiver design solutions as special
cases.
The rest of the paper is organized as follows. In Section II,

the signal model for a multi-hop AF system is introduced.
Then a unified robust transceiver design problem applicable
to weighted MSE minimization, capacity maximization,
MAX-MSE minimization and weighted sum-rate maximiza-
tion, is formulated in Section III. In Section IV, the optimal
structure for the robust transceiver is derived and the unified
transceiver design problem is reduced to a problem of finding
a set of diagonal matrices, which can be solved by an iterative
water-filling algorithm. The performance of the proposed ro-
bust designs is demonstrated by simulation results in Section V.
Finally, this paper is concluded in Section VI.
The following notation is used throughout this paper. Bold-

face lowercase letters denote vectors, while boldface uppercase
letters denote matrices. The notation denotes the Hermitian
of the matrix , and is the trace of the matrix . The
symbol denotes the identity matrix, while de-
notes the all zero matrix. The notation is the Her-
mitian square root of the positive semidefinite matrix , such
that and is also a Hermitian matrix. The
symbol represents the largest eigenvalue of . The
symbol denotes the Kronecker product. For two Hermitian
matrices, means that is a positive semi-definite
matrix. The symbol represents a rectangular diagonal ma-
trix with decreasing diagonal elements.

II. SYSTEM MODEL

In this paper, a multi-hop AF MIMO relaying system is con-
sidered. As shown in Fig. 1, a source with antennas wants
to communicate with a destination with antennas through

relays. The relay has receive antennas and
transmit antennas. It is obvious that the dual-hop AF MIMO
relaying system is a special case of this configuration when

.
At the source, an data vector with covariance ma-

trix is transmitted after being precoded by
a precoder matrix . The received signal at the first relay
is where is the MIMO channel ma-
trix between the source and the first relay, and is an additive
Gaussian noise vector at the first relay with zero mean and co-
variance matrix .
At the first relay, the received signal is multiplied by a for-

warding matrix and then the resulting signal is transmitted



1198 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 61, NO. 5, MARCH 1, 2013

to the second relay. The received signal at the second relay
is , where is the MIMO channel matrix
between the first relay and the second relay, and is an addi-
tive Gaussian noise vector at the second relay with zero mean
and covariance matrix . Similarly, the received
signal at the relay can be written as

(1)

where is the channel matrix for the hop, and is an
additive Gaussian noise vector with zero mean and covariance
matrix .
Finally, for a -hop AFMIMO relaying system, the received

signal at the destination is

(2)

where denotes . It is generally assumed

that and are greater than or equal to in order to guar-
antee that the transmitted data can be recovered at the desti-
nation [5].
In practical systems, because of limited length of training se-

quences, channel estimation errors are inevitable. With channel
estimation errors, the channel matrix can be written as

(3)

where is the estimated channel matrix in the hop
and is the corresponding channel estimation error
matrix whose elements are zero mean Gaussian random
variables. Moreover, the matrix can be
decomposed using the widely used Kronecker model as

[11]–[13], [17], [18], [20]. The el-
ements of the matrix are independent and
identically distributed (i.i.d.) Gaussian random variables with
zero means and unit variances. The specific properties of the
row correlation matrix and the column correlation matrix

are determined by the training sequences and channel esti-
mators being used [11], [17]. Note that and correspond
to the covariance matrices of the channel estimation errors seen
from the transmitter and receiver sides, respectively.
At the destination, a linear equalizer is employed to de-

tect the desired data vector . The resulting data MSE matrix
equals to , where
the expectation is taken with respect to random data, channel
estimation errors, and noise1. Following a similar derivation in
dual-hop systems [12], the MSE matrix can be derived to be

1Here the channel estimation errors are assumed to be unknown at all the
nodes. The data MSE matrix at the receiver should thus be computed by taking
the expectation with respect to all the unknown random variables including data,
noise and channel estimation errors.

(4)

where the received signal covariancematrix at the relay
satisfies the following recursive formula:

(5)

and represents the signal covariance matrix
at the source.

III. TRANSCEIVER DESIGN PROBLEMS

A. Objective Functions

There are various performance metrics for transceiver design.
In the following, four widely used metrics are discussed.
(1) Weighted MSE: With the data MSE defined in (4),

weighted MSE can be directly written as

(6)

where the weighting matrix is a positive semi-def-
inite matrix [23]. Here is not restricted to be a
diagonal matrix. Given any two matrices and sat-
isfying , we have .
The weighted MSE is thus a matrix-monotonically
increasing function of [32]. Clearly,
transceiver design with weighted MSE minimization
aims at minimizing the distortion between the recovered
and the transmitted signal [5], [24], [25].

(2) Capacity: Capacity maximization is another important
and widely used performance metric for transceiver de-
sign. Denoting the received pilot for channel estimation
by , the channel capacity between the source and desti-
nation is [26]. To the best of our knowledge, the
exact capacity of MIMO channels with channel estima-
tion errors is still open even for point-to-point MIMO
systems [18], [26]. However, a lower bound of the ca-
pacity is given by

(7)

The equality in (7) holds when perfect CSI is known [4],
[24]. For imperfect CSI, the tightness of this bound is ex-
tensively investigated in [26] and [29]. This lower bound

can be interpreted as the sum-
rate of multiple transmitted data streams when linear
equalizer is employed. It has been widely used to
replace the unknown exact capacity as a performance
metric. Based on this lower bound, the robust transceiver
design maximizing capacity can be replaced by mini-
mizing the following objective function [18], [29]:

(8)
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(3) Worst MSE: Notice that capacity maximization crite-
rion (Obj 2) does not impose any fairness on the simul-
taneously transmitted multiple data streams, while the
weighted MSE minimization criterion (Obj 1) imposes
only a limited degree of fairness on the data as it involves
only a linear operation on the MSE. When fairness is re-
quired to balance the performance across different data
streams, worst MSE minimization is a good alternative
for such transceiver design. In general, the worst MSE
can be represented as [24]

(9)

where is an increasing Schur-convex function and
denotes a vector consisting of the

diagonal elements of , i.e.,

(10)

with the symbol representing the entry of
. It follows that is also a ma-
trix-monotonically increasing function with respect to

. Note that the objective function in (9)
is applicable to other design criteria involving fairness
considerations.

(4) Weighted sum rate: When a preference is required to be
given to a certain data stream (e.g., loading more re-
sources to the data streams with better channel state in-
formation so that the weighted sum rate is maximized),
the objective function can be written as [24]

(11)

where is an increasing Schur-concave function.
Similarly to (9), this function is
a matrix-monotonically increasing function with respect
to .

Remark 1: Some objective functions involving signal to in-
ference plus noise ratio (SINR) or bit error rate (BER) can also
be formulated as (9) or (11) and thus can be incorporated into
our framework. For example, when the objective is to maxi-
mize a sum of weighted SINRs, the objective function can be
formulated as the form of (11) as an increasing Schur-concave
function of the diagonal elements of the MSE matrix. Similarly,
when the objective is to maximize the harmonic mean of SINRs
or to maximize the minimal SINR, the objective function can
be formulated in the form of (9) as an increasing Schur-convex
function of the diagonal elements of the MSE matrix. On the
other hand, when BER minimization is of interest, when all the
data streams are modulated using the same scheme, the average
BER can be approximated as an increasing Schur-convex func-
tion of the diagonal elements of the MSE matrix [21] and can
be incorporated into the category of Objective 3 in (9).

B. Problem Formulation

Although the above four criteria aim at different objectives,
they have one common feature, that is, the objective functions

are matrix-monotonically increasing functions with respect to
the data MSE. The corresponding transceiver design problems
can therefore be unified into a single form:

(12)

where is a real-value matrix monotonically increasing
function with as its argument. Notice that the
constraints here are imposed on the powers averaged over the
channel estimation errors.
With the definition of the data MSE (4) and by differentiating

the trace of the MSE with respect to and setting the result to
zero, we can easily obtain a linear minimum MSE (LMMSE)
equalizer as [27]

(13)

with the following property [23], [24]:

(14)

The above equality holds when . Because
is matrix-monotonically increasing, it follows easily from (14)
that . This
means that is a tight lower bound
on the objective function in (12). Together with the fact that
the equalizer is not involved in the constraints in (12), the
optimization problem in (12) is equivalent to

(15)

This implies that the optimal equalizer of (12) is in
(13). Substituting the optimal equalizer into in
(4) and denoting

for simplicity, we have

(16)

For multi-hop AF MIMO relaying systems, the received
signal at the relay depends on the forwarding matrices at
all preceding relays, causing the power allocations at different
relays to be coupled to each other (as seen in the constraints of
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(15)), and thus making the problem (15) difficult to solve. To
proceed, we define the following new variables in terms of :

(17)

where and is an un-
known unitary matrix. The introduction of is due to the fact
that for a positive semi-definite matrix , its square root has
the form where is a unitary matrix. With the new
variables, the MMSE matrix (16) is refor-
mulated as

(18)

Meanwhile, the power constraint in the hop (i.e.,
) can now be rewritten as

(19)

It is clear that with the new variables , the constraints become
independent of each other. Moreover, the latter transformation
of the objective function in the unified problem will not affect
the constraints, thus improving the tractability of the problem.
Putting (18) and (19) into (15), the unified transceiver design
problem can be reformulated as

(20)

From the definition of in (18) and noticing that
, it can be seen that the design vari-

able appears at multiple positions in the objective function
and is involved in matrix inversion and square root operations
through . This is significantly different from transceiver de-
sign for multi-hop MIMO relaying systems with perfect CSI in
[10]. Therefore, the optimization problem is muchmore compli-
cated than its counterpart with perfect CSI. Indeed, as demon-
strated by, e.g., [11], [17], [18], and [20], robust transceiver de-
sign is much more complicated and challenging than its coun-
terpart with perfect CSI even for point-to-point or dual-hop re-
laying MIMO systems.

IV. OPTIMAL SOLUTION FOR THE ROBUST TRANSCEIVER

Clearly from the formulation of P1 in (20), two sets of ma-
trix variables (i.e., , ) need to be determined. In this sec-
tion, their optimal structures will be derived first, which en-
ables the simplification of the optimization problem in (20) into
a problem with only scalar variables. An iterative water-filling
algorithm is then applied to solve the simplified problem. The
relationship between our proposed solution and a number of ex-
isting solutions will also be discussed in detail.

A. Optimal

Based on the formulations of the objectives given in (6), (8),
(9) and (11), we have the following property of the optimization
problem P1.
1) Property 1: At the optimal value of P1 , and the

objective function can be written respectively
as

(21)

(22)

where is a monotonically decreasing and Schur-con-
cave function with respect to 2; the vector

with being the largest eigen-
value of ; and

for Obj 1
for Obj 2
for Obj 3
for Obj 4.

(23)

In (23), the matrix is unitary and defined from the
eigen-decomposition of the weighting matrix , i.e.,

with ; the matrix is an
arbitrary unitary matrix; and is the discrete Fourier
transform (DFT) matrix making have
identical diagonal elements.

Proof: See Appendix A.
We notice that the equality in (21) will hold directly, when

(24)

where is the unitary matrix corresponding to the eigen-de-
composition of with eigenvalues in decreasing order. Since

is not involved in the constraints in (20), it follows from
Property 1 that is the optimal solution of for
P1 .
Using Property 1, the objective function of (20) can be di-

rectly replaced by and thus the optimization problem is
equivalent to

(25)

2The specific expressions for are given in Appendix A, but they are not
important for the derivation of the optimal structures.
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For this optimization problem, we have another property as
follows.
2) Property 2: As is a decreasing and Schur-concave

function, the objective function in P2 satisfies

(26)

with

(27)

with the equality in (26) holds when

(28)

and is an arbitrary unitary matrix. In (28), unitary matrices
and are defined based on the singular value decom-

position (SVD) .
Proof: See Appendix B.

It is clear from (28) that can be
uniquely computed from which is determined only by
as shown in (18). Similarly, according to (24) and the definition
of , it can be concluded that is determined by

and , and therefore it is eventually determined only
by . With this fact and Property 2, the optimization problem
with two sets of variables and in P2 (25) can be reduced
to the optimization problem with only one set of variables
as follows:

(29)

B. Optimal Structure of

Since is a monotonically decreasing function of its
vector argument, we have the following additional property of
optimal solutions in P3.
1) Property 3: The optimal solutions of the optimiza-

tion problem P3 in (29) always occur on the boundary, i.e.,
and the power constraint is equivalent to

(30)

where is a constant as and

(31)

Proof: See Appendix C.
With Property 3, the optimal solution of the optimization

problem (29) is exactly the optimal solution of the following
optimization problem with different constraints:

(32)

Now defining unitary matrices and based on the
following SVD:

(33)
with singular values in decreasing order, we have the key result
about the optimal structure of as follows.
2) Property 4: When or , the matrix

is constant and independent of . Meanwhile, the
optimal solution of the optimization problem (32) has the
following structure:

(34)

where and are the matrices consisting of the first
columns of and , respectively; is an arbitrary

unitary matrix; is a unknown diagonal matrix; and
the scalar is a function of and equals

(35)

Proof: See Appendix D.
Remark 2: By reversing the direction of data transmission

in the multi-hop system, we can get a dual multi-hop system in
which the estimated channel matrix in its hop be-
comes and the roles of row correlation matrices and column
correlationmatrices are interchanged. Using (17) and Property 4
and after some tedious manipulation, the optimal precoder ma-
trices for the dual multi-hop system can be found to be

where is a scalar. This means that there exists an
uplink-downlink duality in multi-hop AF MIMO relaying sys-
tems with channel estimation errors.
In the optimal structure given by (34), the scalar variable

can be uniquely determined by the matrix and
therefore the only unknown variable in (34) is . The com-
putation of will be addressed in detail in the following sub-
section.

C. Computation of

Substituting the optimal structures given by Property 4
into P4 and defining and for

, the optimization problem for computing
becomes

(36)

The exact expression for depends on the specific design cri-
terion used for transceiver design. For all four criteria discussed
in Section III-A, a widely used and computationally efficient it-
erative algorithm can be applied to solve for from (36) [31],
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even though the optimization problem (36) is non-convex. For
completeness, the optimal solution for will be given case
by case in the following.
1) Weighted MSE Minimization: For weighted MSE mini-

mization, it is proved in Appendix A that
where . Therefore,

the optimization problem (36) can be rewritten as

(37)

Using the iterative water-filling algorithm, can be directly
computed with given ’s where as

(38)

where is the Lagrange multiplier that makes
. Notice that this iterative water-filling algorithm is guaran-

teed to converge, as discussed in [31].
2) Capacity Maximization: As proved in Appendix A,

the objective function for capacity maximization is given by
, based on

which the optimization problem (36) can be written as

(39)

Similarly, the iterative water-filling algorithm can be used to
solve for with guaranteed convergence. More specifically,
when the ’s are given with , the solution for can be
derived as

with

(40)

where is the Lagrange multiplier that makes
hold.
3) Max-MSE Minimization: MAX-MSE is in fact a special

case of Obj 3 and in this case,
. As shown in Appendix A,

.
It follows that equals

(41)

Clearly this expression for is similar to that for weighted
MSE minimization. The optimal solution for can then be
easily found as (38) with .
4) Weighted Sum-Rate Maximization: Under weighted sum-

rate maximization, the objective function Obj 4 can be further
specified as

where is the largest positive weighting factor and
is the largest diagonal ele-

ment. Roughly speaking, this design scheme exhibits pref-
erence for data streams with better channel state informa-
tion. It is proved in Appendix A that for this objective,

. It follows that

(42)

and the optimization problem is formulated as

(43)

The optimization problem in (43) has a similar form to that in
(39), except that there are a number of weighting factors in the
objective function of (43). Therefore, the iterative water-filling
solution of can be obtained similarly to that in (40) but with
replaced by .

D. Relationship With Existing Solutions

By comparing our proposed optimal solution given by Prop-
erty 4 with existing solutions for various systems in the liter-
ature, we find that our proposed solution reduces to the fol-
lowing existing solutions by setting some system parameters
accordingly:
• the robust design with weighted MSE minimization for a
dual-hop AF MIMO relaying system without source pre-
coder in [11], by setting , , and ;

• the robust design for a dual-hopAFMIMO relaying system
in [12], by setting , , and ;
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• the transceiver design with weighted MSE minimization
for a dual hop system with perfect CSI in [5], by setting

, , and ;
• the transceiver design for a dual hop system with perfect
CSI in [8], by setting , and ;

• the transceiver design with capacity maximization for a
dual hop system with perfect CSI in [4], by setting ,

and ;
• the robust design with weighted MSE minimization for a
point-to-point MIMO system in [17], by setting ;
and

• the robust design with capacity maximization for a
point-to-point MIMO system [18], by setting .

In other words, our proposed solution covers the above de-
signs as special cases. It further verifies the correctness and op-
timality of our proposed solution.

E. Discussions

The optimal structure of in (34) is derived under the con-
dition or . This condition can be easily satisfied
in practice. We notice that the expressions for and gener-
ally depend on specific channel estimation algorithms. Denote
the transmit and receive antenna correlation matrices and the
channel estimation error variance in the hop as ,
and , respectively. Applying the widely used channel esti-
mation algorithms in [17] and [18], the covariance matrices for
channel estimation errors can be written as and

. Clearly, when the receive an-
tennas are spaced widely, i.e., , we directly have

. Moreover, when the length of training is long, the
value of will be small and . As a
result, can be approximated as an identity matrix even when

. Furthermore, when the channel statistics are un-
known and the least-squares channel estimator is applied, it can
be shown that [11]. On the other hand, when the
transmit antennas are spaced widely, i.e., , we can
obtain .
For the general case when and , to the

best of our knowledge, finding a closed-form optimal solution of
the robust design problem is still open, even for point-to-point
MIMO systems [17], [20]. The main difficulty comes from the
fact that when and , varies with
, and so is not a constant. However, for this general case,

in (33) can be replaced by

(44)

such that it is not a function of . Notice that the above in-
equality becomes an equality when or .
Then the proposed solution can still be applied for this general
case.
When there are two hops , our proposed optimal

structure is different from that derived in [14] (comparing (34)
with (16) in [14]). In [14], the solution structure is obtained by
implicitly approximating a design-variable-dependent covari-
ance matrix (the matrix A in [14]) as being constant. Since
the approximation is tight only when the covariance matrix of
channel estimation errors seen from the receiver side is propor-
tional to an identity matrix, i.e., , the pro-
posed solution in [14] is sub-optimal when .

Using the duality between the uplink and downlink discovered
in our paper, the optimal solution for the case of
, can also be obtained based on the approach of [14]. Unfor-

tunately, this result has not been discovered in [14]. Generally
speaking, with the duality, the work of [14] can lead to the op-
timal solution when or
. However, even for dual-hop systems, our proposed solu-

tion is optimal under a wider range of cases than that in [14],
since it is optimal when either or , is proportional
to an identity matrix3. Notice that the condition of (
or ), is more relaxed than that of (
or ). In conclusion, our solution is more general
than that in [14].
With respect to the complexity, it is clear from (34) that the

complexity of our algorithm is due to two kinds of operations,
i.e., the iterative water-filling computation for the inner diagonal
matrix in (34) and the decomposition/multiplication for the ma-
trices on the lefthand and righthand sides of the diagonal matrix
in (34). Comparing the structures of the solution in (34) and that
in [14], similar operations are needed to obtain the solution in
[14]. So we can expect that the complexity of our approach is
comparable to that in [14].

V. SIMULATION RESULTS

In this section, the performance of the proposed robust
designs is explored through simulations. In the simulations,
the number of antennas at each node is set to four. At the
source node, four independent data streams are transmitted and
in each data stream, independent quadrature
phase shifting keying (QPSK) symbols are transmitted. The
correlation matrices corresponding to the channel estimation
errors are chosen according to the widely used exponen-
tial model, i.e., and ,
where and are the correlation coefficients, and de-
notes the variance of the channel estimation error [12],
[20]. The estimated channel matrices are generated fol-
lowing the widely used complex Gaussian distributions,

[12], [28],
such that channel realizations have unit
variance. The signal-to-noise ratio for the link is
defined as and each point in the following figures
shows an average result of trials.
A dual hop system with error correlation coeffi-

cients of and (i.e.,
) is considered first. Fig. 4 shows the weighted MSE at the

destination when the weighting matrix is arbitrarily chosen as
and . For

comparison, the performance of the algorithm based on the es-
timated channel only (labeled as non-robust design) [8], the ro-
bust algorithm proposed by Rong in [14] and the robust algo-
rithm without source precoding in [12] is also shown. It is clear
from the figure that our proposed robust design offers the best
performance, while the non-robust design is the worst. Fig. 2
shows the sum-rates of various algorithms for the considered
two-hop AF MIMO relaying system. It can be seen that the ro-
bust algorithms generally have better performance than the al-

3It is possible to extend the work of [14] to multi-hop systems. With the du-
ality found in our paper, the extension would lead to the optimal solution for the
cases of ( or ). However, the extension is by no
means straightforward as shown in [10].
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Fig. 2. Sum-rate of a dual-hop AF relaying system when and .

Fig. 3. Weighted MSE of the detected data in a three-hop AF relaying system
when .

gorithm based on estimated CSI only. Furthermore, the perfor-
mance of the proposed robust design is much better than that of
the robust algorithm in [14].
Next a three-hop AF MIMO relaying system, i.e., ,

is considered to further investigate the effectiveness of the pro-
posed robust design. Since there are few (if any) robust trans-
ceiver design algorithms proposed for multi-hop AF MIMO
systems in the literature, our proposed robust design is mainly
compared with the non-robust design in [10] in the following.
With the weighting matrix being arbitrarily selected as

, Fig. 3 shows the weighted MSE at
the destination when . Here two sets of error
correlation coefficients, , and

, are taken as examples. They correspond to the cases of
and , respectively. It can

be seen that the proposed algorithm shows similar performance
for the two cases and always outperforms the non-robust de-
sign based on the estimated CSI only. When there is no channel

Fig. 4. Weighted MSE of the detected data in a dual-hop AF relaying system,
when , and .

Fig. 5. Sum-rate of a three-hop AF relaying system when and .

estimation error, i.e., , the performance of the two algo-
rithms is the same as expected.
Fig. 5 shows the sum-rates at different SNRs

for the three-hop system. The SNRs at various hops
are chosen to be equal for simplicity. The correlation coeffi-
cients for the channel estimation errors are taken to be
and . It is further demonstrated that the proposed algo-
rithm shows better performance than the non-robust algorithm
based on estimated CSI only. Furthermore, as the estimation
errors increase, the performance gap between the two algo-
rithms increases as well. This result coincides with that for
the weighted-MSE-based robust design shown in Fig. 3. The
performance of the maximum MSE across four data streams
with and is then shown in Fig. 6. Similarly, it
is observed that the performance gain of the proposed robust
design over the non-robust design with estimated CSI only
becomes larger as SNR increases. The performance gap is also
more apparent when increases.
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Fig. 6. Maximum MSE among different received data streams in a three-hop
relaying system with and .

Fig. 7. BERs of the proposed robust design with different design objectives,
when , and .

Finally, Fig. 7 shows the bit-error-rate (BER) performance
for the three-hop systems with different design criteria: capacity
maximization, sum MSE minimization (i.e., weighted MSE
minimization with ) and MAX-MSE minimization. The
parameters are chosen as , and .
It can be seen that in terms of BER performance, the former
two criteria perform worse than the latter one since the latter
criterion targets the BER performance more. Moreover, the
non-robust design with capacity maximization based on esti-
mated CSI only is also given and the results further verify the
performance advantage of the proposed robust designs over the
non-robust design with estimated CSI only.

VI. CONCLUSIONS

Bayesian robust transceiver design for multi-hop AF MIMO
relaying systems with channel estimation errors has been con-
sidered. Various transceiver design criteria including weighted
MSE minimization, capacity maximization, worst MSE min-
imization and weighted sum-rate maximization have been
discussed and formulated into a unified optimization problem.

Using majorization theory and properties of matrix-variate
functions, the optimal structure of the robust transceivers has
been derived. Then the transceiver design problems have been
greatly simplified and solved by an iterative water-filling al-
gorithm. The performance of the proposed transceiver designs
has been demonstrated via simulation results.

APPENDIX A
PROOF OF PROPERTY 1

The proof of Property 1 depends on the specific objective
function in (20). In the following, we will discuss the opti-
mization problem (20) with different objective functions case
by case.

Obj 1: With the objective function of (6) and the MMSE
matrix in (18), we have

(45)

where the inequality follows from the fact that for two pos-
itive semi-definite matrices and ,

with denoting the largest
eigenvalue of . Furthermore, the second equality in
(45) holds when where

and is the unitary matrix
containing the eigenvectors of as columns [32]. It implies
that the optimal value of is and is
achieved when .
Using Lemma 2.A.2 in [32] and the definition of in

(45), it can be easily found that is a Schur-concave
function with respect to . Furthermore, for two vectors

(i.e., ), from the definition of in (45), it
can be concluded that . This means that is a
decreasing function.

Obj 2: For the second objective function given by (8), it is
directly obtained that

(46)

Obviously, the above equality holds unconditionally and
thus the objective function is indepen-
dent of . It follows from the optimization problem (20)
that can take any arbitrary unitary matrix since it is
only involved in the constraint . Therefore,

with being an ar-
bitrary unitary matrix always holds. Meanwhile, the optimal
value of can always be written as .
Based on the Lemma 2.A.2 [32] and the definition of
in (46), it can also be proved that is a decreasing
Schur-concave function with respect to .

Obj 3: For the diagonal elements of the positive semi-def-
inite matrix , we have the
following majorization relationship [32]:

(47)
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where the equality holds if and only if
, and is the all-one vector.

For the third objective function in (9), as is increasing
and Schur-convex, the objective function in (20) satisfies [24]

(48)

with equality if and only if . As
shown in [24], when
where is a DFT matrix, has identical
diagonal elements. It follows that when

, the objective function
will take minimal/optimal value of .

Based on the fact that is an increasing and Schur-
convex function, it can be directly concluded from (48) that

is a decreasing function of . Furthermore, based
on the Lemma 2.A.2 [32], is also a Schur-concave func-
tion of .

Obj 4: Notice that for the positive semi-definite matrix
,

[24]. With the Schur-concave function of
in (11), we have

(49)

where the equality holds when . It is easy
to see that when , the preceding
condition is satisfied and then the objective function

achieves its minimal/optimal value of .
Since is increasing and Schur-concave, it is clear that

is decreasing with respect to . Moreover, using
[32, 3.A.6.a], it can be proved that is also Schur-
concave with respect to .

APPENDIX B
PROOF OF PROPERTY 2

First notice that for two matrices and with compatible
dimensions, [32, 9.A.1.a]. Together with
the fact that for two positive semi-definite matrices and ,

[32, 9.H.1.a], we have4

(50)

4Note that in general is not a square matrix.

Repeating this process, we have the following inequality:

(51)

Based on (51) and 5.A.2.b in [32], we directly have

(52)

where denotes that is weakly majorized by [32] and
the equality holds if and only if the neighboring ’s satisfy

(53)

where and are defined based on the following sin-
gular value decomposition: .
As is a decreasing and Schur-concave function, we have
[32]

(54)

with equality if and only if (53) holds. Finally, based on the
definition of in (18), using the matrix inversion lemma, the
following equality holds:

(55)

It follows that

Based on this result, in (51) equals

(56)

APPENDIX C
PROOF OF PROPERTY 3

Suppose at the moment that using the optimal , de-
noted by , transmission is not at the maximum
power, i.e., ; then we have

. Defining , it
follows that

(57)
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Note that means that for all , and
therefore (57) implies

(58)
Moreover, it is clear from the definition of
in (27) that is an increasing function of

. It then follows that
. Together with the

fact that is a decreasing function, it is concluded that
. It is

obvious that this result contradicts the optimality of ,
and therefore a necessary condition for the optimal is

. Furthermore, when , the
following equality holds:

(59)

Defining with
, (59) can be rewritten as

. In other words, the power constraint
is equivalent to

(60)

APPENDIX D
PROOF OF PROPERTY 4

Problem Reformulation: As shown in (27),
is a complicated function of . Clearly,
appears in multiple positions. In particular, is a function
of which complicates the derivation of optimal solutions. In
order to simplify the problem, is refor-
mulated as

(61)

where is defined as

(62)

The right hand side of (61) is easier to handle than the left hand
side. This is because when or , is
independent of . In the following, we will prove this in detail.
It is obvious that being independent of is equivalent to

being independent of . First consider ,
i.e., . With the definitions of in (17) and ,

equals

(63)

where the second equality is based on the fact that
for the optimal . On the other hand, when (i.e.,

), equals

(64)

Therefore, when or , is inde-
pendent of .
Using the substitution (62), the optimization problem (32) is

reformulated as

(65)

Structure of Optimal : For the optimal , denoted as
, based on the following singular value decompositions:

(66)

we can construct a matrix ,

(67)

where is an unknown diagonal matrix with the same rank
as and , and the scalar is chosen to
make hold.
Because is independent of the unknown variable ,

using Lemma 12 in [24], we have

(68)

Taking eigenvalues of both sides, we have [32]

Since is an increasing function of
, we directly have that

Furthermore, as the objective function of (65) is a de-
creasing function, we finally have

. Because is the optimal solu-
tion, must be in the form of . Therefore, the structure
of optimal is given by (67), i.e., .
As the minimum dimension of is , on substituting (67)

into (51), it can be seen that for the optimal solu-
tion only the principal submatrix of can be nonzero,
which is denoted as . As a result, has the following
structure:

(69)

It is clear that the values of the ’s do not affect the values
of , the constraint and the
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objective function in the optimization problem (65). Therefore,
can be an arbitrary unitary matrix.
Structure of Optimal : Based on the relationship be-

tween and given in (62),

(70)

Substituting the structure of in (70) into in (31),
can be determined to be

(71)

Clearly in (71), is a function of and it can be denoted
as for clarification.
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