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Error Analysis and Planning Accuracy for Dimensional Measurement in Active Vision Inspection

Christopher C. Yang, Member, IEEE, Michael M. Marefat, Senior Member, IEEE, and Frank W. Ciarallo, Member, IEEE

Abstract—Spatial quantization error and displacement error are inherent in automated visual inspection systems. This paper discusses the effect of spatial quantization errors and displacement errors on the precision dimensional measurements for an edge segment. Probabilistic analysis in terms of the resolution of the image is developed for two-dimensional (2-D) quantization errors. Expressions for the mean and variance of these errors are developed. The probability density function (pdf) of the quantization error is derived. The position and orientation errors of the active head are assumed to be normally distributed. A probabilistic analysis in terms of these errors is developed for the displacement errors. Through integrating the spatial quantization errors and the displacement errors, we can compute the total error in the active vision inspection system. Based on the developed analysis, we investigate whether a given set of sensor setting parameters in an active system is suitable to minimize the error obtained by triangulation from two quantized image planes in a stereo setup. Ho [11] expressed the digitizing error for various geometric features in terms of the dimensionless perimeters of the object, and Griffin [9] discussed an approach to integrate the errors inherent in the visual inspection.

In addition to quantization errors, in active vision inspection, the uncertainty arising from robot motion and sensory information is also important. Su et al. [30] presented a methodology for manipulating and propagating spatial uncertainties in a robotic assembly system for generating executable actions for accomplishing a desired task. Menq et al. [21] presented a framework to characterize the distribution of the position errors of robot manipulators over the work space and to study their statistical properties. Chen et al. [4] identified and parameterized the sources that contribute to the positioning error and estimated the values of the parameters. Veitschegger et al. [31] presented a calibration algorithm for finding the values of the independent kinematic errors by measuring the end-effector Cartesian positions and proposed two compensation algorithms: a differential error transform compensation algorithm and a Newton–Raphson compensation algorithm. Bryson [3] discussed methods for the measurement and characterization of the static distortion of the position data from 3-D trackers including least-squares polynomial fit calibration, linear lookup calibration, and bump lookup calibration. Smith et al. [29] presented a method for explicitly representing and manipulating the uncertainty associated with the transformation between coordinate frames representing the relative locations of objects.
The previous research work has neither provided an analysis of the spatial quantization error for line segments in one and two dimensions nor has it investigated the effect of position and orientation errors in camera placement on the dimensional measurement of the object features. In addition, no analysis of expected accuracy in the dimensional measurements is provided.

**Measurement accuracy** involves the analysis of errors in the measurement of a manufactured product using a specific inspection strategy (for example, visual inspection, coordinate measurement machine, etc.). In this case, we analyze the accuracy using the measured value obtained in the inspection. For example, information from an image of a manufactured part is utilized in visual inspection. **Planning accuracy** involves the study of how the plan for inspection affects the accuracy of the inspection. In this case, we analyze the accuracy based on the inspection plan. The measured value of the product dimension(s) is not known because we only have the inspection plan without the execution of inspection. However, we do have the resolution of the camera and the planned sensor settings that can be used to inspect the dimensions for visual inspection. The error analysis of the dimensional measurement is based only on the probability density functions (pdf’s) of the spatial quantization error of the image and the translational and orientational errors of the active vision head. This analysis gives us the capability to understand how to control the parameters of the sensor settings in order to increase the probability of high accuracy. Hence, in this paper, we study the **planning accuracy** in inspection.

**C. Contributions**

In this paper, we analyze the spatial quantization error in two dimensions. The pdf of the spatial quantization error of a point in one dimension has been modeled as a uniform distribution in previous work [9], [11]. Using a similar representation, we analyze the error in the measured dimension of a line in two dimensions. The mean, the variance, the range and the pdf of the error are derived. We also analyze the displacement error in an active vision system. Based on normally distributed translational and orientational errors of the active vision head [21], we analyze how these errors propagate to the displacement of the projected points from the 3-D model to a two-dimensional (2-D) image plane. The pdf for the errors in dimensional measurement of linear segments resulting from displacement errors is derived. The total error in the active vision inspection is then characterized based on the integration of the quantization error and the displacement error. The expected accuracy in inspection of a set of entities by a given sensor setting is then analyzed. Using the predicted length, we can find the expected accuracy of the dimensional measurement in terms of the ideal dimension, the projected distance from the sensor to the line, and the angle of view.

**II. QUANTIZATION ERRORS IN INSPECTION**

The spatial quantization error is important in inspection, especially when the size of a pixel is significant compared to the allowable tolerances in the object dimension. A quantized sample indicates itself as part of the object image if and only if more than half of it is covered by the edge segment. Significant distortion can be produced by this kind of quantization. A point in the image can only be located to within one pixel of accuracy with traditional edge detection techniques. Recently, several new edge detection techniques have reported subpixel accuracy [12], [14], [16]–[18] to improve the precision of measurement on images. Many techniques in this group are based on interpolation of the acquired image. Although interpolation-based techniques increase the resolution of quantization to obtain sub-pixel accuracy, quantization still remains at some level.

**A. Two-Dimensional Quantization Errors in Dimensional Measurement**

The 2-D spatial quantization error is the combination of two one-dimensional (1-D) spatial quantization errors. Fig. 1 shows a line on a 2-D array of pixels. The resolution of the image is $r_x \times r_y$ where $r_x$ is the width of a pixel and $r_y$ is the length of a pixel. The horizontal component of the line length, $L_{x}$, is $l_x r_x + u_x + v_x$. The vertical component of the length of the line, $L_{y}$, is $l_y r_y + u_y + v_y$. The actual dimension, $L$, is therefore $\sqrt{l_x^2 + l_y^2}$.

The quantized length, $L_q = \sqrt{l_{xq}^2 + l_{yq}^2}$, where $L_{xq}$ and $L_{yq}$ are the horizontal and vertical quantized lengths, respectively. There are four random variables, two for the horizontal length, $u_x$ and $v_x$, and two for the vertical length, $u_y$ and $v_y$. All four are assumed to be uniformly distributed as

\[
\begin{align*}
    f_{u_x}(u_x) &= f_{v_x}(v_x) = \frac{1}{r_x} \text{ for } 0 \leq u_x \leq r_x \\
    &\quad \text{ or } 0 \leq v_x \leq r_x \\
    f_{u_y}(u_y) &= f_{v_y}(v_y) = \frac{1}{r_y} \text{ for } 0 \leq u_y \leq r_y \\
    &\quad \text{ or } 0 \leq v_y \leq r_y,
\end{align*}
\]

Fig. 1. A line on a 2-D array of pixels. The horizontal length of the line is $l_x r_x + u_x + v_x$. The vertical length of the line is $l_y r_y + u_y + v_y$. 
We will use a geometric approximation to characterize the 2-D quantization error. Fig. 2 shows a line with length \( L \) and lying at an angle of \( \gamma \) to the horizontal axis. (Note: The figure is not drawn to scale: \( \varepsilon_x \) and \( \varepsilon_y \) are much smaller than the length of the line in actual case.)

![Image](image_url)

**Fig. 2.** Original line with length \( L \) and angle between itself and horizontal axis \( \gamma \) and the quantized line with length \( L_q \) and parallel to the original line. (Figure is not shown in scale, \( \varepsilon_x \) and \( \varepsilon_y \) are much smaller than the length of the line in actual case.)

Using this geometric approximation, we can compute the mean and the variance of the 2-D quantization error. The mean of the quantization error in two dimensions is

\[
E[\varepsilon_q] \cong E[\cos \gamma \varepsilon_x + \sin \gamma \varepsilon_y] = \cos \gamma E[\varepsilon_x] + \sin \gamma E[\varepsilon_y] = 0
\]

because \( E[\varepsilon_x] \) and \( E[\varepsilon_y] \) are both zero [34]. The variance of the quantization error in two dimensions is

\[
\text{Var}[\varepsilon_q] \cong \text{Var}[\cos \gamma \varepsilon_x + \sin \gamma \varepsilon_y] = \frac{1}{6} (\cos^2 \gamma x^2 + \sin^2 \gamma y^2)
\]

because the variances of \( \varepsilon_x \) and \( \varepsilon_y \) are \( 1/6 \gamma x^2 \) and \( 1/6 \gamma y^2 \), respectively.

**B. Probability Density Function of Quantization Error**

In this section, we derive the pdf of the 2-D quantization error based on the geometric approximation. The pdf’s of the errors in the horizontal and vertical directions are the following triangle distributions.

For the \( x \)-direction

\[
f_{\varepsilon_{q_x}}(\varepsilon_{q_x}) = \begin{cases} 
\frac{1}{\gamma^2_x} \varepsilon_{q_x} + \frac{1}{\gamma^2_y}, & -\gamma \leq \varepsilon_{q_x} \leq 0 \\
-\frac{1}{\gamma^2_x} \varepsilon_{q_x} + \frac{1}{\gamma^2_y}, & 0 \leq \varepsilon_{q_x} \leq \gamma \\
0, & \text{otherwise.}
\end{cases}
\]

The approximate 2-D spatial quantization error, \( \varepsilon_q \), using (1) is in terms of two variables \( \varepsilon_{q_x} \) and \( \varepsilon_{q_y} \). The pdf is expressed in terms of \( \varepsilon_q \) and the joint statistics of \( \varepsilon_{q_x} \) and \( \varepsilon_{q_y} \).

\[
f_{\varepsilon_q}(\varepsilon_q) = \frac{1}{\cos \gamma} \int_{-\infty}^{\infty} f\left( \frac{\varepsilon_q - \sin \gamma \varepsilon_{q_x}}{\cos \gamma}, \varepsilon_{q_y} \right) d\varepsilon_{q_y}.
\]

If \( \varepsilon_{q_x} \) and \( \varepsilon_{q_y} \) are independent, \( f(\varepsilon_{q_x}, \varepsilon_{q_y}) = f_{\varepsilon_{q_x}}(\varepsilon_{q_x}) f_{\varepsilon_{q_y}}(\varepsilon_{q_y}) \). Substituting this into the above equation, we obtain the pdf of the spatial quantization error

\[
f_{\varepsilon_q}(\varepsilon_q) = \frac{1}{\cos \gamma} \int_{-\infty}^{\infty} f_{\varepsilon_{q_x}}(\varepsilon_{q_x}) \left( \tan \gamma \left( \frac{1}{\sin \gamma} \varepsilon_q - \tau \right) \right) d\tau.
\]

**III. DISPLACEMENT ERROR**

In active vision inspection, different sensor settings are used to position the active head to obtain and inspect various dimensions of interest. If the sensor location and orientation are different from the planned sensor setting (i.e., there is sensor displacement), the same entities may be observable, but as a result of the displacement, the dimensions derived from the image will be inaccurate. The difference between the observed dimensions and the actual dimensions is defined as displacement error. The analysis in this section yields a better understanding of dimensional measurement incorporating error due to displacement of the active sensor.

**A. Translational and Orientational Errors in Perspective Images**

In active vision inspection, the desired positions and orientations of the head are provided to the servo control which accomplishes the sensor placement task by a sequence of movements. The horizontal and vertical displacements of the projected points on the 2-D image are in terms of the six orientation and translation parameters of the sensor setting, the focal length of the sensor, the translational and orientational errors, and the 3-D coordinates of the model.

Given the orientation and location of the sensor and the coordinates of the object, we can compute the projected image of the object as

\[
\begin{bmatrix}
x \ y \\
y \ y \\
z \ c
\end{bmatrix} = P_{\text{WC}} Q \begin{bmatrix}
x_w \ y_w \\
z_w
\end{bmatrix} 1
\]

where \( [x_w, y_w, z_w]^T \) are the coordinates of the object in the world coordinate system, \((u, v)\) are the projected coordinates
in the image plane, \( P_{\text{per}} \) is the matrix for perspective projection, and \( Q \) is the transformation matrix between the world coordinates and the image coordinate system

\[
P_{\text{per}} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 - \frac{f}{z} \\ 0 & 0 & 0 & 1 \end{bmatrix}; \quad Q = \begin{bmatrix} r_{11} & r_{12} & r_{13} & t_x \\ r_{21} & r_{22} & r_{23} & t_y \\ r_{31} & r_{32} & r_{33} & t_z \\ 0 & 0 & 0 & 0 \end{bmatrix}
\]

\( f \) is the focal length of the sensor, \([r_{ij}]_{3 \times 3}\) is the rotation submatrix in terms of the orientation parameters and \([t_k]_{3 \times 1}\) is the translation submatrix in terms of the translation parameters.

If the sensor is displaced, the correct coordinates of the projected points must be computed with modification of the \( Q \) matrix because the rotation and translation parameters are distorted due to displacement. Thus, a matrix \( Q' \) must be substituted for \( Q \) in (4) to compensate. \( Q' \) is in terms of the three translational errors, \( d_x, d_y, d_z \), and three orientational errors, \( \delta x, \delta y, \delta z \), and the original translational and orientational parameters. The perspective matrix is unchanged because its only parameter, \( f \), is fixed

\[
Q' = Q + \Delta Q
\]

\[
= \text{Trans}(d_x, d_y, d_z) \cdot \text{Rot}(x, \delta x) \cdot \text{Rot}(y, \delta y) \cdot \text{Rot}(z, \delta z) \cdot Q
\]

(6)

where \( \text{Trans}(d_x, d_y, d_z) \) is a transformation representing a translation by \( d_x, d_y, d_z \), \( \text{Rot}(x, \delta x) \), \( \text{Rot}(y, \delta y) \), and \( \text{Rot}(z, \delta z) \) are transformations representing a differential rotation about the \( x, y, \) and \( z \) directions, respectively. \( \Delta \) is given as

\[
\Delta = \begin{bmatrix} 0 & -\delta z & \delta y & dx \\ \delta z & 0 & -\delta x & dy \\ -\delta y & \delta x & 0 & dz \\ 0 & 0 & 0 & 0 \end{bmatrix}.
\]

As a result, the displaced image coordinates \( (u', v') \) are computed using (4)–(6) and are given as

\[
u' = \frac{f(C1 + C3y + C2z + dx)}{f - (C3 + C2z + C1y + dz)},
\]

and

\[
v' = \frac{f(C2 + C1z + C3x + dy)}{f - (C3 + C2z + C1y + dz)}
\]

where \( C1 = r_{11}x_o + r_{12}y_o + r_{13}z_o + t_x, C2 = r_{21}x_o + r_{22}y_o + r_{23}z_o + t_y, \) and \( C3 = r_{31}x_o + r_{32}y_o + r_{33}z_o + t_z. \)

The image coordinates \( (u, v) \) without the displacement of the head are

\[
u = \frac{fC1}{f - C3}, \quad v = \frac{fC2}{f - C3}.
\]

The horizontal and vertical displacement errors, \( \varepsilon_{du} \) and \( \varepsilon_{dv} \), are shown as (7) and (8), shown at the bottom of the page, where

\[
\lambda_1 = fC1C2 \quad \lambda_2 = f((f - C3)C3 - C1^2) \quad \lambda_3 = fC2(C3 - f) \quad \lambda_4 = f(f - C3) \quad \lambda_5 = 0 \quad \lambda_6 = fC1 \quad \lambda_7 = 0 \quad \lambda_8 = f(C2^2 - (f - C3)C3) \quad \lambda_9 = -fC1C2 \quad \lambda_{10} = fC1(f - C3) \quad \lambda_{11} = 0 \quad \lambda_{12} = f(f - C3) \quad \lambda_{13} = fC2 \quad \lambda_{14} = 0 \quad \lambda_{15} = -C2(f - C3) \quad \lambda_{16} = C1(f - C3) \quad \lambda_{17} = 0 \quad \lambda_{18} = 0 \quad \lambda_{19} = 0 \quad \lambda_{20} = f - C3 \quad \lambda_{21} = (f - C3)^2.
\]

In (8) and (9), the displacement errors are in terms of the focal length of the sensor, the 3-D world coordinates, \((x_o, y_o, z_o)\), the translation and orientation parameters of the sensor, and the translational and orientational errors of the active head \([d_x, d_y, d_z, \delta x, \delta y, \delta z]\). As a result, for different 3-D points projected onto an image plane, the horizontal and vertical displacement errors on the image are not the same even if the focal length of the sensor, and the translational and orientational errors of the manipulator are the same. For instance, two points on a 3-D object, \((x_1, y_1, z_1)\) and \((x_2, y_2, z_2)\), may have unequal horizontal displacement errors, \(\varepsilon_{du1}\) and \(\varepsilon_{du2}\), and unequal vertical displacement errors, \(\varepsilon_{dv1}\) and \(\varepsilon_{dv2}\). This implies that the distribution of the displacement error for each projected point in an image is unique in spite of being generated by the same distribution of translational and orientational errors of the sensor.

### B. Probability Density Function of Displacement Errors

Suppose that the uncertainties in translation and orientation errors are all normal distributed with zero mean [21] such that

\[
f_d(a) = \frac{1}{\sqrt{2\pi} \sigma_a} e^{-(a^2/2\sigma_a^2)}
\]

where \( a \) represents any one of the translation errors \( d_x, d_y, d_z \), or the orientation errors \( \delta x, \delta y, \delta z \). Normal distributions allow simple propagation of the errors through linear relationships. If other distributions are used, more complicated propagation will be required. The normal distribution is also commonly used in error propagation for robot manipulators [21]. Since the image coordinate errors \( \varepsilon_{du} \) and \( \varepsilon_{dv} \) are in terms of the six translation and orientation errors, we compute the pdf of these errors as follows.

\[
\varepsilon_{du} = u' - u = \begin{bmatrix} \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \lambda_6 & \lambda_7 \end{bmatrix} \begin{bmatrix} \delta x \\ \delta y \\ \delta z \\ d_x \\ d_y \\ d_z \end{bmatrix}^T
\]

(7)

\[
\varepsilon_{dv} = v' - v = \begin{bmatrix} \lambda_8 & \lambda_9 & \lambda_{10} & \lambda_{11} & \lambda_{12} & \lambda_{13} & \lambda_{14} \end{bmatrix} \begin{bmatrix} \delta x \\ \delta y \\ \delta z \\ d_x \\ d_y \\ d_z \end{bmatrix}^T
\]

(8)
If \( a = \beta_1 a_1 + \beta_2 a_2 + \cdots + \beta_n a_n + \alpha \) where \( a_i \) are all normal distributed with zero mean and independent for \( i = 1, 2, \ldots, n \) and \( \alpha \) is a constant then \( a \) is normally distributed with mean \( \mu_a = \alpha \) and variance \( \sigma_a^2 = \beta_1^2 \sigma_1^2 + \beta_2^2 \sigma_2^2 + \cdots + \beta_n^2 \sigma_n^2 \).

From (7) and (8), the horizontal and vertical displacement errors, \( \varepsilon_{dx} \) and \( \varepsilon_{dy} \), are rational functions where both the numerator and the denominator are in terms of three rotational errors and three translational errors of the active head and a constant.

Let

\[
\varepsilon_{dx} = \frac{\xi}{\chi} \quad \text{and} \quad \varepsilon_{dy} = \frac{\xi}{\chi}
\]

(10)

where

\[
\xi = [\lambda_1 \lambda_2 \lambda_3 \lambda_4 \lambda_5 \lambda_6 \lambda_7] \quad \begin{bmatrix} \delta x & \delta y & \delta z & \delta y & \delta z & \delta x \end{bmatrix} 1
\]

\[
\chi = [\lambda_8 \lambda_9 \lambda_{10} \lambda_{11} \lambda_{12} \lambda_{13} \lambda_{14}] \quad \begin{bmatrix} \delta x & \delta y & \delta z & \delta y & \delta z & \delta x \end{bmatrix} 1
\]

As described above, the numerators and the denominator are normally distributed where \( \mu_\xi = \lambda_1 = 0 \), \( \sigma_\xi^2 = \lambda_1^2 \sigma_{1x}^2 + \lambda_2^2 \sigma_{1y}^2 + \lambda_3^2 \sigma_{1z}^2 + \lambda_4^2 \sigma_{4x}^2 + \lambda_5^2 \sigma_{5x}^2 + \lambda_6^2 \sigma_{6x}^2 + \lambda_7^2 \sigma_{7x}^2 \), \( \mu_\chi = \lambda_4 = 0 \), \( \sigma_\chi^2 = \lambda_1^2 \sigma_{1x}^2 + \lambda_2^2 \sigma_{1y}^2 + \lambda_3^2 \sigma_{1z}^2 + \lambda_1^2 \sigma_{4x}^2 + \lambda_2^2 \sigma_{4y}^2 + \lambda_3^2 \sigma_{4z}^2 \), \( \mu_\chi = \lambda_21 = \left( f - C_3 \right)^2 \), and \( \sigma_\chi^2 = \lambda_1^2 \sigma_{1x}^2 + \lambda_2^2 \sigma_{1y}^2 + \lambda_1^2 \sigma_{1z}^2 + \lambda_2^2 \sigma_{2x}^2 + \lambda_3^2 \sigma_{2y}^2 + \lambda_3^2 \sigma_{2z}^2 \).

Since \( \xi \), \( \xi \), and \( \chi \) are all in terms of the same translational and rotational errors, they are dependent on each other. To find the pdf of \( \varepsilon_{dx} \) and \( \varepsilon_{dy} \), the correlation coefficients of \( \xi \) and \( \chi \), and \( \xi \) and \( \chi \) are used.

Let

\[
g_1(\varepsilon_{dx}) = \sigma_\xi^2 - 2r_{\xi\chi} \sigma_\chi \varepsilon_{dx} + \sigma_\chi^2 \varepsilon_{dx}^2
\]

\[
g_2(\varepsilon_{dy}) = \sigma_\chi - r_{\xi\chi} \varepsilon_{dy}
\]

\[
h_1(\varepsilon_{dx}) = \sigma_\xi^2 - 2r_{\xi\chi} \sigma_\chi \varepsilon_{dy} + \sigma_\chi^2 \varepsilon_{dy}^2
\]

\[
h_2(\varepsilon_{dy}) = \sigma_\chi - r_{\xi\chi} \varepsilon_{dx}
\]

If \( f = C_3 \), and either \( \text{COV}(\xi, \chi) = 0 \) or \( \text{COV}(\xi, \chi) = 0 \), \( r_{\xi\chi} = \mu_\xi = 0 \) or \( r_{\xi\chi} = \mu_\chi = 0 \), respectively. The pdf of the horizontal and vertical errors of image coordinates are then

\[
f_{\varepsilon_{dx}}(\varepsilon_{dx}) = \frac{\sigma_\xi \sigma_\chi \sqrt{1 - r_{\xi\chi}^2}}{\pi g_1(\varepsilon_{dx})} \exp \left( -\frac{\mu_\chi^2}{2g_1(\varepsilon_{dx})} \left( \varepsilon_{dx}^2 + \frac{\sigma_\xi^2}{\sigma_\chi^2} \right) \right)
\]

(11)

and

\[
f_{\varepsilon_{dy}}(\varepsilon_{dy}) = \frac{\sigma_\chi \sigma_\chi \sqrt{1 - r_{\xi\chi}^2}}{\pi h_1(\varepsilon_{dy})} \exp \left( -\frac{\mu_\chi^2}{2h_1(\varepsilon_{dy})} \left( \varepsilon_{dy}^2 + \frac{\sigma_\xi^2}{\sigma_\chi^2} \right) \right)
\]

(12)

1) Characteristics of the Probability Density Function of Displacement Errors: In order to study the effect of the displacement errors on active vision inspection, the characteristics of their pdf’s must be understood. The last section derived the pdf’s for the horizontal and vertical errors in the image coordinates of a point based on the displacement errors. The parameters in these functions are the focal length of the camera, \( f \), and the coordinates of the ideal projection point in the camera coordinate system, \((C_1, C_2, C_3)\). In this section, the sensitivity of the pdf’s to those parameters is explored through several examples.

The pdf’s of the horizontal and vertical displacements errors, (11) and (12), are derived based on the mean, variance, and correlation coefficients of the numerator and denominator of
the errors given in (7) and (8). Both the numerator and denominator of (7) and (8) are normally distributed. The means \((\mu_\zeta, \mu_\xi, \mu_\chi)\), variances \((\sigma_\zeta^2, \sigma_\xi^2, \sigma_\chi^2)\), and correlation coefficients \((\tau_\zeta, \tau_\xi, \tau_\chi)\) all depend on \(f, C1, C2, C3\), and the variance of the translational and orientational errors of the active head. Given the pdf’s of the translational and orientational errors of the active head, the focal length, and the projection of the model point in the sensor coordinates, one can determine the mean, variance, and the correlation coefficients of the numerator and the denominator. Considering one of these parameters at a time

i) \(\mu_\zeta, \mu_\xi, \mu_\chi\)

Since \(\lambda_5\) and \(\lambda_{14}\) are zero, the means of the numerator for the errors, \(\mu_\zeta\) and \(\mu_\xi\), are both zero. The mean of the denominators for the errors, \(\mu_\chi\), is equal to \(\lambda_{21}\), which is \((f - C3)^2\). \(\mu_\chi\) increases as \([f - C3]\) increases. \(f\) is the focal length of the camera and \(C3\) is the distance between the model point and the image plane. \(f\) is based on the lens of the sensor and it may be assumed to be fixed, however, \(C3\) depends on the distance between the object and the sensor. Thus, \(\mu_\chi\) increases as the orthogonal distance between the inspected object and the sensor increases. Fig. 3 shows the pdf of the horizontal and vertical displacement errors with \(\mu_\chi\) equal to 1.0, 5.0, 10.0, and 20.0. The variances, \(\sigma_\zeta^2, \sigma_\xi^2, \sigma_\chi^2\), are 2.0, and the correlation coefficients, \(\tau_\zeta, \tau_\xi, \tau_\chi\), are 0.5. This figure shows that the mode is closer to zero, its probability density value increases, and the shape of the curve is narrower when \(\mu_\chi\) increases. As a result, the probability of the projected point on the 2-D image having large horizontal or vertical displacement errors decreases if the inspected object is farther from the sensor.

ii) \(\tau_\zeta, \tau_\xi, \tau_\chi\)

The distributions of the numerators, \(\zeta\) and \(\xi\), and the denominators, \(\chi\), of the displacement errors are normal and dependent as discussed in Section III-B. The covariances of the numerator and denominator measure their dependence. Let \(\sigma_\zeta^2 = \sigma_\xi^2 = \sigma_\chi^2 = \frac{\sigma_\xi^2}{\sigma_\chi^2}\) and \(\sigma_\zeta^2 = \sigma_\xi^2 = \sigma_\chi^2 = \frac{\sigma_\xi^2}{\sigma_\chi^2}\) because the variances of the orientational errors about three orthogonal axis are approximately equal and the variances of the translational errors along each direction are also approximately equal. The covariances of \(\zeta\) and \(\chi\) and the covariance of \(\zeta\) and \(\chi\) are calculated as

\[
\text{Cov}(\zeta, \chi) = fC1(f - C3)((fC3 - C1^2 - C2^2 - C3^2) \cdot \sigma_\zeta^2 + \sigma_\chi^2)
\]

(13)

\[
\text{Cov}(\xi, \chi) = fC2(f - C3)((fC3 - C1^2 - C2^2 - C3^2) \cdot \sigma_\xi^2 + \sigma_\chi^2)
\]

(14)

If \(\text{Cov}(\zeta, \chi) > 0\), \(\zeta\) and \(\chi\) are positively correlated, otherwise, they are negatively correlated. A similar situation holds for \(\xi\) and \(\chi\). Fig. 4(a) and (b) show the effects of the correlation coefficient of the numerator and denominator on the pdf of horizontal and vertical displacement errors of projected points with \(\tau_\zeta, \tau_\xi, \tau_\chi\) varying from \(-0.9\) to \(+0.9\), \(\mu_\chi = 2.0\), and \(\sigma_\zeta^2, \sigma_\xi^2, \sigma_\chi^2 = 1.0\). These figures show that the mode is positive when the correlation coefficient is positive and the mode is negative when the correlation coefficient is negative. The mode is zero when the correlation coefficient is zero. As the correlation coefficient increases from zero, the mode increases and the probability density value of the mode increases. Similarly, as the correlation coefficient decreases from zero, the mode decreases and the probability density value of the mode increases. The absolute value of the probability density
value of the mode is minimum when the correlation coefficient is zero. Thus, the likelihood of having more positive errors or more negative errors depends on the sign of \( \text{COV}(\zeta, \chi) \) and \( \text{COV}(\xi, \chi) \) and the probability of having large errors depends on the absolute value of \( \text{COV}(\zeta, \chi) \) and \( \text{COV}(\xi, \chi) \).

Since the correlation coefficient is equal to the covariance between the numerator and denominator divided by the product of their standard deviations, the sign of the correlation coefficient and the mode of the pdf depends on the sign of the covariance between the numerator and the denominator. From (13) and (14), \( \text{COV}(\zeta, \chi) \) and \( \text{COV}(\xi, \chi) \) are in terms of \( f, C_1, C_2, C_3, \sigma_1^2, \) and \( \sigma_2^2 \). Indeed, \( \text{COV}(\zeta, \chi) = \text{COV}(\xi, \chi) \) when \( C_1 = C_2 \) for all values of \( C_3 \). \( f \) and \( C_3 \) are positive and \( f \) is small compared to \( C_3 \), therefore, \( (f - C_3) \) and \( (fC_3 - C_1^2 - C_2^2 - C_3^2) \) are always negative. As a result, if \( (fC_3 - C_1^2 - C_2^2 - C_3^2) \sigma_1^2 + \sigma_2^2 \leq 0, \text{COV}(\zeta, \chi) \) is an increasing function of \( C_1 \) and is 0 when \( C_1 = 0 \). Similarly, if \( (fC_3 - C_1^2 - C_2^2 - C_3^2) \sigma_1^2 + \sigma_2^2 \leq 0, \text{COV}(\xi, \chi) \) is an increasing function of \( C_2 \) and is 0 when \( C_2 = 0 \). \( (fC_3 - C_1^2 - C_2^2 - C_3^2) \sigma_1^2 + \sigma_2^2 \leq 0 \) is typically true because \( C_3 \) is much larger than \( \sigma_1 \) and \( \sigma_2 \). This analysis shows that the probability of large horizontal displacement errors increases when the horizontal distance between the inspected object and the optical axis of the sensor increases. A similar situation holds for the vertical displacement errors.

### C. Displacement Errors in Dimensional Measurement

The displacement errors in projected points result in errors in the measured area of a surface, the measured curvature of an arc or the measured length of a line segment. These features are composed of the projection of the corresponding points from the 3-D model. In this section, we will investigate the displacement errors introduced in the dimension measurement of linear segments.

The coordinates of the end-points of a linear segment in an image are \((u_1, v_1)\) and \((u_2, v_2)\). The length of the line segment is the distance between the end-points. For fixed translational and orientational errors of the sensor, the values of horizontal and vertical displacement errors of \( u_1 \) and \( u_2 \) are not identical; similarly, the displacement errors of \( v_1 \) and \( v_2 \) are not identical.

Let \((u_1, v_1)\) correspond to the projection of model point \((x_1, y_1, z_1)\) and \((u_2, v_2)\) correspond to the projection of model point \((x_2, y_2, z_2)\). Using (7) and (8), the horizontal and vertical displacement errors can be computed.

The displacement error in the dimension of the line segment is composed of two components, the horizontal component \( \varepsilon_{dx} \) and the vertical component \( \varepsilon_{dy} \). The horizontal component, \( \varepsilon_{dx} \), is equal to \( \varepsilon_{dx_1} - \varepsilon_{dx_2} \), and similarly, the vertical component, \( \varepsilon_{dy} \), is equal to \( \varepsilon_{dy_1} - \varepsilon_{dy_2} \). The pdf’s of \( \varepsilon_{dx_1}, \varepsilon_{dx_2}, \varepsilon_{dy_1}, \) and \( \varepsilon_{dy_2} \) are given in (11) and (12). The pdf of \( \varepsilon_{dx} \) and \( \varepsilon_{dy} \) can be obtained by integrating the pdf’s of \( \varepsilon_{dx_1}, \varepsilon_{dx_2}, \varepsilon_{dy_1}, \) and \( \varepsilon_{dy_2} \), respectively. The correlation between \( \varepsilon_{dx_1}, \varepsilon_{dy_1}, \varepsilon_{dx_2}, \) and \( \varepsilon_{dy_2} \) are investigated by simulations. The result shows that \( \varepsilon_{dx_1}, \varepsilon_{dx_2}, \varepsilon_{dy_1}, \) and \( \varepsilon_{dy_2} \) are positively correlated, therefore, \( \text{COV}(\varepsilon_{dx_1}, \varepsilon_{dy_1}) \) and \( \text{COV}(\varepsilon_{dx_2}, \varepsilon_{dy_2}) \) are positive. That means, the assumption of independence between \( \varepsilon_{dx_1}, \varepsilon_{dx_2}, \varepsilon_{dy_1}, \) and \( \varepsilon_{dy_2} \) causes an overestimation of the variance in the errors. The pdf’s of \( \varepsilon_{dx} \) and \( \varepsilon_{dy} \) obtained by assuming independence between \( \varepsilon_{dx_1}, \varepsilon_{dx_2}, \varepsilon_{dy_1}, \) and \( \varepsilon_{dy_2} \), are computed by the convolution of the pdf’s of \( \varepsilon_{dx_1} \) and \( -\varepsilon_{dx_2} \), and \( \varepsilon_{dy_1} \) and \( -\varepsilon_{dy_2} \), respectively

\[
\begin{align*}
\int_{-\infty}^{\infty} f_{\varepsilon_{dx}}(\varepsilon_{dx}) = f_{\varepsilon_{dx_1}}(\varepsilon_{dx} + \tau) f_{\varepsilon_{dx_2}}(\tau) d\tau \\
\int_{-\infty}^{\infty} f_{\varepsilon_{dy}}(\varepsilon_{dy}) = f_{\varepsilon_{dy_1}}(\varepsilon_{dy} + \tau) f_{\varepsilon_{dy_2}}(\tau) d\tau.
\end{align*}
\]

Although \( \varepsilon_{dx_1}, \varepsilon_{dx_2}, \varepsilon_{dy_1}, \) and \( \varepsilon_{dy_2} \) are not independent, the density function obtained by this assumption bounds the variability of the actual density function and is easy to compute.

Similar to the geometric approximation used for the spatial quantization error, the 2-D displacement error, \( \varepsilon_d \), in the dimension of a linear segment with an angle of \( \gamma \) between the segment and the horizontal axis of the image can be expressed in terms of the horizontal and vertical components of dimensioning errors due to displacement and the angle \( \gamma \), in the following open form:

\[
\varepsilon_d = \cos \gamma \varepsilon_{dx} + \sin \gamma \varepsilon_{dy}.
\]

The pdf of the dimensioning error due to the displacement of the sensor can be expressed in terms of the pdf’s of the component dimensioning error and the angle, \( \gamma \), in the following open form:

\[
\int_{-\infty}^{\infty} f_{\varepsilon_{dx}}(\varepsilon_{dx}) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f_{\varepsilon_{dy}}(\varepsilon_{dy}) \left( \frac{1}{\sin \gamma} \left( \frac{1}{\sin \gamma} - \tau \right) \right) d\tau.
\]

### D. The Total Error

Displacement is independent of the resolution of the sensor and, consequently, independent of the quantization error. Thus, the total inspection error, \( \varepsilon_t \), is the sum of the quantization error, \( \varepsilon_q \), and the displacement error, \( \varepsilon_d \)

\[
\varepsilon_t = \varepsilon_q + \varepsilon_d.
\]

The pdf of the quantization error and the displacement error, \( f_{\varepsilon_q}(\varepsilon_q) \) and \( f_{\varepsilon_d}(\varepsilon_d) \), are given in (3) and (17). Based on (18), the pdf of the total error is computed from the convolution of the pdf’s of the quantization and displacement errors

\[
\int_{-\infty}^{\infty} f_{\varepsilon_t}(\varepsilon_t) = \int_{-\infty}^{\infty} f_{\varepsilon_q}(\varepsilon_t - \tau) f_{\varepsilon_d}(\tau) d\tau.
\]

### IV. Planning Accuracy in Inspection of Linear Dimensions

Accuracy in active vision inspection can be improved by careful choice of the sensor settings for each inspected dimension. A sensor setting determines the location and view direction where an active sensor may be placed to observe one or more objects which contain one or more topologic entities whose dimensions are to be measured. A sensor arrangement, \( S = \{x_1, x_2, \ldots, x_n\} \), has \( n \) sensor settings \( x_1 \) to \( x_n \). \( x_i \) is a sensor setting which is an ordered triple \((v_i, d_i, \omega_i)\) consisting
of a sensor location $v_i$, a sensor view direction $d_i$, and a set of observable segments (features) $o_i$ from the given setting. The same edge segment of a part (model) can be observed using many sensor settings. Although a dimensional attribute, such as the width of a slot may be observable from different sensor settings, the utility of each sensor setting is not identical. However, because more than one entity (feature) can be captured on each image, it is usually desirable to perform several dimensional inspections from a single sensor setting in order to minimize the sensing operations and the data processing. Thus, simplistic techniques based on orthogonal direction and minimal distance are not viable methods in this case [11], [23]. Instead, it is necessary to evaluate the accuracy attainable from the sensor settings, and ensure that the potential errors in all dimensional measurements from each setting are acceptable for verification of required (part) tolerances as indicated in the design. Hence, an analysis of expected accuracy of dimensional inspections in terms of the sensor setting parameters and sensor resolution is necessary in this case.

The inspection accuracy in dimensioning a linear segment can be defined as

$$\text{Accuracy} = 1 - \frac{\varepsilon}{L}$$  \hspace{1cm} (20)

where $L$ is the image (or projected) length of the segment. This representation can be used to analyze the utility of different sensor settings by evaluating the probability for a dimensioning accuracy to be within a particular tolerance. $L$ can be found in terms of the angle between the segment and the direction of the camera axis, $\beta$, the translational distances between the camera and the midpoint of the segment, $t_x, t_y, t_z$ (where $t_{x}, t_{y}$ are along the horizontal and vertical image plane axes, and $t_{z}$ is along the sensor view direction), and the model length of the segment in three dimensions, $L_w$ as shown in Fig. 5(a)

$$L(L_w, \beta, t_x, t_y, t_z, f) = L_w f \sqrt{t_x^2 \cos^2 \beta + ((t_x + t_z) \sin \beta - t_y \cos \beta)^2} \left( f + t_z \right)^2 - 1/4L_w^2 \cos^2 \beta.$$  \hspace{1cm} (21)

When the camera is pointing at the center of the segment (focal axis meets the midpoint), $t_x$ and $t_y$ are both equal to zero. In this case, the above equation can be simplified to be only in terms of $\beta, L_w, f$, and the distance $d$ as shown in Fig. 5(b)

$$L(L_w, \beta, d, f) = L_w f \sin \beta \left( \frac{d + f}{(d + f)^2 + 1/4L_w^2} \cos^2 \beta \right).$$  \hspace{1cm} (22)

We obtained expressions for the pdf of $\varepsilon$ in terms of the sensor and the sensor setting parameters in previous sections. With both $L$ and the error pdf expressed in terms of these parameters, we can compute the likelihood of achieving a certain accuracy level from particular sensor settings. Comparing the variance of accuracy computed from (20) with the tolerance specified, we can determine the dimensional inspection capability for given sensor settings. Thus, given that the accuracy tolerance is $[1 - T, 1]$ where $0 \leq T \leq 1$ for a dimension to be inspected, we can compute the likelihood that the achieved accuracy is within this tolerance range by computing $\Pr\{\text{Accuracy} \geq 1 - T\}$. For example, if the likelihood is greater than a certain threshold, $T_h$ where $0 \leq T_h \leq 1$, the sensor setting may be considered acceptable for inspecting the corresponding dimension, and if the probability is less, the view direction of the sensor and/or the sensor location can be changed [one method for this may be based on (21) and (22)]. Changing the angle $\beta$, and/or the distance $d$ changes the achievable accuracy. As a result, we can more effectively integrate them in our dimensional inspection strategy, and better understand their quantitative nature. This could be helpful in determining sensor settings which are better capable to dimensionally inspect part (model) attributes with a desired accuracy.
Fig. 7. (a) img1 acquired by ss1, (b) img2 acquired by ss2, (c) img3 acquired by ss3, (d) img4 acquired by ss4, (e) img5 acquired by ss5, (f) edge map of img1, (g) edge map of img2, (h) edge map of img3, (i) edge map of img4, (j) edge map of img5.
Fig. 8. (a) The pdf of the quantization error for img1, img2, img3, img4 and img5, (b) the pdf of displacement error for ss1, ss2, ss3, ss4, and ss5, (c) the pdf of the combined error of ss1, ss2, ss3, ss4, and ss5, (d) the accuracy of dimension by ss1, ss2, ss3, ss4, and ss5.

V. EXPERIMENTAL RESULTS

This section describes an experiment to investigate the effect of the choice of sensor setting (sensor orientation and location) on the dimensional inspection accuracy. Given a set of part dimensions, \( M \), to be inspected, a desirable sensor setting, ss, in active vision inspection will maximize the cardinality of the subset of \( M \) which would be observable and can be dimensioned from it. It also provides an acceptably high level of dimensioning accuracy for each of the elements in this subset. In dealing with different sensor settings, although some sensor settings may provide observability of a maximal set of dimensions, the (expected) dimensioning accuracy for some dimensions (edge segments) may not be acceptably high.

In this experiment, the dimension \( \text{E2} \) of the part shown in Fig. 6(a) (length of the step) is dimensioned from five different sensor settings. The accuracy of the dimensional inspections are analyzed and compared. This analysis clarifies the effect of sensor settings on the dimensioning accuracy, and active vision inspection planning.

Fig. 7(a)–(e) shows five of the images (img1, img2, img3, img4, and img5) acquired from the sensor settings 1, 2, 3, 4, and 5 (ss1, ss2, ss3, ss4, and ss5). In each of ss1 and ss2, the distance between the desired entity (E2) and the sensor is approximately the same, the relative orientation between the entity and the sensor is also about the same (along the optical axes of the sensors), however, the orientation of the object relative to its center is different, causing the entity to appear differently in the image, (the edge segment is shorter on img1). For ss2 and ss3, the distance between the sensor and the desired entity in ss2 is shorter than in ss3, while ss3 has an orthogonal direction of view (E2 is perpendicular to the optical axis of ss3). The length of the desired entity in images from ss2 and ss3 is approximately the same. For ss3, ss4, and ss5, the distance between E2 and the sensors is approximately the same. However, the object is along the optical axis of ss3, the object is farther away from the optical axis of ss4 in the horizontal direction of the sensor coordinate system, and the object is farther away from the optical axis of ss5 in both horizontal and vertical directions of the sensor coordinate system. The relative orientation between E2 and the sensors, ss3, ss4, and ss5, are significantly different. The length of E2 in these images is approximately the same.

Fig. 8(a) shows the pdf of the quantization error. Since the quantization error is dependent only on the sensor resolution and the orientation of the projected segment in the image, the distributions of the quantization error for ss1, ss2, ss3, ss4, and ss5 are the same. The pdf’s of errors due to displacement for ss1, ss2, ss3, ss4, and ss5 are shown in Fig. 8(b). The dimensional errors due to displacement are dependent on the relationship of the segment with respect to the image plane and its coordinate system. Because the relative orientation between E2 and the sensor coordinate systems of ss1 and ss2 is approximately the same, the distribution of the errors due to displacement for these sensor settings is approximately...
the same as shown in Fig. 8(b). In ss3, E2 is farther from the sensor along the optical axis. The distribution of errors due to displacement for ss3 is narrower and its peak is higher as shown in Fig. 8(b). In ss4 and ss5, E2 is farther away from the optical axes of the sensors, the distributions of errors due to displacement for ss4 and ss5 are wider and their peaks are lower. Combining the errors due to quantization and displacement, the pdf of total error for ss1, ss2, ss3, ss4, and ss5 are shown in Fig. 8(c). Using the pdf’s in Fig. 8(c), we can compute the expected accuracy for dimensional inspection from ss1, ss2, and ss3 using (19). The result of this computation is plotted in Fig. 8(d).

Although the error pdf for ss1 and ss2 appear the same, the image dimension of $E^2$ from these sensor settings is different. As a result, the dimensioning accuracy from ss1 could be lower than that from ss2. For example, if we were interested in 99% accuracy, the likelihood of achieving that from ss1 is 0.44 while the likelihood for ss2 is 0.79. The pdf of error for ss3 is different from the other sensor settings; the likelihood of obtaining 99% accuracy is 0.87 (higher than ss1 and ss2). Intuitively, this decrease (from ss3 to ss2) in likelihood of accuracy can be attributed to the sensor being placed closer to the dimensioned entity. As distance decreases the same displacement errors introduce larger distortions in the projected coordinates and thus larger distortions in computed dimensions. Although the quantization errors will have an opposite effect, this effect may be smaller, and in any case the amount to which they cancel each other depends on two given sensor setting’s relationship. Also, the introduced distortion is more serious if the inspected entity is positioned farther away from the optical axis of the sensor, which is shown in the accuracy of ss4 and ss5. The likelihood of obtaining 99% accuracy for ss4 and ss5 are 0.75 and 0.72, respectively. This experiment shows the effect of the quantization and displacement errors based on the analysis presented in Sections II and III. This analysis could be helpful in determining the acceptability of given sensor settings for active vision dimensional inspection, and/or for proposing alternative sensor settings.

VI. CONCLUSION

Although there are many advantages in using active vision inspection, there are also inherent errors. In this paper, we have concentrated on the analysis of spatial quantization errors, the errors due to sensor displacement, and their effects on the dimensional measurements of linear segments. We have developed a general analysis for the spatial quantization error in two dimensions. The range, mean, variance, and the pdf of the error in dimensional inspection of a segment are derived in terms of the resolution. A probabilistic analysis of the dimensional inspection errors due to displacement is also developed. Finally, a method for integrating the errors due to quantization and displacement makes it possible to compute the total error in active vision dimensional inspection. We have also developed an analysis for expected accuracy in dimensional measurement from different sensor settings. Accuracy is derived in terms of the resolution, the sensor location and view direction, the focal length and the model (part) dimension of the edge segment. Using this approach, we can determine the capability for inspecting different dimensions by specific sensor settings to ensure that design specifications are satisfied. Our experimental results suggest that the probabilistic based model of uncertainty in measurements gives a close match with real results. This type of analysis should be part of the system design and inspection planning procedures, leading to more accurate inspection.
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