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Abstract. We prove the global existence of nonnegative variational solutions to the “drift
diffusion” evolution equation

∂tu + div

„
u

“
2D

∆
√

u
√

u
− f

”«
= 0

under variational boundary condition. Despite the lack of a maximum principle for fourth
order equations, nonnegative solutions can be obtained as a limit of a variational approximation
scheme by exploiting the particular structure of this equation, which is the gradient flow of the
(perturbed) Fisher Information functional

F f (u) :=
1

2

Z ˛̨
D log u

˛̨2
u dx +

Z
fu dx

with respect to the Kantorovich-Rubinstein-Wasserstein distance between probability measures.
We also study long time behaviour of the solutions, proving their exponential decay to the

equilibrium state g = e−V characterized by

−∆V +
1

2

˛̨
DV

˛̨2
= f,

Z
e−V dx =

Z
u0 dx,

when the potential V is uniformly convex: in this case the functional F f coincides with the
Relative Fisher Information

F f (u) =
1

2
I (u|g) =

Z ˛̨
D log(u/g)

˛̨2
u dx.
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3.1. A Sobolev inequality for the square root 36
3.2. Second order functionals 38
4. First variation of the Fisher information 42
4.1. Flows and vector fields 42
4.2. The derivative of the Fisher information along smooth curves. 43
5. First variation of the Fisher information w.r.t. the Fokker-Planck equation 46
5.1. The case of a bounded smooth domain 46
5.2. The case of a general convex domain 48
5.3. Estimates and characterization of the limiting subdifferential of I2(·| γ) 50
6. Proofs of the main results of §1.9: gradient flow of F f 56
6.1. Proof of Theorem 1 (the case F f (µ0) < +∞) 56
6.2. Proof of Theorem 2 (Quadratic moments) 56
6.3. Proof of Theorem 3 (Energy inequalities and asymptotic behavior) 58
6.4. Proof of Theorem 4 (Regularizing effect) 59
6.5. Proof of Theorem 5 (Asymptotic decay when f ≡ 0) 61
7. Discrete entropy estimates and proofs of the main results 63
7.1. Discrete estimates and entropy inequalities 63
7.2. Proof of Theorem 6 (the case I2(µ0| γ) < +∞) 65
7.3. Proof of Theorem 7 (the case H (µ0| γ) < +∞) 66
References 67



3

1. Introduction and main result

The aim of this paper is to study global existence in time for nonnegative solutions u of the
fourth order “Quantum drift diffusion” equation

(EE1) ∂tu+ div
(
uD

(
2
∆
√
u√
u
− f

))
= 0 in ΩT := Ω× (0, T ),

subject to the initial Cauchy condition

(1.1) u(x, 0) = u0(x) ≥ 0 in Ω, with u0 ∈ L1(Ω),
∫

Ω

|x|2u0(x) dx < +∞,

and to the variational boundary conditions

∂nu = 0 on (∂Ω)T := ∂Ω× (0, T ),(1.2)

u∂n

(
2
∆
√
u√
u
− f

)
= 0 on (∂Ω)T .(1.3)

Here ∂t := ∂
∂t , D denotes the gradient with respect to (w.r.t.) spatial variables, Ω is an open

convex (possibly unbounded) domain of Rd with exterior unit normal n, T ∈ (0,+∞] is the final
time, f is a given perturbation term, which satisfies

(1.4) f ∈ C1(Ω), Cf := sup
x∈Ω

(
|f(x)|

1 + |x|2
+
|Df(x)|
1 + |x|

)
< +∞, lim inf

|x|→∞

f(x)
|x|2

≥ 0.

1.1. An important case. A particularly important case concerns functions f of the type

(1.5a) f = 2
∆
√
g

√
g

=
1
2

∣∣DV ∣∣2 −∆V,

where g is a strictly positive function which is induced by a λ-convex potential V : Rd → R through
the formula

(1.5b) g(x) := Z−1e−V (x), V ∈ C2(Rd), D2V (x) ≥ λ Id ∀x ∈ Rd, inf
x∈Ω

V (x) > −∞,

where the normalization constant Z > 0 (and the initial datum u0) have been chosen so that

(1.5c)
∫

Ω

g(x) dx =
∫

Ω

u0(x) dx = Z−1

∫
Ω

e−V (x) dx = 1.

We also assume that the potential V satisfies

∂nV = 0 on ∂Ω,(1.5d)

so that g represents the density of an invariant probability measure γ := gLd associated to the
equation (EE1); besides (1.5b), we will also often ask for the further technical assumption

sup
x∈Ω

∥∥D2V (x)
∥∥ < +∞.(1.5e)

When V is convex (i.e. λ ≥ 0 in (1.5b)) γ is a log-concave measure. Let us observe that the
equation is invariant with respect to addition of constants to f or to V , and to multiplication of
g by nonnegative constants; in particular the normalization condition (1.5c) is not restrictive, at
least when γ is a finite measure. Particularly interesting cases are

(1.6)
∂tu+ 2 div

(
uD

∆
√
u√
u

)
= 0 for f = V ≡ 0,

with g ≡ Z−1, Z := Ld(Ω), γ = Z−1Ld, the (normalized) Lebesgue measure,

which has been introduced by [DLSS91] and studied in a bounded domain Ω by [BLS94] and
subsequently by [JP00], and its (suitably) rescaled version in the whole space Rd [CT02]

(1.7) ∂tu+ div
(
u

(
2D

∆
√
u√
u
− λ2x

))
= 0,
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which corresponds to

(1.8) V (x) =
λ|x|2

2
, Z := (2πλ−1)d/2, g(x) =

(
λ
2π

)d/2
e−

λ
2 |x|

2
, f(x) =

λ2

2
|x|2 − d λ

for some λ > 0; in this case γ is the centered Gaussian measure with variance λ−1.

1.2. Other forms of the equation. Before discussing the precise meaning of the equation and
the related notion of solutions, let us recall that equation (EE1) has a rich structure and, at least
for regular positive solutions, other equivalent forms.

Neglecting the boundary conditions, it is not difficult to recognize that (EE1) is (formally)
equivalent to

(EE2) ∂tu+
d∑

i,j=1

∂2
ij

(
u ∂2

ij log u
)
−

d∑
i=1

∂i

(
u ∂if

)
= 0 in ΩT ,

and to

(EE3) ∂tu+ ∆2v −
d∑

i,j=1

∂2
ij

(
∂iu ∂ju

u

)
−

d∑
i=1

∂i

(
u ∂if

)
= 0 in ΩT ,

where we set ∂i := ∂
∂xi

, ∂2
ij = ∂2

∂xi∂xj
. We will present in Theorem 5.9 the calculations which show

the equivalence of (EE1), (EE2), and (EE3), under suitable regularity assumptions on u and its
square root r :=

√
u.

In the case f ≡ 0, formulation (EE3) was exploited by [BLS94] in order to show local existence
in time, uniqueness, and regularity of a mild solution for strictly positive and sufficiently regular
initial data u0 and periodic boundary conditions. [BLS94] considers the singular part of the
equation as a perturbation term of the linear fourth order equation governed by the biharmonic
operator. Techniques related to analytic semigroups are then involved and a connection between
the positivity-preservation and the global existence in time is provided, although neither of them
is proved except for an indication of the positivity exhibited by numerical experiments.

1.3. Changing the reference measure. In the case f is associated to a potential V as in
(1.5a,b,c,d), these equations can be rewritten in more expressive forms. First of all, let us remark
that, being g a stationary solution of (EE1), the relative density of u with respect to g (or, better,
the density of the measure µ := u · Ld with respect to γ) and its square root play an important
role in many formulae: we will systematically employ the short notation

(1.9) v := u/g, s =
√
v =

√
u/g, u = vg = s2g, µ = u · Ld = v · γ,

and we will introduce the partial differential operators ∂̃i,divγ , ∂̃
2
ij ,∆γ , which (for sufficiently

regular functions) are defined by

(1.10)
∂̃iv := g−1∂i(gv) = ∂iv − v ∂iV, divγv :=

∑
i

∂̃ivi = g−1 div(gv) = div v − v ·DV,

∂̃2
ijv := g−1 ∂2

ij(gv) = ∂̃i∂̃jv = ∂̃j ∂̃iv, ∆γv := divγ(Dv) = ∆v −Dv ·DV.

They satisfy the “integration by parts formulae” against test functions ζ ∈ C∞c (Ω) with respect
to the measure γ

(1.11)

∫
Ω

v ∂iζ dγ = −
∫

Ω

∂̃iv ζ dγ,
∫

Ω

v ·Dζ dγ = −
∫

Ω

divγv ζ dγ,∫
Ω

v ∂2
ijζ dγ =

∫
Ω

∂̃2
ijv ζ dγ,

∫
Ω

Dv ·Dζ dγ = −
∫

Ω

∆γv ζ dγ.

Of course, in the case (1.6) when g ≡ Z−1, all these operators coincide with the usual ones and
the sub/superscripts γ , ˜ can be removed in each formula; in the case of (1.8) for λ = 1, ∆γ is the
Ornstein-Uhlenbeck operator ∆− x ·D.
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One of the main advantages of this point of view relies on a simplification in the nonlinear term
inside (EE1), which can be rewritten as

(1.12) 2
∆
√
u√
u
− f

(1.9)
= 2

∆γ
√
v√

v
.

In fact, (1.5a) yields up to the factor 2

(1.13)

∆
√
u√
u
−

∆
√
g

√
g

=
1

s
√
g

(
∆(s

√
g)− s∆

√
g
)

=
1
s

(
∆s−DV ·Ds

)
=

∆γs

s
=

∆γ
√
v√

v
,

where s =
√
v =

√
u/g.

Taking into account (1.13) and (1.5d), we obtain the formulation of (EE1) in terms of the density
v = u/g:

(EE1,γ)


∂tv + 2 divγ

(
vD

(∆γ
√
v√

v

))
= 0 in ΩT ,

∂nv = v∂n

(∆γ
√
v√

v

)
= 0 on (∂Ω)T .

Neglecting the boundary conditions, one finds that (EE1,γ) is (formally) equivalent to

(EE2,γ) ∂tv +
d∑

i,j=1

∂̃2
ij

(
v ∂2

ij log v
)
−

d∑
i=1

∂̃i

(
v ∂2

ijV ∂j log v
)

= 0 in ΩT ,

and to

(EE3,γ) ∂tv + ∆2
γv −

d∑
i,j=1

∂̃2
ij

(
∂iv ∂jv

v

)
= 0 in ΩT .

Remark 1.1. All these equations can also be studied for a more general potential V satisfying
only (1.5a,b,c) but not (1.5d): if, e.g., V has a super quadratic growth or it does not satisfies the
homogeneous Neumann boundary condition on ∂Ω or ∆V does not belong to C1(Ω), then the link
with formulations (EE1), (EE2), (EE3) is no more available but still (EE1,γ), (EE2,γ), (EE3,γ)
make sense.

1.4. Lyapunov functionals. One of the main contributions of [BLS94] consists in the identifi-
cation of a certain number of Lyapunov functionals, which are decreasing along regular positive
solutions of (EE1) in the case (1.6) of f ≡ 0, g ≡ 1.

Considering here the general case, the formulation (EE1,γ) through the invariant measure γ
suggests the correct way to adapt these functionals in this wider setting. In particular, two of
them seem to play a crucial role. The first one is the γ-Relative Entropy of µt := vt(·)γ = ut(·)Ld

(1.14) H (µt| γ) :=
∫

Ω

ut(x)
(
log ut(x) + V (x)

)
dx =

∫
Ω

vt(x) log vt(x) dγ(x),

which formally satisfies

(1.15) H (µ0| γ)−H (µT | γ) =
∫∫

ΩT

(∣∣D2 log vt

∣∣2 + D2V D log vt ·D log vt

)
vt dγ(x) dt;

here D2h denotes the (symmetric) matrix of the second order partial derivatives ∂2
ijh of the function

h and

(1.16)
∣∣D2h

∣∣2 =
d∑

i,j=1

(
∂2

ijh
)2
, D2hDh1 ·Dh2 =

d∑
i,j=1

∂2
ijh ∂ih1∂jh2.
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The second one is the γ-Relative Fisher information

I2(µt| γ) :=
∫

Ω

|D log vt|2 vt dγ(x) = 4
∫

Ω

∣∣D√vt

∣∣2 dγ(x)(1.17a)

=
∫

Ω

|Dut + utDV |2

ut
dx(1.17b)

(1.5a,b,c,d,e)
=

∫
Ω

∣∣D log ut

∣∣2ut dx+ 2
∫

Ω

fut dx = 4
∫

Ω

∣∣D√ut

∣∣2 dx+ 2
∫

Ω

fut dx,(1.17c)

which satisfies

(1.18)
1
2
I2(µT | γ) +

∫ T

0

∫
Ω

∣∣∣∣2D
(∆γ

√
vt√

vt

)∣∣∣∣2 vt dγ(x) dt =
1
2
I2(µ0| γ).

Remark 1.2. (1.17c) holds only if f and V are linked by (1.5a,b,c,d,e); in this case (see also
the next Remark 2.5) the γ-Relative Fisher Information is in fact a linear perturbation of the
Lebesgue-Relative Fisher Information, i.e.

(1.19) I2(µt| γ) = I2(µt| Ld) + 2〈f, µt〉, 〈f, µt〉 :=
∫

Ω

f(x) dµt(x);

This identity, related to the change of reference measure, has also been used by [CL04] to investi-
gate the relationships between Logarithmic Sobolev and Poincaré inequalities.

If (1.19) does not hold, one can still consider the functional

(1.20) F f (µ) :=
1
2
I2(µ| Ld) + 〈f, µ〉 = 2

∫
Ω

∣∣D√u∣∣2 dx+
∫

Ω

fu dx, µ = u · Ld,

which is a Lyapunov functional for (EE1), since it satisfies

(1.21) F f (µt) +
∫ T

0

∫
Ω

∣∣∣∣D(
2
∆γ
√
ut√

ut
− f

)∣∣∣∣2 ut dγ dt = F f (µ0).

Besides the possibility to get crucial a priori estimates, these functionals have also been ex-
tremely useful to study asymptotic behavior of the solutions (as in [CCT05] and [DGJ06]), since
convergence to the constant steady state can be derived by studying the precise rate of decay of
Lyapunov functionals. It is interesting to remark that, for strictly positive solutions, the proof of
many results took advantage of the rewriting of the equation in terms of log u as in (EE2). The
new form of the equation is indeed suitable to recover the all the Lyapunov functionals (as in the
Entropy dissipation formula (1.14)) which are decreasing along regular positive solutions in the
case (1.6) f ≡ 0, g ≡ 1.

In [JP00] the point of view of the other formulation (EE2) is preferred and a global existence
in time for a suitable notion of weak solution is proved in the one dimensional case with Dirichlet-
Neumann boundary conditions. Since H1-Sobolev imbeddings play a crucial role, it is far from
obvious how to extend the ideas and the result of [JP00] to higher dimensions or unbounded
domains.

The 1–dimensional case with periodic or inhomogeneous boundary conditions have also been
recently considered in [DGJ06] and [GJT06] respectively; the large–time behavior of the solution
to the initial–boundary value problem has been studied in [JT03] and [DGJ06].

1.5. The link with the Wasserstein distance and the Fisher Information. Following a
remark by Y. Brenier, in our approach (EE1) and (EE1,γ) provide the most interesting form
since they are strictly related to the Lyapunov estimate (1.18) and to a suitable variational formu-
lation involving the so called “Wasserstein distance” between probability measures and the Fisher
Information functional. We shall also see that it suggests a variational formulation which allows
to recover the other two equations (EE2,3), (EE2,3,γ).
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We could summarize this point of view by saying that

(1.22)

(EE1) and (EE1,γ) are the Gradient flow of the functionals

F f (µ) :=
1
2
I2(µ| Ld) + 〈f, µ〉, G (µ) :=

1
2
I2(µ| γ)

with respect to the Wasserstein distance.

As we have already observed in Remarks 1.1 and 1.2, these functionals (and the corresponding
gradient flows) coincide when f and V are linked by (1.5a,b,c,d,e). Let us first provide a formal
justification of (1.22).

First of all observe that, at least for strictly positive regular functions, (the opposite of) the
interior expression in (EE1)

(1.23)
−Au := −

(
2
∆
√
u√
u
− f

)
is the Euler-Lagrange first variation

of the functional u 7→ F f (uLd) :=
1
2
I2(uLd| Ld) + 〈f, uLd〉 defined in (1.17).

F f (· Ld) can indeed be written as an integral functional

F f (uLd) =
∫

Ω

Lf (x, u,Du) dx, with Lf (x, z,p) :=
1
2
|p|2

z
+ f(x)z for z ∈ (0,+∞), p ∈ Rd,

and we easily find

(1.24)

δF f (uLd)
δu

= Lf
z (x, u,Du)−

∑
i

∂iL
f
pi

(x, u,Du) = f(x)− |Du|2

2u2
−

∑
i

∂i

(∂iu

u

)
= f(x)− |Du|2

2u2
+
|Du|2

u2
− ∆u

u
= f − 2

(∆u
2u

− |Du|2

4u2

)
= f − 2

∆
√
u√
u
.

Therefore (EE1) can be rewritten as a system of three equations

∂tu+ div(uv) = 0 in ΩT , uv · n = 0 on (∂Ω)T ,(1.25a)

v = Dψ in ΩT ,(1.25b)

ψ = −δF
f (uLd)
δu

in ΩT ,
∑

i

Lf
pi

(x, u,Du)ni = 0 on (∂Ω)T ,(1.25c)

which exhibits the typical structure of a Wasserstein Gradient flow (see [AGS05, Chap. XI]).
It is interesting that also (EE1,γ) can be recovered in a completely similar way. In this case,

as we have already mentioned before, it is more convenient to write the integrals in terms of the
reference measure γ and of the density v = u/g of µ with respect to γ. Therefore we consider the
functional

v 7→ G (v γ) =
1
2
I2(vγ| γ) =

∫
Ω

L(v,Dv) dγ(x),

relative to the Lagrangian

L(z,p) :=
1
2
|p|2

z
for z ∈ (0,+∞), p ∈ Rd;

again, an easy calculation of the first variation of G (· γ) (where integration by parts are expressed
in terms of γ and therefore ∂̃i differentiation (1.10) should be used) yields

(1.26)

δ̃G (v γ)
δv

= Lz(v,Dv)−
∑

i

∂̃iLpi(v,Dv) = −|Dv|
2

2v2
−

∑
i

∂̃i

(∂iv

v

)
= −|Dv|

2

2v2
+
|Dv|2

v2
− ∆γv

v
= −2

(∆γv

2v
− |Dv|2

4v2

)
= −2

∆γ
√
v√

v
.
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Therefore (EE1,γ) can be rewritten as a system of three equations

∂tv + divγ(v v) = 0 in ΩT , v v · n = 0 on (∂Ω)T ,(1.27a)

v = Dψ in ΩT ,(1.27b)

ψ = − δ̃G (v γ)
δv

in ΩT ,
∑

i

Lpi(v,Dv)ni = 0 on (∂Ω)T .(1.27c)

The divergence structure of the continuity equation (1.27a) and the boundary condition show

(1.28)
d

dt

∫
Ω

vt(x) dγ(x) = 0, i.e.
∫

Ω

vt(x) dγ(x) =
∫

Ω

v0(x) dγ(x).

1.6. Densities and measures. Since the equation is homogeneous of degree one, it is not re-
strictive to assume (as in (1.5c))

(1.29)
∫

Ω

u0(x) dx =
∫

Ω

v0(x) dγ(x) = 1,

and therefore to identify ut and vt with the Borel probability measure

(1.30) µt := vt · γ = ut · Ld.

Thus the continuity equations (1.25a)–(1.27a) simply state that vt is a “velocity vector” of µt,
(1.25b)–(1.27b) show that v is a gradient vector field related to a potential ψ and thus iden-
tify vt as the unique “Wasserstein” velocity vector, while (1.25c)–(1.27c) provide the nonlinear
characterization of v in terms of the densities ut, vt of µt with respect to Ld, γ respectively. We
can therefore think F f (·),G (·) as functionals defined on measures µ, whose different realizations
u 7→ F f (uLd), v 7→ G (v γ) depend on the densities of µ w.r.t. the chosen reference measure. In
particular, when (1.5a,b,c,d,e) hold,

(1.31) G (µ)
(1.5a,b,c,d,e)

= F f (µ), F f (uLd) = G (v γ), µ = uLd = vγ,

and (1.25a,b,c) and (1.27a,b,c) can be reformulated in terms of µt as

∂tµ+ div(µv) = 0 in ΩT , v · n = 0 on (∂Ω)T ,(1.32a)

v = Dψ in ΩT ,(1.32b)

ψ =

{
− δFf (uLd)

δu as in (1.25c), u := dµ
dLd

− δ̃G (v γ)
δv as in (1.27c), v := dµ

dγ

in ΩT , Lp · n = 0 on (∂Ω)T ,(1.32c)

where (1.32a) should be intended in the usual weak formulation

(1.33) −
∫∫

ΩT

(
∂tζt(x) + Dζt(x) · vt(x)

)
dµt(x) dt = 0 ∀ ζ ∈ C∞c (Rd × (0, T )).

When Ω is unbounded, we impose a condition on µt at ∞ by assuming the finiteness both of its
quadratic moment and of the “kinetic energy”,

(1.34) m2
2(µt) :=

∫
Ω

|x|2 dµt(x), E2(µt,vt) :=
∫

Ω

|vt(x)|2 dµt(x);

allowing test functions ζ with a quadratic growth in (1.33), we observe that

d

dt
m2

2(µt) =
d

dt

∫
Ω

|x|2 dµt(x)
(1.33)
= 2

∫
Ω

x · vt(x) dµt(x)

≤ 2
( ∫

Ω

|x|2 dµt(x)
)1/2( ∫

Ω

|vt|2 dµt(x)
)1/2

≤ 2m2(µt)E(µt,vt),

and therefore

(1.35) m2(µT ) ≤ m2(µ0) +
∫ T

0

E(µt,vt) dt.
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Since we are looking for solutions with finite kinetic energy and bounded quadratic moment (a
condition which is in fact restrictive only if Ω is unbounded), the natural ambient spaces for ut, vt

are

(1.36)
SLd(Ω) :=

{
u ∈ L1(Ω) : u ≥ 0,

∫
Ω

u(x) dx = 1,
∫

Ω

|x|2u(x) dx < +∞
}
,

Sγ(Ω) :=
{
v ∈ L1

γ(Ω) : v ≥ 0,
∫

Ω

v(x) dγ(x) = 1,
∫

Ω

|x|2v(x) dγ(x) < +∞
}
,

which we will systematically identify with the subset

(1.37) Pr
2 (Ω) :=

{
µ = u · Ld = v · γ : u ∈ SLd(Ω), v ∈ Sγ(Ω)

}
⊂ P2(Ω)

of the collection P2(Ω) of all the Borel probability measures on Ω with finite quadratic moment.
The role of the third relation (1.32c) was clarified by [JKO98, Ott01]: considering the case of

Fokker-Planck and porous medium equations, those papers proposed a formal interpretation (the
so called “Otto calculus”) of equations like (1.32a,b,c) as the gradient flow of the appropriate
functional F f , G with respect to the Wasserstein distance in the space P2(Ω).

In order to understand this point of view (see also [Vil03, AGS05] for further insights on this
aspect), let us suppose that µt = vtγ is a smooth solution of (1.32a,b,c) (e.g. with respect to G )
with a strictly positive density vt; we can evaluate the derivative of G along the trajectory

d

dt
G (µt) =

d

dt
G (vt γ) =

d

dt

∫
Ω

L(vt,Dvt) dγ =
∫

Ω

(
Lz(v,Dv)∂tv +

∑
i

Lpi(v,Dv)∂i∂tv
)

dγ

(1.32c)
= −

∫
Ω

ψ∂tv dγ
(1.33)
= −

∫
Ω

Dψ · v dµt ≥ −
( ∫

Ω

|Dψ|2 dµt

)1/2( ∫
Ω

|v|2 dµt

)1/2

.

Since we interpreted v as a sort of “velocity vector” of the curve {µt}t∈(0,T ) in P2(Ω), whose
squared norm is provided by the kinetic energy (1.34), it follows that the maximum rate of decay
for F can be obtained when

v = Dψ = 2D
(∆γ

√
v√

v

)
= D

δ̃G (v γ)
δv

, i.e. (1.32b), (1.32c) hold.

(1.34) induces a notion of “energy” (and “length”) of a curve in P2(Ω):

(1.38) ET (µ) := inf
{∫ T

0

( ∫
Ω

|vt(x)|2 dµt(x)
)

dt : v satisfying (1.33)
}

and therefore a “geodesic” distance between two element of P2(Ω):

(1.39)
W 2(µ1, µ2) := inf

{
T−1ET (µ) : µ : [0, T ] → P2(Ω) is a continuous

curve in P2(Ω) connecting µ1 to µ2

}
.

J.D. Benamou and Y. Brenier [BB00, AGS05] showed that W coincide with the so called
Kantorovich-Rubinstein-Wasserstein distance in P2(Ω) (see also the next section 2.4)

(1.40)
W 2(µ1, µ2) := inf

{∫
Ω×Ω

|x1 − x2|2 dµ(x1, x2) : µ ∈ P2(Ω× Ω),∫
Ω×Ω

ζ(xi) dµ(x1, x2) =
∫

Ω

ζ(xi) dµi(xi) ∀ ζ ∈ C0
0 (Ω), i = 1, 2

}
.

Thus the system (1.32a,b,c) can be considered as the gradient flow of the Fisher information
1
2I2(µ| γ) in the infinite dimensional Riemannian structure associated to W . We refer to [Vil03,
AGS05] for other examples, applications and developments of these ideas; here we only recall that
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(see Lemma 2.8)

µn ⇀ µ narrowly in P(Ω) ⇔ lim
n→∞

∫
Ω

ζ dµn =
∫

Ω

ζ dµ ∀ ζ ∈ C0
b (Ω),(1.41)

µn → µ in P2(Ω) ⇔ lim
n→∞

W (µn, µ) = 0 ⇔

{
µn ⇀ µ narrowly in P(Ω),

lim
n→∞

m2(µn) = m2(µ).(1.42)

1.7. The variational approximation scheme. F. Otto suggested that the previous formal
discussion can be rigorously justified by introducing a variational approximation scheme which, in
our case, can be used to prove the existence of a solution of (EE1) and (EE1,γ). This algorithm is
in fact a particular example of a procedure which can be performed in any metric spaces and also
in more general frameworks, as proposed by E. De Giorgi [DGMT80, De 93, AGS05].

We fix a time step τ > 0 and we consider the partition of the time interval (0,+∞) given by

(1.43) Pτ :=
{

0 < t1τ < · · · < tnτ < · · ·
}
, tnτ := nτ, n = 0, 1, · · ·

Starting from a given approximation M0
τ of µ0 = v0 · γ = u0Ld, we recursively solve the minimum

problem in the unknowns {Mn
τ }∞n=1

(1.44)


Φ(τ,Mn−1

τ ;Mn
τ ) = min

µ∈P2(Ω)
Φ(τ,Mn−1

τ ;µ)

where Φ(τ,M ;µ) :=
W 2(M,µ)

2τ
+ φ(µ) ∀M,µ ∈ P2(Ω);

here φ is one of the functionals

(1.45) F f (µ) =
1
2
I2(µ| Ld) +

∫
Ω

f dµ, G (µ) =
1
2
I2(µ| γ),

and I2(·| Ld),I2(·| γ) are the Relative Fisher information functionals defined as in (1.17a,b,c)

I2(µ| Ld) :=

{
4

∫
Ω
|Dr|2 dx if µ = r2 · Ld and r ∈W 1,2(Ω),

+∞ otherwise;
(1.46)

I2(µ| γ) :=

{
4

∫
Ω
|Ds|2 dγ if µ = s2 · γ and s ∈W 1,2

γ (Ω),
+∞ otherwise.

(1.47)

W k,p
γ (Ω) is the “weighted Sobolev space” of functions with derivatives in Lp

γ(Ω) up to the order
k (see next section 2.2). By standard lower semicontinuity and compactness argument, it is not
difficult (see the next Theorem 2.13) to check that the minimum problem (1.47) admits a solution
and therefore a minimizing sequence {Mn

τ }∞n=1 always exists; a convexity argument shows that it
is also uniquely determined by the algorithm. We denote by Mτ : [0,+∞) 7→ P2(Ω) the piecewise
constant interpolant of the values Mn

τ on the grid Pτ , i.e.

(1.48) Mτ (t) ≡Mn
τ if t ∈ (tn−1

τ , tnτ ].

Definition 1.3 (Minimizing Movements (De Giorgi [De 93])). Let φ : P2(Ω) → (−∞,+∞]
be a given functional (as in (1.45)). GMM(µ0, φ) (the so called “Generalized Minimizing Move-
ments”) is the set of all the (pointwise) accumulation points of Mτ as τ ↓ 0 in P(Ω) (endowed
with the narrow topology, i.e. the weak∗ topology induced by the duality with continuous and
bounded real functions, see § 2.1) provided

(1.49) M0
τ ⇀ µ0 in P(Ω), lim sup

τ↓0
m2(M0

τ ) < +∞, lim sup
τ↓0

φ(M0
τ ) < +∞,

i.e.

(1.50) µ ∈ GMM(µ0, φ) ⇔

∃ τn ↓ 0 : Mτn,t ⇀ µt in P(Ω) ∀ t ∈ [0,+∞),

sup
n

m2(M0
τn

) < +∞, sup
n
φ(M0

τn
) < +∞.
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We shall show that if µt = utLd = vtγ is an element of GMM(µ0, φ), then u, v are a “varia-
tional” solution of (EE1) and (EE1,γ) respectively: we are now making precise the related defini-
tion.

1.8. The notions of weak solution. (EE3) and (EE3,γ) provide the easiest form of the equation
which admits a weak formulation. Recalling the definition (1.36) of SLd(Ω),Sγ(Ω) and the fact
that

∂iv ∂jv

v
= 4∂i

√
v∂j

√
v,

∫
Ω

∣∣∣∣∂iv ∂jv

v

∣∣∣∣ dγ ≤ I2(v γ| γ),

we introduce the following definition:

Definition 1.4 (Weak solutions of (EE3),(EE3,γ)). Let u : [0,+∞) 7→ SLd(Ω) (resp. v :
[0,+∞) 7→ Sγ(Ω)) be narrowly continuous such that

(1.51) r :=
√
u ∈ L2

loc(0,+∞;W 1,2(Ω)), s :=
√
v ∈ L2

loc(0,+∞;W 1,2
γ (Ω)).

We say that u is a distributional solution of

(1.52) ∂tu+ ∆2u−
d∑

i,j=1

∂2
ij

(∂iu ∂ju

u

)
−

d∑
i=1

∂i(u∂if) = 0 in Ω∞ = Ω× (0,+∞),

with boundary conditions (1.2) and (1.3) if

(1.53)

∫∫
Ω∞

(
− u∂tζ −

d∑
i=1

∂iu ∂i∆ζ − 4
d∑

i,j=1

∂2
ijζ ∂ir ∂jr +

d∑
i=1

u∂if∂iζ
)

dxdt = 0

∀ζ ∈ C∞c (Rd × (0,+∞)) with ∂nζ = 0 on ∂Ω× (0,+∞).

We say that v is a distributional solution of

(1.54) ∂tv + ∆2
γv −

d∑
i,j=1

∂̃2
ij

(∂iv ∂jv

v

)
= 0 in Ω∞, ∂nv = ∂n

∆γ
√
v√

v
= 0 on (∂Ω)∞,

if

(1.55)

∫∫
Ω∞

(
− v∂tζ −

d∑
i=1

∂iv ∂i∆γζ − 4
d∑

i,j=1

∂2
ijζ ∂is ∂js

)
dγ(x) dt = 0

∀ζ ∈ C∞c (Rd × (0,+∞)) with ∂nζ = 0 on ∂Ω× (0,+∞).

The main difficulties in the rigorous formulation of the Lyapunov identity (1.18) and in the
definition of a reasonable notion of variational solution of (EE1) and (EE1,γ) are represented by
the terms (recall (1.9))

(1.56) q = uD
(
2
∆
√
u√
u
− f

)
, q̃ = 2vD

(∆γ
√
v√

v

)
.

Since the particular structure of the Fisher information shows that r :=
√
u, s =

√
v =

√
u/g

should play a crucial role, we can use the identities

q :=r2D
(
2
∆r
r
− f

)
= 2D

(
r∆r

)
− 4∆rDr − r2Df,(1.57a)

q̃ :=2s2D
(∆γs

s

)
= 2D

(
s∆γs

)
− 4∆γsDs,(1.57b)

yielding, together with the boundary conditions q · n = 0, q̃ · n = 0 on (∂Ω)∞,∫
Ω

ζ div q dx = −
∫

Ω

q ·Dζ dx =
∫

Ω

(
2r∆r∆ζ + 4∆rDr ·Dζ + uDf ·Dζ

)
dx,(1.58a) ∫

Ω

ζ divγ q̃ dγ = −
∫

Ω

q̃ ·Dζ dγ =
∫

Ω

(
2s∆γs∆γζ + 4∆γsDs ·Dζ

)
dγ,(1.58b)

for every test function ζ ∈ C∞c (Rd) with ∂nζ = 0 on (∂Ω)∞.
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Definition 1.5 (Weak solutions of (EE1) and (EE1,γ)). Let u : [0,+∞) 7→ SLd(Ω) (resp.
v : [0,+∞) 7→ Sγ(Ω)) be narrowly continuous such that

(1.59) r =
√
u, s =

√
v ∈ L2

loc(0,+∞;W 2,2
loc (Ω)), ∂nr = 0, ∂ns = 0 on (∂Ω)∞.

We say that u is a weak solution of (EE1)

∂tu+ div
(
uD

(
2
∆
√
u√
u
− f

))
= 0 in Ω∞,(1.60)

∂n

√
u = 0, u∂n

(
2
∆
√
u√
u
− f

)
= q · n = 0 on (∂Ω)∞,(1.61)

if

(1.62)

∫∫
Ω∞

(
− u∂tζ + 2r∆r∆ζ + 4∆rDr ·Dζ + uDf ·Dζ

)
dxdt = 0

∀ζ ∈ C∞c (Rd × (0,+∞)), ∂nζ = 0 on (∂Ω)∞.

We say that v is a weak solution of (EE1,γ)

∂tv + 2 divγ

(
vD

(∆γ
√
v√

v

))
= 0 in Ω∞,(1.63)

∂n

√
v = 0, v∂n

∆γ
√
v√

v
= q̃ · n = 0 on (∂Ω)∞,(1.64)

if

(1.65)

∫∫
Ω∞

(
− v∂tζ + 2s∆γs∆γζ + 4∆γsDs ·Dζ

)
dγ(x) dt = 0

∀ζ ∈ C∞c (Rd × (0,+∞)), ∂nζ = 0 on (∂Ω)∞.

An expression of the type s ∈ L2
loc(0,+∞;W k,p

loc (Ω)) as in (1.59) simply means that for every
bounded open subset Ω′ ⊂ Ω and every 0 < a < b < T the restriction of s to Ω′ × (a, b) belongs to
L2(a, b;W k,p(Ω′)).

Remark 1.6 (Boundary conditions). Observe that the first boundary condition (1.61), (1.64) is
simply imposed in the sense of traces in W 2,2(Ω′), Ω′ being an arbitrary bounded open subset of
Ω. A weak integral formulation of the second boundary condition of (1.61)–(1.64) is contained in
(1.62)–(1.65) since the test functions ζ are not required to vanish on ∂Ω.

Remark 1.7 (Other formulations). Starting from (1.65) it is not difficult to show that u (resp. v)
is also a weak solution of (EE3) (resp. EE3,γ) according to Definition 1.4 (see the calculations in
Corollary 5.9).
By using the identities for s =

√
v =

√
u/g

(1.66) vD2 log v = 2
(
sD2s−Ds⊗Ds

)
, v∂2

ij log v = ∂2
ijv −

∂iv∂jv

v
= 2

(
s∂2

ijs− ∂is∂js
)

(and the corresponding ones for log u and r =
√
u) it is also possible to obtain the weak formulation

of (EE2,γ) (and of (EE2)) which reads as

(1.67)
∫∫

Ω∞

(
− v∂tζ + 4

∑
i,j

(
s∂2

ijs− ∂is ∂js
)
∂2

ijζ + ∂2
ijV ∂jv ∂iζ

)
dγ dt = 0

for every ζ ∈ C∞c (Ω× (0,+∞)).

Remark 1.8 (Classical solutions). It should be clear from the previous discussion that any classical
solution u, v with u(x, t), v(x, t) > 0 ∀ (x, t) ∈ Ω∞ satisfies the previous variational formulations.
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1.9. Main results: equations (EE1,2,3). We are presenting here our main results concern-
ing equations (EE1,2,3) as gradient flows of the “perturbed” Fisher information functional F f .
The particular structure of the Fisher information w.r.t. the Lebesgue measure is quite useful to
overcome some technical difficulties, arising when a general log-concave measure γ is involved.
Nevertheless, when (1.5a,b,c,d,e) hold, the invariant measure γ and its related functionals play
a crucial role in the study of the asymptotic behaviour of the solution; in particular, when γ is
induced by a potential V which is λ-convex for some λ > 0, we can prove the exponential decay
of the solution to the equilibrium.

We will distinguish two cases: the first one, Theorem 1, deals with initial data with finite
(relative) Fisher information and provides the strongest properties for the solution. Theorems 2
and 3 concern the behaviour of the quadratic moments, the Relative Entropy, and the Relative
Fisher Information of the solutions.

Theorem 4 allows to relax the assumptions on the initial data, which are only supposed to have
finite entropy: we shall show that in this case the solution exhibits a nice regularization effect,
which is sufficient to recover almost all the result of the previous theorems.

Theorem 5 focuses on the particular case f ≡ 0 in a bounded set Ω: even if the related potential
V is constant (thus convex but not λ-convex for any strictly positive λ), still we can prove an
exponential convergence of the solution to the (constant) steady state. In the one-dimensional
case with periodic boundary conditions this result has been obtained by [DGJ06].

In the sequel, given a measure ν on the set A and two ν-measurable functions a : A→ Rk, b :
A→ R, we adopt the usual convention

(1.68)
a/b is well defined only if a(x) = 0 for ν-a.e. x ∈ A with b(x) = 0,

with a(x)/b(x) = 0 if a(x) = 0, b(x) = 0.

In particular, observe that if µ = vγ = s2γ, the following expressions are equivalent

(1.69)
∫

Ω

|a(x)|2

v(x)
dγ(x) =

∫
Ω

∣∣∣∣a(x)
s(x)

∣∣∣∣2 dγ(x) =
∫

Ω

∣∣∣∣a(x)
v(x)

∣∣∣∣2 dµ(x).

We introduce the second order functionals (cf. (1.15) and (2.8))

(1.70) K−1(µ| Ld) := 4
∫

Ω

∣∣∣∣rD2r −Dr ⊗Dr
r

∣∣∣∣2 dx if µ = r2Ld ∈ Pr
2 (Ω), r ∈W 2,2

loc (Ω),

(1.71) K−1(µ| γ) := 4
∫

Ω

∣∣∣∣sD2s−Ds⊗Ds
s

∣∣∣∣2 dγ if µ = s2γ ∈ Pr
2 (Ω), s ∈W 2,2

loc (Ω).

Theorem 1 (G.M.M. are solutions of (EE1)). Let us suppose that Ω is an open and convex
subset of Rd, f : Ω → R satisfies (1.4), φ is the functional F f (·) of (1.20), and µ0 = u0Ld,M0

τ ∈
Pr

2 (Ω) are the (continuous and discrete) initial data satisfying (1.49), i.e.

(1.72)

M0
τ ⇀ µ0 in P(Ω), lim sup

τ↓0
m2(M0

τ ) = m2,0 < +∞,

I2(µ0| Ld) ≤ J0 := lim sup
τ↓0

I2(M0
τ | Ld) < +∞.

i) Existence and regularity of Generalized Minimizing Movements. For every step
τ > 0, the variational scheme (1.44) admits a unique solution {Mn

τ }n∈N with Mn
τ = Un

τ Ld =
(Rn

τ )2Ld and each infinitesimal sequence τk of time steps admits a subsequence (still denoted
by τk), such that

Mτk,t
⇀ µt in P(Ω),(1.73)

Uτk,t
→ ut strongly in Lp(Ω) ∀ t > 0, 1 ≤ p < 1

22?,(1.74)
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where 2? denotes the usual Sobolev exponent 2? :=

{
2d

d−2 if d > 2,
+∞ if d ≤ 2,

lim
k↑+∞

H (Mτk,t| Ld) = H (µt| Ld) ∀ t ≥ 0,(1.75)

lim
k↑+∞

I2(Mτk,t| Ld) = I2(µt| Ld) for a.e. t > 0,(1.76)

Rτk
→ r strongly in L2(0, T ;W 1,2(Ω)) and weakly in L2(0, T ;W 2,2(Ω)) ∀T > 0;(1.77)

µt = utLd = r2tLd ∈ Pr
2 (Ω) for every t > 0 and r satisfies the regularity properties (slightly

stronger than (1.59))

(1.78)
r =

√
u ∈ L2(0, T ;W 2,2(Ω)), ∂nr = 0 on (∂Ω)∞,

r∆r ∈ L1((0, T );W 1,1(Ω)),
√
r ∈ L4(0, T ;W 1,4(Ω)),

for every T > 0. All the limit curves µ obtained in this way are the elements of GMM(µ0;F f ),
which in particular is non empty.

ii) Generalized Minimizing Movement are variational solutions. If µ = uLd belongs to
GMM(µ0,F f ) then u is a variational solution of (EE1) according to Definition 1.5 and it
satisfies

(1.79) ∂tu+ div q = 0 in D′(Rd × (0,+∞)), for q := uv = 2D(r∆r)− 4∆rDr − uDf

with

(1.80)
∫ T

0

∫
Ω

|qt|2

ut
dxdt =

∫ T

0

∫
Ω

|vt|2 dµt(x) dt < +∞ ∀T > 0.

iii) Entropy inequalities. The map t 7→ H (µt| Ld) is absolutely continuous and for a.e. t > 0

(1.81)
(
I2(µt| Ld)

∫
Ω

|vt|2 dµt

)1/2

≥ − d

dt
H (µt| Ld) ≥ K−1(µt| Ld) +

∫
Ω

Df ·Dut dx.

Moreover

(1.82) K−1(µt| Ld) ≥ 12
2 + d

∫
Ω

∣∣D2rt
∣∣2 dx+

64
3(2 + d)

∫
Ω

|D
√
rt|4 dx.

When Ω is a bounded set, there is no difference between narrow convergence in P(Ω) and
convergence in P2(Ω) (recall (1.42)). In the unbounded case P2(Ω) is endowed with the finer
topology induced by the Wasserstein distance and it could be interesting to know if (1.73) can
be improved to obtain this stronger convergence. We consider here the case when Ω is a convex
cone, i.e. αΩ = Ω, ∀α > 0, a condition trivially satisfied when Ω = Rd. In this case it is possible
to find a differential equation satisfied by t 7→ m2

2(µt), which is useful to prove the convergence of
the quadratic moments of the approximating family Mτ .

Theorem 2 (Quadratic moments). Under the same assumptions of the previous Theorem 1,
let us further assume that Ω is a (convex) cone. Then the map t 7→ m2

2(µt) (which is always
absolutely continuous) satisfies

(1.83)
d

dt

1
2

∫
Ω

|x|2 dµt(x) = I2(µt| Ld)−
∫

Ω

Df · xdµt(x) for a.e. t > 0.

Moreover, if

(1.84) M0
τ → µ0 in P2(Ω),

then each narrowly convergent subsequence Mτk
according to Theorem 1 also satisfies

(1.85) Mτk,t
→ µt in P2(Ω) ∀ t ≥ 0.

The next Theorem deals with the Energy inequality and asymptotic behaviour of the solutions
given by Theorem 1.

Theorem 3 (Energy inequalities and asymptotic behaviour). Under the same assumptions
of Theorem 1 let us further suppose that at least one of the following conditions is satisfied:
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H1) The function f : Ω → Rd has a sub-quadratic growth, i.e. lim sup
|x|→∞

|f(x)|
|x|2

= 0

(a condition trivially satisfied when Ω is bounded).
H2) Ω is a cone and the initial data satisfy (1.84).
Then the map t 7→ F f (µt) is essentially decreasing (i.e. it coincides with a decreasing function up
to a negligible set) and satisfies

(1.86)
F f (µt1) +

∫ t1

t0

∫
Ω

∣∣∣∣qt(x)
ut(x)

∣∣∣∣2 dµt(x) dt ≤ F f (µt0) ≤
1
2
J0 + 〈f, µ0〉

for a.e. t0 > 0 and every t1 ≥ t0.

Moreover, if f is of the type (1.5a,b,c,d,e) for a λ-convex potential V inducing the invariant
measure γ = e−V Ld, then F f (·) = 1

2I2(·| γ) and

(1.87)
(
− d

dt

(1
2
I2(µt| γ)

)2
)1/2

≥ − d

dt
H (µt| γ) ≥ K−1(µt| γ) + λI2(µt| γ) for a.e. t > 0.

In particular, when λ ≥ 0,

H (µt| γ) ≤ H (µ0| γ)e−2λ2t,(1.88)

and, assuming J0 = I2(µ0| Ld),

I2(µt| γ) ≤ I2(µ0| γ)e−2λ2t.(1.89)

Remark 1.9 (The role of the Logarithmic Sobolev inequality). (1.88) and (1.89) are strictly related
to the Logarithmic-Sobolev inequality [Gro76]

(1.90) H (µ| γ) ≤ 1
2λ

I2(µ| γ) ∀µ ∈ Pr
2 (Ω),

which holds for every Log-concave measure γ whose inducing potential V is λ-convex, λ > 0.
thanks to Bakry-Emery criterion [BÉ85] (see also [Tos97, OV00]).

Remark 1.10 (L1-estimates). Recall that by the Csiszár-Kullback-Pinsker inequality

(1.91) ‖ut − g‖2L1(Ω) ≤ 2H (µt| γ),

(1.88) provides an exponential convergence of ut to the density g of the invariant measure γ in
the usual L1-norm.

Theorem 4 (Regularizing effect under finite Entropy). Let us suppose that Ω ⊂ Rd is either
a bounded convex set or a convex cone, f : Ω → R satisfies (1.4), φ is the functional F f (·) of
(1.20).

All the same statements of the previous Theorems 1, 2, and 3 still hold,
except for (1.80), where the time integral should be restricted to any interval (ε, T ),
0 < ε < T < +∞,

even if condition (1.72) on the (continuous and discrete) initial data µ0 = u0Ld,M0
τ ∈ Pr

2 (Ω) is
replaced by the finite Entropy condition

(1.92)
M0

τ ⇀ µ0 in P(Ω), lim sup
τ↓0

m2(M0
τ ) = m2,0 < +∞,

lim
τ↓0

H (M0
τ | Ld) = H (µ0| Ld) < +∞.

In particular for every t > 0 the Fisher information I2(µt| Ld) is finite and there exists a constant
C only dependent on Cf and the dimension d such that

(1.93) H (µt| Ld)+
(
π+ 1

2

)
m2

2(µt)+
1
4

∫ t

0

K−1(µs| Ld) ds ≤
(
H (µ0| Ld)+ (π+ 1

2 )m2
2,0 +Ct

)
eCt,

(1.94) lim sup
t↓0

√
tI2(µt| γ) ≤ C

(
H (µ0| Ld) + (π + 1

2 )m2
2,0

)1/2

.
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In the particular case of a constant potential V and a bounded open set Ω, corresponding
to the reference (normalized) Lebesgue measure γ := Z−1Ld, Z := Ld(Ω), we can still obtain
interesting information on the asymptotic decay of the solution. Let us first introduce the best
positive constants αΩ, βΩ > 0 in the “vectorial” Poincaré inequality

(1.95)
∫

Ω

|Dξ|2 dx ≥ αΩ

∫
Ω

|ξ|2 dx ∀ ξ ∈W 1,2(Ω; Rd), ξ · n = 0 on ∂Ω,

and in the Logarithmic-Sobolev inequality

(1.96) I2(µ| γ) ≥ βΩH (µ| γ) ∀µ ∈ Pr(Ω),

which, up to the transformation µ = r2Ld, is equivalent to

(1.97) 4
∫

Ω

|Dr|2 dx ≥ βΩ

∫
Ω

r2 log
(
Z

r2∫
Ω
r2 dx

)
dx ∀ r ∈W 1,2(Ω), r 6= 0.

Theorem 5 (Asymptotic decay in the case of Lebesgue measure). Let us suppose that Ω
is a bounded convex open subset of Rd, let Z := Ld(Ω) (so that γ = Z−1Ld ∈ Pr(Ω)), and let
µt = utLd ∈ GMM(µ0,F 0) be a variational solution of (EE1) with f = 0. Then

(1.98) H (µt|Z−1Ld) ≤ e−βtH (µ0|Z−1Ld), I2(µt|Z−1Ld) ≤ e−αtI2(µ0|Z−1Ld) ∀ t > 0,

where

(1.99) α := 2
( 3αΩ

d+ 2

)2

, β :=
3αΩ βΩ

d+ 2
.

In any case, even if Ω is not bounded, we have

(1.100) I2(µt| Ld) ≤ d+ 2√
t
.

1.10. Main results: equations (EE1,2,3 γ) for a general measure γ. Let us now consider the
case of the relative Fisher information with respect to a general measure γ = e−V Ld

(1.101) φ(µ) := G (µ) =
1
2
I2(µ| γ),

allowing potentials V with arbitrary growth at infinity.

Theorem 6 (G.M.M. are solutions of (EE1,γ)). Let us suppose that Ω is an open convex
subset of Rd, V : Rd → R is a C2 λ-convex function for some λ ∈ R bounded from below, φ = G
as in (1.101), and µ0 = v0γ,M

0
τ ∈ Pr

2 (Ω) are the (continuous and discrete) initial data satisfying
(1.49) and

I2(µ0| γ) =
∫

Ω

|Dv0|2

v0
dγ ≤ J0 := lim sup

τ↓0
I2(M0

τ | γ) < +∞, lim sup
τ↓0

m2(M0
τ ) < +∞.(1.102)

i) Existence and regularity of Generalized Minimizing Movements For every step τ >
0 the variational scheme (1.44) admits a unique solution {Mn

τ }n∈N and each infinitesimal
sequence τk of time steps admits a subsequence (still denoted by τk), a non increasing map
J : (0,+∞) → R and an absolutely continuous function H : (0,+∞) → R such that

Mτk,t → µt narrowly in P(Ω) ∀ t ∈ [0,+∞),(1.103)

Jt ≤ J0, I2(µt| γ) ≤ Jt := lim
k↑+∞

I2(Mτk,t| γ) < +∞ ∀ t > 0,(1.104)

H (µt| γ) ≤ Ht = lim
k↑+∞

H (Mτk,t| γ) < +∞ ∀ t ≥ 0.(1.105)

µt = vtγ = s2tγ ∈ Pr
2 (Ω) for every t > 0 and s satisfies the regularity properties (slightly

stronger than (1.59))

(1.106)
s =

√
v ∈ L2(0, T ;W 2,2

loc (Ω)) ∩ L∞(0,+∞;W 1,2
γ (Ω)), ∂ns = 0 on (∂Ω)∞,

s∆γs ∈ L1((0, T );W 1,1
loc (Ω))

√
s ∈ L4(0, T ;W 1,4

loc (Ω)),

for every T > 0, with T = +∞ if λ ≥ 0. All the limit curves µ obtained in this way are the
elements of GMM(µ0;G ), which in particular is not empty.
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ii) Generalized Minimizing Movement are variational solutions If µ = vγ ∈ GMM(µ0,G )
then v is a variational solution of (EE1,γ) according to Definition 1.5 and it satisfies

(1.107) ∂tv + divγ q̃ = 0 in D′(Rd × (0,+∞)), for q̃ := 2D(s∆γs)− 4∆γsDs.

iii) Lyapunov inequality The non increasing map Jt satisfies

(1.108) ˙Jt :=
d

dt
Jt ≤ −2

∫
Ω

∣∣∣∣ q̃t(x)
vt(x)

∣∣∣∣2 dµt(x) for a.e. t ∈ (0,+∞),

or equivalently

(1.109)
1
2
Jt1 +

∫ t1

t0

∫
Ω

∣∣∣∣ q̃t(x)
vt(x)

∣∣∣∣2 dµt(x) dt ≤ 1
2
Jt0 for every 0 < t0 < t1.

iv) Entropy and Fisher dissipation The functions Ht and Jt are related by the Entropy-
Entropy dissipation inequalities

− d

dt
Ht ≥ K−1(µt| γ) + λJt, for a.e. t > 0,(1.110) (

− 1
4
d

dt
J 2

t

)1/2

≥ K−1(µt| γ) + λJt, for a.e. t > 0.(1.111)

v) Asymptotic decay when λ > 0 When λ > 0 and we normalize γ so that γ(Ω) = 1, then
Ht is a nonincreasing function satisfying the “Log-Sobolev-like” inequality

(1.112) Ht ≤
1
2λ

Jt ∀ t ≥ 0,

and we have

H (µt| γ) ≤ Ht ≤ H0e
−2λ2t,(1.113)

I2(µt| γ) ≤ Jt ≤ J0e
−2λ2t.(1.114)

When V is uniformly convex we can relax the assumption on the initial datum (finite relative
Entropy instead of relative Information) by showing that the solution exhibits a regularizing effect.

Theorem 7 (Regularizing effect). Let us suppose that Ω is an open convex subset of Rd,

(1.115) V satisfies the λ-convexity condition for some λ > 0,

γ(Ω) = 1, and µ0 = v0γ,M
0
τ ∈ Pr

2 (Ω) are the (continuous and discrete) initial data satisfying the
convergence and the finite Entropy condition

M0
τ ⇀ µ0 narrowly in P(Ω), H (µ0| γ) ≤ lim sup

τ↓0
H (M0

τ | γ) = H0 < +∞.(1.116)

Then

all the same conclusions of Theorem 6 still hold;

in particular for every t > 0 the Fisher information I2(µt| γ) is finite and satisfies

(1.117) I2(µt| γ) ≤ Jt ≤
1
λt

H0 ∀ t > 0.

If moreover V has a super-quadratic growth, i.e.

(1.118) lim
|x|→∞

V (x)
|x|2

= +∞,

then

(1.119) lim
k→∞

W (Mτk,t, µt) = 0, lim
k→∞

H (Mτk,t| γ) = H (µt| γ) = Ht ∀ t > 0.
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Remark 1.11. We have already observed that when V has an at most quadratic growth and satisfies
(1.5a,b,c,d,e), then it is possible to work either with the perturbed functional F f involving the
Lebesgue measure or with the relative Fisher information w.r.t. γ G (·) = 1

2I2(·| γ). In this case
the first approach yields more refined convergence results and there is no need to introduce the
auxiliary limit functions Ht,Jt.

By using γ as a reference measure and the relative density v as natural unknown, more general
potentials V can be considered; however, in the most relevant case of an unbounded domain Ω,
global convergence results for the approximating variational scheme are available only when V
has a super-quadratic growth. In the intermediate case of a potential V which neither satisfies
conditions (1.5a,b,c,d,e) nor exhibits a super-quadratic growth, only local convergence results are
available at the present time.

Remark 1.12. When M0
τ ≡ µ0 for every τ > 0, we have

H0 = H (µ0| γ), J0 = I2(µ0| γ).

In particular, (1.113), (1.114) read as

(1.120) H (µt| γ) ≤ H (µ0| γ)e−2λ2t, I2(µt| γ) ≤ I2(µ0| γ)e−2λ2t.

1.11. Plan of the paper and final remarks. Apart from the next section, where we will
collect some preliminary material (on the relative Entropy and Fisher information, the Wasserstein
distance, the gradient flows and the Minimizing Movements in Wasserstein spaces, and the Fokker-
Planck equation), the rest of the paper is devoted to the proof of the main theorems stated in this
introduction.

We have tried to divide the proof in main steps, some of which are of independent interest, by
following a general strategy which in principle could be adapted to many other examples. Let us
quote here the main ideas, mainly referring to the case of the functional F f ; the treatment of
G (·) = 1

2I2(·| γ) is completely similar.
Section 2.5 is our starting point: it provides the abstract compactness and convergence result

for the variational scheme (1.44) and it reduces the whole evolution problem to the study of a single
stationary problem (1.44) and to the characterization of a sort of “Wasserstein subdifferential”
∂`F f , attached to the Fisher information functional; this general approach has been developed in
[AGS05]. Following this strategy it is possible to show that any generalized Minimized Movement
µ = uLd associated with the functional φ = F f satisfies a system like (1.25a,b,c)

(1.121) ∂tu+ div(uv) = 0 in Ω∞, vt = −∂`F
f (µt) for a.e. t > 0.

Recalling (1.25c), one can formally expect that

(1.122) ∂`F
f (µ) = D

(
δF f (uLd)

δu

)
if µ = uLd.

Section 4 contains the computation of this subdifferential, which justifies (1.122): here we
follow the ideas of [JKO98], by taking a sort of “first variation” of the minimizing functional along
the flow generated by a smooth vector field with compact support (cf. paragraph 4.1). It turns
out that the formula for ∂`F f (µt) is strictly related to formulation (1.53) of (EE3), since

(1.123) v = −∂`F
f (µt) ⇒

∫
Ω

v ·Dζ u dx =
∫

Ω

(
4D2ζD

√
u ·D

√
u+D∆ζ ·Du−uDf ·Dζ

)
dx,

for every smooth test function ζ ∈ C∞c (Rd) with ∂nζ = 0 on ∂Ω.
The main technical difficulty is to prove the closure of the first variation formula (1.123) with

respect to weak convergence of u; we also need higher regularity for
√
u in order to write the

formulation proposed in Definition 1.5. In order to get an a priori bound on the second order
derivatives of u, we will exploit the Lyapunov identity for the Entropy (1.15). Its differential
counterpart (we consider here the simplest case f ≡ 0) reads formally as

(1.124)
∫

Ω

v ·Du dx =
∫

Ω

∣∣D2 log u
∣∣2 u dx v given by (1.123).
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In order to prove (1.124) we need a correct definition of the right hand side and we should
justify difficult integration by parts under low regularity assumptions on u; moreover, we also
need to extract more information from the second order derivatives of the logarithm of u. These
improvements are performed in two independent steps, in Section 3 and in Section 5.

Section 5 provides new a priori estimates, by taking the “first variation” of F f along the flow
generated by the Fokker-Planck equation (this part also justifies the introductory remarks of § 2.6;
notice that the Fokker-Planck equation is exactly the Wasserstein gradient flow of the Entropy,
which is the Lyapunov functional involved in (1.15)). This procedure, which is also strictly related
to the contribution of [BÉ85], [OV00], and [DPL04a, DPL04b], provides the stationary counterpart
of (1.15), in particular a uniform control, of

(1.125)
∫

Ω

∣∣D2 log u
∣∣2 u dx, or, more generally,

∫
Ω

|D2 log v|2 v dγ.

The Fokker-Planck flow (at least in a bounded domain) has also the advantage of a smooth and
strictly positive regularization of the discrete solution, and therefore allows for many calculations,
which would be delicate in a weaker setting.

Concerning this wide subject, a recent study [MV00] reveals in fact the various links between
the Fokker-Planck equation and differential inequalities. This part of the paper takes advan-
tage of a well–known technique, first used in connection with the logarithmic entropy and Fisher
information functional in two pioneering papers [Bla65, McK66], where the smoothing of a prob-
ability density function by means of the heat kernel is used to recover refined inequalities. In
[Bla65] N.M. Blachman presented a simple proof of Shannon’s convolution inequality previously
obtained by A. Stam [Sta59], showing convolution inequalities for Fisher information, and sub-
sequently for the logarithmic entropy using their link in terms of the heat kernel. The key idea
is that convolution inequalities for Fisher information (with respect to the logarithmic entropy)
are relatively easy to prove thanks to its quadratic structure. A detailed study of the properties
of Fisher information in connection with logarithmic Sobolev inequalities can be found in [Car91].
In particular, E. Carlen shows that the Blachman–Stam inequality is very refined, in that it
implies the logarithmic Sobolev inequality.

Section 5.3 contains the analysis of the “weak closure” of the graph of the Wasserstein subdif-
ferential (given by (1.123)) of the Fisher information: thanks to the previous “a priori” estimates
and to the lower semicontinuity results of Section 3, one gains enough compactness to characterize
the weak limit of the nonlinear differential operator (1.57a).

Section 3 collects a systematic study of the relationships between “logarithmic” second order
functionals like the ones of (1.125) and provides a relevant new estimate of the second order
derivatives of the square root

√
v in terms of them, which in the case of Neumann boundary

conditions ∂nv = 0 on ∂Ω reads as (cf. (3.24) and (3.25) for α = −1)

(1.126)
∫

Ω

(
2
∣∣D2

√
v
∣∣2 +

(
∆
√
v
)2

)
dγ ≤ 1

4

∫
Ω

(
2
∣∣D2 log v

∣∣2 +
(
∆γ log v

)2
)
v dγ

and

(1.127) 44

∫
Ω

∣∣D 4
√
v
∣∣4 dx ≤ 3

∫
Ω

(
2
∣∣D2 log v

∣∣2 +
(
∆γ log v

)2
)
v dγ.

The section is of intrinsic interest and its results, which are strictly related to the contribution of
[LT95], are independent of the rest of the paper: therefore we decided to put it before developing
all the other more specific arguments, just after the preliminary remarks.

Observe that when V satisfies a Lipschitz condition on Ω, then the terms containing ∆γ log v
(and therefore DV ·D log v) in the right hand side of (1.126) and (1.127) can be controlled by the
squared norm of the Hessian D2 log v and by the Fisher Information. For general potentials V ,
those terms can be only locally bounded by D2 log v: the lack of control on ∆γ log v is one of the
main technical difficulties and it causes the local nature of the convergence results of Theorems 6
and 7.

Let us also notice that the possible importance of higher–order functionals obtained as higher–
order derivatives in time of the logarithmic entropy of a probability density function smoothed by
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means of the heat kernel was questioned by H.P. McKean [McK66], who first considered Fisher’s
information in connection with the large–time behavior of a kinetic model.

A new general and systematic way to attack the problem of constructing entropies for higher-
order nonlinear PDE’s has been recently introduced by [JM06].

Sections 6 and 7 connect all the previous contribution and provide a detailed guide to the
final steps of the proofs of our main theorems.

Final remarks and open problems. This paper represents only a first step towards the
investigation of gradient flows of first order functionals w.r.t. the Wasserstein distance: up to now
the existing theory covers the case of R.J. McCann geodesically/displacement convex function-
als (see Definition 2.14), whose main examples are only confined to functionals which does not
depend on the gradient of their argument. It would be interesting to find first order examples of
geodesically convex functionals, or other general principles which could be useful to study their
gradient flow.

We are collecting here only a few selection of open problems which could deserve further inves-
tigation.

• In the present case of the Fisher information, finer regularity properties of the solution
could be deduced by the energy estimate (1.18), in particular by the L2 estimate of the
Wasserstein subdifferential of a measure. This investigation seems also related to the
possibility to prove other higher order “logarithmic Sobolev” inequalities, extending what
we will present in Section 3 to third order functionals. The ideas recently introduced by
[JM06] could be very useful at this respect.

• The regularity issue is also related to the uniqueness question, which is known only for
regular and strictly positive solutions [JP00, BLS94].

• Further study of the long time behaviour of the solution of (EE1) could also be interesting
to get solutions V of (1.5a) satisfying (1.5d), which corresponds to the equilibrium state
of the equation.

• It is not clear if the asymptotic behaviour of (EE1) is also related to the perturbation
approach of [CL04] to Logarithmic Sobolev inequalities.

• The stability of the solutions to (EE1,γ) with respect to perturbation of γ is another
interesting question: it should not be difficult to use a regularization argument to deal
with potentials V with limx→∂Ω V (x) = +∞. The case of equations settled in nonconvex
open domains and potentials whose second derivatives are not bounded form below are
also interesting.

• Concerning other kind of boundary conditions (see the recent contributions [DGJ06,
GJT06] in the 1-dimensional case), it would not be too difficult to adapt our arguments to
e.g. Dirichlet boundary condition on u instead of (1.2), whereas (1.3) is a crucial condition
for the “Wasserstein” approach, since it guarantees the conservation of the total mass.

• It is not clear if the Lyapunov inequalities (1.86) and (1.108) could be improved to obtain
identities (with moreover the identification Jt = I2(µt| γ)): this would also imply the
absolute continuity of the Fisher information along the trajectories of its gradient flow,
preventing jumps during the evolutions.

• Finally, it would be interesting to know if the convergence results of Theorems 6 and
7 could be reinforced, obtaining at least convergence of the quadratic moment of the
approximating solutions and of their relative entropy.
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2. Notation and preliminary results

In the following table we resume the notation used without further explanation throughout the
text, Ω being a given open subset of Rd:

B(Ω) The collection of the Borel subsets of Ω
C0

b (Ω) Continuous and bounded real functions defined in Ω
Ld The Lebesgue measure in Rd

Hd−1 The Hausdorff (d− 1) dimensional measure
γ = e−V Ld The invariant measure, see § 2.2
Lp

γ(Ω)
(
Lp

γ(Ω; Rk)
)

the Lebesgue spaces of p-summable real (Rk-valued) functions
w.r.t. the measure γ (§2.2)

W k,p
γ (Ω) the weighted Sobolev spaces (§2.2)

divγ ,∆γ , ∂̃i, ∂̃
2
ij the partial differential operators induced by γ, see (1.10)

Mloc(Ω) (the space of all) real Radon Measures defined in Ω (§2.1)
M+

loc(Ω) nonnegative Radon measures (§2.1)
M(Ω) Real Borel measures with finite total variation (§2.1)[
Mloc(Ω)

]k
,
[
M(Ω)

]k
, . . . The corresponding spaces of vector measures (§2.1)

P(Ω)
(
P2(Ω)

)
Probability measures (with finite quadratic moment) (2.1)

Pr(Ω),Pr
2 (Ω) Probability measures � Ld

µn ⇀ µ in P(Ω) Narrow convergence of probability measures, (2.3) and Remark 2.1
dµ

dν
the density of µ w.r.t. ν

m2
2(µ) the quadratic moment of µ (1.34)

r#µ Push forward of the measure µ through the map r, (2.55)
i The identity map
W (µ1, µ2) the L2-Wasserstein distance between the measures µ1, µ2 ∈ P2(Ω), § 2.4
To(µ1, µ2) the optimal transport map between µ1, µ2 ∈ Pr

2 (Ω)
|A| Euclidean norm of a matrix A ∈ Md×d, |A|2 =

∑d
i,j=1 |Aij |2

‖A‖ Operator norm of A ∈ Md×d, ‖A‖ = sup{|Aξ| : ξ ∈ Rd, |ξ| ≤ 1}

2.1. Measures. Recall that a positive Borel measure ν on Ω is Radon if it is finite on the compact
subset of Ω; the space of positive Radon measure is denoted by M+

loc(Ω). If ν(Ω) < +∞ (resp.
ν(Ω) = 1) we say that ν is a finite (resp. probability) measure in M+(Ω) (resp. P(Ω)). Pr(Ω)
denotes the subset of all the measures in P(Ω) which are absolutely continuous with respect to
the Lebesgue measure Ld. The sets P2(Ω),Pr

2 (Ω) are defined as

(2.1) P2(Ω) :=
{
µ ∈ P(Ω) : m2

2(µ) =
∫

Ω

|x|2 dµ(x) < +∞
}
, Pr

2 (Ω) := P2(Ω) ∩ Pr(Ω).

A real (or Rk-valued) set function µ defined on the relatively compact Borel subsets of Ω
that is a (finite) measure on each compact set K ⊂⊂ Ω is called a real (resp. Rk-valued) Radon
measure: the corresponding space is Mloc(Ω) (resp.

[
Mloc(Ω)

]k: vector Radon measures µ can be

identified with a k-tuple of Radon measures
{
µ(j)

}k

j=1
). On Mloc(Ω) (and M+

loc(Ω)) we consider
the topology of the weak convergence in the sense of distributions, i.e.

(2.2) µn ⇀ µ in Mloc(Ω) ⇔ lim
n↑+∞

∫
Ω

ζ(x) dµn(x) =
∫

Ω

ζ(x) dµ(x) ∀ ζ ∈ C∞c (Ω).

Analogously µn ⇀ µ in
[
Mloc(Ω)

]k if µ
(j)
n ⇀ µ(j) for each component µ

(j)
n ,µ(j), j = 1, . . . , k.

According to the probabilistic terminology, if µn ∈ P(Ω) we say that µn narrowly converges to
µ if

(2.3) lim
n→∞

∫
Ω

ζ(x) dµn(x) =
∫

Ω

ζ(x) dµ(x) ∀ ζ ∈ C0
b (Ω);

in this case µ ∈ P(Ω) and we will write µn ⇀ µ in P(Ω).
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An easy application of Prokhorov’s Theorem yields

(2.4) µn ∈ P(Rd), sup
n

m2(µn) < +∞ ⇒ ∃µnk
, µ : µnk

⇀ µ in P(Rd).

Finally, if µn, µ ∈M+
loc(Ω) and µn ⇀ µ in Mloc(Ω) then

(2.5) lim inf
n↑+∞

∫
Ω

f(x) dµn(x) ≥
∫

Ω

f(x) dµ(x)

for every proper, lower semicontinuous function f : Ω → [0,+∞]; in particular

(2.6) lim inf
n↑+∞

m2(µn) ≥ m2(µ).

Remark 2.1 (Trivial extension and convergence comparison). Since Ω is an open (thus Borel)
subset of Rd, we can identify M+(Ω) with the subset of M+(Rd) of the measures concentrated in
Ω, i.e.

(2.7) M+(Ω) ≈ {µ ∈M+(Rd) : µ(Rd \ Ω) = 0
}
.

If µn is a sequence in P(Ω) ⊂M+(Ω) we thus have at least the following four notions of conver-
gence at our disposal (each of the following items induces a finer topology than the previous ones):
- the convergence in the sense of distribution in D′(Ω) (2.2),
- the distributional convergence in D′(Rd) inherited from the identification (2.7),
- the narrow convergence in P(Rd) inherited from the identification (2.7) (i.e. against bounded
test functions which admits a continuous extension to Rd),
- the narrow convergence in P(Ω) (2.3).
If the limit µ is still a probability measure in P(Ω), all these notions of convergence are in fact
equivalent to the (a priori strongest) narrow convergence.

2.2. The invariant measure and the weighted Sobolev spaces. As detailed in the intro-
duction, we will at least assume that

(2.8)
V : Rd → R is a C2 semi-convex function with Vmin := inf

Rd
V > −∞,

g := e−V , γ := g · Ld,

i.e. there exists some λ ∈ R such that V − 1
2λ| · |

2 is a convex function, which is equivalent to

(2.9) D2V (x)ζ · ζ ≥ λ |ζ|2 ∀x, ζ ∈ Rd.

Observe that the restrictions of V and g to bounded sets are bounded and Lipschitz continuous,
in particular γ is a Radon measure absolutely continuous w.r.t. Ld. For a given open set Ω, we
denote by Lp

γ(Ω) the usual Lebesgue space w.r.t. the (restriction to Ω of the) measure γ; since
0 < infΩ′ g ≤ supΩ′ g < +∞ for every bounded set Ω′ ⊂ Ω, we have

(2.10) Lp
loc(Ω) = Lp

γ, loc(Ω); Lp(Ω) = Lp
γ(Ω) if Ω is bounded.

If a function v belongs to W k,p
loc (Ω) and its derivatives up to the order k are in Lp

γ(Ω) we say that
v ∈W k,p

γ (Ω). In particular

(2.11) W 1,p
γ (Ω) :=

{
v ∈W 1,p

loc (Ω) :
∫

Ω

(
|v|p + |Dv|p

)
dγ < +∞

}
,

(2.12) W 2,p
γ (Ω) :=

{
v ∈W 2,p

loc (Ω) :
∫

Ω

(
|v|p + |Dv|p + |D2v|p

)
dγ < +∞

}
.



23

2.3. Convex functionals with superlinear growth. If µ ∈
[
Mloc(Ω)

]k
, ν ∈ M+

loc(Ω), and
µ � ν, we will denote by

(2.13)
dµ

dν
∈ L1

ν,loc(Ω; Rk) the density of µ w.r.t. ν.

Let Q : Rk → [0,+∞] be a lower semicontinuous convex function which grows super-linearly at
infinity, i.e.

(2.14) lim
|ξ|↑+∞

Q(ξ)
|ξ|

= +∞.

For µ ∈
[
Mloc(Ω)

]k
, ν ∈M+

loc(Ω) we define the functional

(2.15) Q(µ|ν) :=


∫

Ω

Q

(
dµ

dν
(x)

)
dν(x) if µ � ν,

+∞ otherwise.

We refer to [GS64, But89, AFP00] for the proof of the following result.

Proposition 2.2 (Joint lower semicontinuity under distributional convergence). If µn ∈[
Mloc(Ω)

]k
, νn, ν ∈M+

loc(Ω) satisfy

(2.16) νn ⇀ ν in M+
loc(Ω) as n→∞, lim inf

n→∞
Q(µn|νn) < +∞,

then there exists a subsequence (still labeled µn) and µ ∈
[
Mloc(Ω)

]k such that µn ⇀ µ ∈[
Mloc(Ω)

]k, µ � ν, and

(2.17) Q(µ|ν) ≤ lim inf
n↑+∞

Q(µn|νn).

If moreover k = 1, µn = µn, νn, ν ∈ P(Ω) with νn ⇀ ν in P(Ω), then µ = µ ∈ P(Ω) and µn ⇀ µ
narrowly in P(Ω).
Finally, if νn ≡ ν then

(2.18)
dµn

dν
⇀

dµ

dν
weakly in L1

ν(Ω; Rk).

Lebesgue densities. The simplest example is provided by Q(ξ) := |ξ|p for p > 1, thus obtaining
the functional

(2.19) Lp

(
µ|ν

)
:=

∫
Ω

∣∣∣∣ dµ

dν
(x)

∣∣∣∣p dν(x) if µ � ν.

In that case Lp

(
µ|ν

)
< +∞ if and only if µ = w · ν for some w ∈ Lp

ν(Ω; Rk).
Relative entropy . Another interesting application of the above result relies in the definition of
the Relative Entropy H (µ| γ)

(2.20) H (µ| γ) :=
∫

Ω

dµ
dγ

(x) log
(

dµ
dγ

(x)
)

dγ(x) if µ� γ,

of a probability measure µ ∈ Pr
2 (Ω). When γ is a probability measure, then H (µ| γ) can be

expressed in the form (2.15) for the choice

(2.21) Q(ξ) :=


ξ log ξ − ξ + 1 if ξ > 0,
1 if ξ = 0,
+∞ if ξ < 0,

thus showing that H (µ| γ) ≥ 0. More generally, if γ is a positive finite measure with γ(Ω) > 0,
µ = vγ, and γ̃ := γ/γ(Ω), we easily get

(2.22) H (µ| γ) =
∫

Ω

v log v dγ =
∫

Ω

(
vγ(Ω)

)
log

(
vγ(Ω)

)
dγ̃ − log γ(Ω) = H (µ| γ̃)− log γ(Ω),

so that

(2.23) H (µ| γ) ≥ − log γ(Ω).
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When γ ∈ M+
loc(Ω) is not finite, in order to show that (2.20) is well defined we introduce the

auxiliary weights

(2.24) hϑ := e−
ϑ
2 |x|

2−cϑ , cϑ := log
(∫

Ω

e−
ϑ
2 |x|

2
dγ

)
, γϑ := hϑ · γ, ϑ > 0,

where ϑ has been chosen so that (recall that the density g of γ is bounded)∫
Ω

hϑ(x) dγ(x) = 1, i.e. γϑ ∈ P(Ω).

For µ = v · γ and ϑ > 0 we obtain

H (µ| γ) =
∫

Ω

v log v dγ =
∫

Ω

v log
(
v/hϑ

)
dγ − ϑ

2

∫
Ω

|x|2v dγ − cϑ

=
∫

Ω

v

hϑ
log

(
v/hϑ

)
dγϑ −

ϑ

2
m2

2(µ)− cϑ = H (µ| γϑ)− ϑ

2
m2

2(µ)− cϑ ≥ −ϑ
2
m2

2(µ)− cϑ.(2.25)

In particular, in the case of the Lebesgue Measure we have

(2.26) H (µ| Ld) ≥ −ϑ
2
m2

2(µ) +
d

2
log

(
ϑ/2π

)
, H (µ| Ld) + πm2

2 ≥ 0.

Lemma 2.3 (Lower semicontinuity of the relative entropy). Let γn, γ ∈ M+
loc(Rd) be

satisfying
(2.27)

γ(Rd) > 0, γn ⇀ γ in Mloc(Rd), with mϑ := sup
n

∫
Ω

e−
ϑ
2 |x|

2
dγn(x) < +∞ ∀ϑ > 0,

and let µn = vn · γn ∈ P2(Rd) be a sequence satisfying

(2.28) sup
n

m2(µn) < +∞, sup
n

H (µn| γn) < +∞;

then there exist µ = v · γ ∈ P2(Rd) and a subsequence (still labeled by µn) narrowly converging to
µ in P(Rd). Moreover

(2.29) lim inf
n→∞

H (µn| γn) ≥ H (µ| γ), lim inf
n→+∞

m2(µn) ≥ m2(µ).

Proof. (2.27) and the lower semicontinuity property (2.5) show that

(2.30) ecϑ :=
∫

Rd

e−
ϑ
2 |x|

2
dγ(x) ≤ mϑ < +∞ ∀ϑ > 0.

For ϑ > 0 we introduce the probability measure γϑ as in (2.24) and the corresponding sequence

(2.31) γϑ,n := hϑ,n · γn ∈ P(Rd), hϑ,n(x) := e−
ϑ
2 |x|

2−cϑ,n , cϑ,n := log
(∫

Rd

e−
ϑ
2 |x|

2
dγn

)
.

By (2.27) it is not difficult to check that

(2.32) lim
n→∞

cϑ,n = cϑ ∀ϑ > 0;

in fact, choosing 0 < ϑ0 < ϑ, we can express cϑ,n through the formula

ecϑ,n =
∫

Rd

e−
ϑ−ϑ0

2 |x|2e−
ϑ0
2 |x|

2
dγn(x)

where e−
ϑ0
2 |x

2| · γn are uniformly bounded measures (thanks to (2.27)) weakly converging to
e−

ϑ0
2 |x

2| · γ in the duality with the continuous functions of C0
0 (Rd) vanishing at ∞.

We therefore deduce that γϑ,n ⇀ γϑ in P(Rd). Owing to (2.25) we obtain

(2.33) H (µn| γϑ,n) = H (µn| γn) +
ϑ

2
m2

2(µn) + cϑ,n,

so that by (2.28)

(2.34) sup
n

H (µn| γϑ,n) < +∞.



25

Applying Proposition 2.2 we can find a subsequence (still denoted by µn) such that µn ⇀ µ in
P(Rd); moreover, by (2.5) and (2.28), µ belongs to P2(Rd) and its quadratic moment satisfies
(2.29). (2.17) of Proposition 2.2, (2.32), and (2.33) yield

lim inf
n→∞

H (µn| γn) ≥ lim inf
n→∞

H (µn| γϑ,n)− ϑ

2
mϑ − cϑ

(2.17)

≥ H (µ| γϑ)− ϑ

2
mϑ − cϑ

(2.25)
= H (µ| γ)− ϑ

2
(
mϑ −m2

2(µ)
)
.

Since ϑ can be chosen arbitrarily small in the previous inequality, we get (2.29). �

Logarithmic gradient and Relative Fisher information . Let µ = v · γ ∈ Pr(Ω) be a given
probability measure and let us suppose that for some p > 1

(2.35a) ∃η ∈ Lp
µ(Ω; Rd) : −

∫
Ω

divγζ(x) dµ(x) =
∫

Ω

ζ(x) · η(x) dµ(x) ∀ ζ ∈ C∞c (Ω; Rd).

Recalling that divγζ = div ζ − ζ ·DV , (2.35a) is equivalent to

(2.35b) −
∫

Ω

div ζ(x) dµ(x) =
∫

Ω

ζ(x) ·
(
η(x)−DV (x)

)
dµ(x) ∀ ζ ∈ C∞c (Ω; Rd);

since V is locally Lipschitz, (2.35b) implies that the distribution associated to µ belongs to
BVloc(Ω); in particular µ� γ, µ = v · γ with v ∈ Ld/(d−1)

loc (Ω). (2.35a,b) yield

(2.36) Dv · γ = η · µ = η v · γ,

so that v ∈W 1,1
γ (Ω) since∫
Ω

|Dv(x)|dγ(x) =
∫

Ω

|η(x)|v(x) dγ(x) =
∫

Ω

|η(x)|dµ(x) ≤ ‖η‖Lp
µ(Ω;Rd).

(2.35a,b) thus represent a weak definition of the logarithmic gradient (see e.g. [Bog98, Def. 5.2.7])

(2.37) η =
Dv
v

= “D log v ”,

η being determined up to µ-negligible sets. The γ-Relative Fisher Information of µ is defined as

(2.38) Ip(µ| γ) :=
∫

Ω

|η(x)|p dµ(x) =
∫

Ω

∣∣∣Dv
v

∣∣∣p dµ = Lp

(
Dv · γ|µ

)
,

where Lp is defined as in (2.19). As usual, we put Ip(µ| γ) = +∞ if v 6∈ W 1,1
γ (Ω). Being µ a

probability measure, we easily get

(2.39)
(
Ip1(µ|γ)

)1/p1

≤
(
Ip2(µ|γ)

)1/p2

if 1 ≤ p1 < p2 < +∞.

Here we recall a list of useful and well known properties of the Relative Fisher Information, whose
proofs are briefly sketched.

Lemma 2.4 (Main properties of the Fisher information). If µ = v · γ ∈ Pr(Ω) then

(2.40)
Ip(µ| γ) < +∞ ⇔ s := p

√
v ∈W 1,p

γ (Ω),

pp

∫
Ω

|Ds(x)|p dγ(x) = Ip(µ| γ), pDs = sη,

where η is the logarithmic gradient of v defined by (2.35a,b). In particular v ∈ L
d/(d−p)
loc (Ω) if

p < d, v ∈ Lr
loc(Ω) for every r ∈ [1,+∞) if p = d, and v ∈ C0(Ω) if p > d.

If µn = vn · γ = sp
n · γ ∈ Pr

2 (Ω) is a sequence satisfying

(2.41) sup
n

(
m2(µn) + Ip(µn| γ)

)
< +∞,
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and Ω is a Lipschitz open set, then there exists µ = v · γ ∈ Pr
2 (Ω) and a subsequence (still labeled

by µn) such that

µn ⇀ µ in P(Ω), vn → v strongly in L1
γ(Ω), sn → s strongly in Lp

γ(Ω)(2.42)

vn → v strongly in


Lr

loc(Ω), 1 ≤ r < d
d−p if p < d,

Lr
loc(Ω), 1 ≤ r < +∞ if p = d,

L∞loc(Ω) if p > d,

(2.43)

lim inf
n↑+∞

Ip(µn| γ) ≥ Ip(µ| γ),(2.44)

Dsn ⇀ Ds weakly in Lp
γ(Ω; Rd), Dvn ⇀ Dv weakly in L1

γ(Ω; Rd).(2.45)

Finally, if lim supn↑+∞ Ip(µn| γ) ≤ Ip(µ| γ), then

(2.46) Dsn → Ds strongly in Lp
γ(Ω; Rd), Dvn → Dv strongly in L1

γ(Ω; Rd).

Proof. The implication “⇒” in (2.40) can be easily proved by introducing the functions

sε(x) := (v(x) + ε)1/p, ε > 0,

which satisfy

sε ∈W 1,1
loc (Ω), Dsε =

1
p
(v + ε)1/p−1Dv =

1
p
(v + ε)1/p−1vη

with
pp

∫
Ω

|Dsε|p dγ ≤
∫

Ω

( v

v + ε

)p−1

v |η|p dγ ≤
∫

Ω

|η|p dµ = Ip(µ| γ).

As ε ↓ 0 we have sε(x) ↑ s(x) :=
(
v(x)

)1/p and its gradient is uniformly bounded in Lp
γ(Ω; Rd);

hence it follows that

(2.47) s ∈W 1,p
γ (Ω), Ds =

Dv
p v1−1/p

=
1
p
sη ∈ Lp

γ(Ω; Rd).

The converse implication of (2.40) is an easy consequence of a truncation argument and the Chain
rule for Sobolev functions. The improved summability properties for v follow from the application
of Sobolev Imbedding Theorem to s = v1/p. Combining Rellich and Prokhorov Theorems we get
(2.42) and (2.43). (2.44) is a consequence of Proposition 2.2.

The first weak convergence of (2.45) is a simple consequence of the uniform bound of Dsn in
Lp

γ(Ω; Rd). The second one follows from the fact that Dvn is the product of a sequence strongly
converging in Lp′

γ (Ω) (i.e. sp−1
n ) and pDsn which is weakly converging in Lp

γ(Ω; Rd).
Finally, the “lim sup” assumption of (2.46) yields the strong convergence of Dsn in Lp

γ(Ω; Rd),
and therefore the strong convergence of Dvn in L1

γ(Ω; Rd). �

Remark 2.5 (Relative Fisher information in terms of the Lebesgue Measure). It will be useful to
write the Relative Fisher information functional in terms of the Lebesgue measure: suppose that
as in (1.5d,e)

(2.48) sup
x∈Ω

∣∣D2V (x)
∣∣ < +∞, DV · n = 0 on ∂Ω,

so that, for a suitable constant A,

(2.49) f =
1
2
|DV |2 −∆V satisfies |f(x)| ≤ A(1 + |x|2) ∀x ∈ Ω.

Then, as we already observed in (1.19),

(2.50)
1
2
I2(µ| γ) =

1
2
I2(µ| Ld) +

∫
Ω

f(x) dµ(x) ∀µ ∈ P2(Ω);

in particular when γ is the centered Gaussian measure of variance λ−1 in Ω = Rd as in (1.8) we
have

(2.51)
1
2
I2(µ| γ) =

1
2
I2(µ| Ld) +

λ2

2
m2

2(µ)− λd ∀µ ∈ P2(Rd).
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For, setting as usual, µ = s2γ = r2Ld, we have

(2.52) s = r e
1
2 V , Ds =

(
Dr +

1
2
rDV

)
e

1
2 V ,

so that
1
2
I2(µ| γ) = 2

∫
Ω

∣∣Ds∣∣2 dγ = 2
∫

Ω

∣∣Dr +
1
2
rDV

∣∣2 dx

= 2
∫

Ω

∣∣Dr∣∣2 dx+
1
2

∫
Ω

r2
∣∣DV ∣∣2 dx+ 2

∫
Ω

rDr ·DV dx

(2.48)
=

1
2
I2(µ| Ld) +

∫
Ω

(1
2
|DV |2 −∆V

)
r2 dx.

The last integration by parts can be justified by a standard localization argument recalling that
the quadratic moment of µ is finite and the differential of V has a linear growth by (2.48). For,
introducing a smooth function θ : Rd → [0,+∞) satisfying θ(x) ≡ 1 if |x| ≤ 1 and θ(x) ≡ 0 if
|x| ≥ 2, and setting θk(x) = θ(x/k), we get

2
∫

Ω

rDr ·DV dx = lim
k↑∞

∫
Ω

Du ·DV θk(x) dx = − lim
k↑∞

∫
Ω

(
u∆V θk + uDV ·Dθk

)
dx

= − lim
k↑∞

∫
Ω

u∆V θk dx = −
∫

Ω

u∆V dx

since ∫
Ω

∣∣uDV ·Dθk

∣∣ dx ≤ 1
k

sup
Rd

|Dθ|
∫

Ω

|DV |dµ→ 0 as k ↑ ∞.

Weighted Fisher information . Let µ = v · γ = s2 · γ ∈ Pr
2 (Ω) with I2(µ| γ) < +∞. If η is the

logarithmic gradient defined as in (2.35a,b), we set

(2.53) I V
2 (µ| γ) :=

∫
Ω

D2V (x)η(x) · η(x) dµ(x) = 4
∫

Ω

D2V (x)Ds(x) ·Ds(x) dγ(x).

It is easy to check that for µn, µ ∈ Pr
2 (Ω) with µn ⇀ µ in P(Ω), supn∈N I2(µn| γ) < +∞, and

λ′ ≥ λ−,

(2.54) lim inf
n→∞

(
I V

2 (µn| γ) + λ′I2(µn| γ)
)
≥ I V

2 (µ| γ) + λ′I2(µ| γ).

2.4. Kantorovich-Rubinstein-Wasserstein distance. Let Ω be an open convex subset of Rd,
µ1, µ2 ∈ P(Ω) be two Borel probability measures; µ ∈ P(Ω×Ω) has marginals µ1, µ2, and we say
that µ is a transference plan in Γ(µ1, µ2), if∫

Ω×Ω

ζ(xi) dµ(x1, x2) =
∫

Ω

ζ(xi) dµi(xi) ∀ ζ ∈ C0
b (Ω), i = 1, 2.

Γ(µ1, µ2) is not empty, since it contains the product measure µ1⊗µ2; the admissible transference
plans in Γ(µ1, µ2) which are concentrated on graphs of Borel maps r : Ω → Ω play a crucial role:
in that case it is not difficult to check that integration w.r.t. µ can be reduced to integration w.r.t.
µ1 by ∫

Ω×Ω

ζ(x1, x2) dµ(x1, x2) =
∫

Ω

ζ(x1, r(x1)) dµ1(x1),

so that the second marginal condition becomes

(2.55)
∫

Ω

ζ(x2) dµ2(x2) =
∫

Ω

ζ(r(x1)) dµ1(x1) ∀ ζ ∈ C0
b (Ω).

If (2.55) holds, we will say that µ2 = r#µ1 and r is a transport map between µ1 and µ2; admissible
transport maps are denoted by T (µ1, µ2) and the induced transference plans can be represented
by µ = (i× r)#µ1.
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The L2-Kantorovich-Rubinstein-Wasserstein distance (in short, Wasserstein distance) between
two probability measures µ1, µ2 ∈ P2(Ω) is defined by

(2.56) W 2(µ1, µ2) := inf
{∫

Ω×Ω

|x2 − x1|2 dµ(x1, x2) : µ ∈ Γ(µ1, µ2)
}
.

It is not difficult to show that W is a true distance and that the inf in (2.56) is attained; in fact,
a much stronger and deeper result holds true: we collect in the next results various contributions
by Brenier [Bre91], Knott & Smith [SK87], Gangbo & McCann [GM96]; see also [RR98,
Vil03, AGS05].

Theorem 2.6. If µi := vi · γ ∈ Pr
2 (Ω), i = 1, 2, then there exists an optimal transport map

r := To(µ1, µ2) ∈ T (µ1, µ2) (uniquely determined µ1-almost everywhere) which satisfies

(2.57) r#µ1 = µ2,

∫
Ω

|r(x1)− x1|2 dµ(x1) = W 2(µ1, µ2).

Moreover the graph of r is contained in a cyclically monotone set, and there exists a Borel set
Σ ⊂ Ω with µ1(Ω \ Σ) = 0 such that

i. r is strictly monotone (in particular injective) in Σ i.e.

(2.58) 〈r(x)− r(y), x− y〉 > 0 for every x, y ∈ Σ;

ii. r is differentiable in Σ, and

(2.59) Dr(x) is symmetric and strictly positive definite for every x ∈ Σ,

iii. the change of variable formula holds

(2.60) v2(y) = 0 in Ω \ r(Σ), v2(r(x))g(r(x)) =
v1(x) g(x)
det Dr(x)

∀x ∈ Σ.

For µ1, µ2 ∈ Pr
2 (Ω) we denote by To(µ1, µ2) the (unique) optimal transport r satisfying (2.57).

Observe that

(2.61) m2(µ2) ≤W (µ1, µ2) + m2(µ1).

The proof of the next Lemma can be found in [Vil03].

Lemma 2.7 (Strict convexity). Let us fix ν ∈ Pr
2 (Ω); the map µ ∈ P2(Ω) 7→W 2(µ, ν) is strictly

convex, i.e. for each µ0, µ1 ∈ P2(Ω) with µ0 6= µ1 we have

(2.62) W 2((1− t)µ0 + tµ1, ν) < (1− t)W 2(µ0, ν) + tW 2(µ1, ν) ∀ t ∈ (0, 1).

Lemma 2.8 (Lower semicontinuity and convergence in P2(Ω)). Let µn, µ, ν ∈ P2(Ω); if
µn ⇀ µ narrowly in P(Ω) then

(2.63) lim inf
n↑+∞

W (µn, ν) ≥W (µ, ν).

Moreover,

(2.64) lim
n↑+∞

W (µn, µ) = 0 ⇐⇒ µn ⇀ µ narrowly in P(Ω), m2(µn) → m2(µ).

In this case

(2.65) lim
n→∞

∫
Ω

ζ(x) dµn(x) =
∫

Ω

ζ(x) dµ(x),

for every continuous function ζ : Ω → R with quadratic growth.

For the proof, see [Vil03, chapter 7] or [AGS05, Chap. 7].

Remark 2.9. When Ω is convex, the canonical identification of P2(Ω) with the subset
{
µ ∈

P2(Rd) : µ(Rd \ Ω) = 0
}

already discussed in Remark 2.1 is in fact an isometry with respect to
the Wasserstein Distance, since the Wasserstein distance in P2(Ω) coincides with the Wasserstein
distance inherited from P2(Rd) through this inclusion.
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2.5. The discrete scheme and its abstract convergence properties. We recall here a gen-
eral result of convergence for the variational approximation scheme we presented in § 1.7 of the
Introduction. We are supposing that the functional

φ : P2(Rd) → (−∞,+∞] is l.s.c. w.r.t. narrow convergence on

bounded subsets of P2(Rd), with ∅ 6= D(φ) :=
{
µ ∈ P2(Rd) : φ(µ) < +∞

}
⊂ Pr

2 (Ω),
(2.66a)

and its satisfies the lower bound

∃ τo > 0 : inf
µ∈P2(Rd)

φ(µ) +
1

2τo
m2

2(µ) > −∞.(2.66b)

Taking into account Remark 2.1, the compactness property (2.4), and (2.66b), (2.66a) is equivalent
to

(2.67)
for every sequence (µn) ⊂ D(φ) with sup

n

(
φ(µn) +

1
τo

m2(µn)
)
< +∞,

∃ (µnk
), ∃µ ∈ D(φ) ⊂ Pr

2 (Ω) : µnk
⇀ µ narrowly in P(Ω), lim inf

n→∞
φ(µn) ≥ φ(µ).

Before stating the general approximation result, we need to introduce two relevant definitions
[AGS05, 10.1.1, 11.1.5] in order to interpret the limit equation satisfied by any limit point µ ∈
GMM(µ0;φ).

Definition 2.10 (Strong and regular limiting subdifferentials; regular functionals). Let
φ : P2(Rd) → (−∞,+∞] be a given functional and let µ ∈ D(φ); we say that ξ ∈ L2

µ(Rd; Rd)
belongs to the strong subdifferential ∂sφ(µ) of φ at µ if

(2.68) φ(t#µ)− φ(µ) ≥
∫

Ω

ξ(x) · (t(x)− x) dµ(x) + o
(
‖t− i‖L2

µ(Ω;Rd)

)
.

Let us further assume that φ satisfies (2.66a,b); φ has a regular limiting subdifferential if for
every couple of sequences µk ∈ Pr

2 (Ω), ξk ∈ L2
µk

(Ω; Rd) such that

(2.69)


ξk ∈ ∂sφ(µk), µk ⇀ µ narrowly in P(Ω),

sup
k

(
φ(µk) +

1
τo

m2(µk) +
∫

Ω

|ξk(x)|2 dµk(x)
)
< +∞,

there exists a unique ξ ∈ L2
µ(Ω; Rd) such that

(2.70) νk = ξkµk ⇀ ν = ξµ in
[
Mloc(Ω)

]d
.

We call ξ the limiting subdifferential ∂`φ(µ) of φ; µ 7→ ∂`φ(µ) is thus single valued in its proper
domain D(∂`φ). If moreover every sequence (µk) as in (2.69) also satisfies

(2.71) lim
k→∞

φ(µk) = φ(µ),

then we say that φ is regular.

The role of the strong subdifferential is provided by the following simple properties:
S1: Derivative of φ along a smooth vector field: Suppose that for t ∈ (−ε, ε) Xt :

Ω → Ω is smooth family of maps such that for a suitable constant C > 0

(2.72) |Xt(x)− x| ≤ Ct(1 + |x|), d

dt
Xt(x)|t=0

= ζ(x) ∀x ∈ Ω, t ∈ (−ε, ε).

If ξ ∈ ∂sφ(µ) and the composed function t 7→ φ
(
(Xt)#µ

)
is left and right differentiable

at t = 0, then

(2.73)
d

dt
φ
(
(Xt)#µ

)
|t=0− ≤

∫
Ω

〈ξ(x), ζ(x)〉dµ(x) ≤ d

dt
φ
(
(Xt)#µ

)
|t=0+

.

In particular, if t 7→ φ
(
(Xt)#µ

)
is differentiable, then

(2.74)
d

dt
φ
(
(Xt)#µ

)
|t=0

=
∫

Ω

〈ξ(x), ζ(x)〉dµ(x).
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S2: Euler equation for the variational scheme: Let {Mn
τ }∞n=1 be a solution of the vari-

ational scheme (1.44), starting from µ0 ∈ P2(Ω). Since Mn
τ ∈ D(φ) ⊂ Pr

2 (Ω), by Theorem
2.6 we find a unique optimal transport map rn

τ = To(Mn
τ ,M

n−1
τ ), n ∈ N, thus satisfying

(2.75) (rn
τ )#Mn

τ = Mn−1
τ , W 2(Mn

τ ,M
n−1
τ ) =

∫
Ω

|rn
τ (x)− x|2 dMn

τ (x).

Then it is not difficult to show [AGS05, Lemma 10.1.2] that

(2.76) −vn
τ :=

rn
τ − i

τ
∈ ∂sφ(Mn

τ ) ⊂ L2
Mn

τ
(Ω; Rd).

S3: Smooth perturbation: let us suppose that f satisfies (1.4) and let us consider the
functional

(2.77) µ 7→ 〈f, µ〉 :=
∫

Ω

f(x) dµ(x) ∀µ ∈ P2(Ω),

and the induced perturbed functional

(2.78) µ 7→ φf (µ) := φ(µ) + 〈f, µ〉 ∀µ ∈ P2(Ω),

having the same domain of φ. Thanks to (1.4), if φ satisfies (2.66a,b), then also φf :=
φ+ 〈f, ·〉 satisfies (2.66a,b). The next perturbation result reduces the computation of the
subdifferential of φf to that of φ:

Lemma 2.11 (Linear perturbation of subdifferentials). If f satisfies (1.4) then 〈f, ·〉 is
Wasserstein differentiable at each measure µ ∈ P2(Ω) with

(2.79) ξ ∈ ∂s〈f, µ〉 ⇐⇒ ξ = Df µ-a.e. in Ω,

which in particular implies

(2.80) 〈f, t#µ〉 − 〈f, µ〉 −
∫

Ω

Df · (t− i) dµ(x) = o
(
‖t− i‖L2

µ(Ω;Rd)

)
, t(Ω) ⊂ Ω.

If µk ⇀ µ narrowly in P(Ω) with supk m2(µk) < +∞, then (Df)µk ⇀ (Df)µ weakly in
[
Mloc(Ω)

]d.
We thus have the perturbation rule

ξ ∈ ∂sφ
f (µ) ⇐⇒ ξ −Df ∈ ∂sφ(µ);(2.81a)

finally, if φ has a regular limiting subdifferential, then φf satisfies the same property, with

∂`φ
f (µ) = ∂`φ(µ) + Df.(2.81b)

Proof. Let us introduce the convex set

(2.82) L2
µ(Ω; Ω) :=

{
t ∈ L2

µ(Ω; Rd) : t(x) ∈ Ω for µ-a.e. x ∈ Ω
}
;

since
〈f, t#µ〉 =

∫
Ω

f(t(x)) dµ(x),

the mean value Theorem yields

〈f, t#µ〉 − 〈f, µ〉 −
∫

Ω

Df · (t− i) dµ =
∫ 1

0

∫
Ω

(
Df

(
(1− θ)i + θt

)
−Df

)
· (t− i

)
dµdθ

≤
∥∥t− i

∥∥
L2

µ(Ω;Rd)

∫ 1

0

∥∥Rθ[t]
∥∥

L2
µ(Ω;Rd)

dθ, ∀ t ∈ L2
µ(Ω; Ω),(2.83)

where Rθ[·] is the transformation

(2.84) t ∈ L2
µ(Ω; Ω) 7→ Rθ[t](x) := Rθ(x, t(x)) ∀x ∈ Ω,

induced by the continuous maps

(2.85) Rθ(x, y) := Df
(
(1− θ)x+ θy

)
−Df(x), θ ∈ [0, 1], x, y ∈ Ω.

Since Rθ satisfies

(2.86) |Rθ(x, y)| ≤ C(1 + |x|+ |y|), Rθ(x, x) = 0 ∀ θ ∈ [0, 1], x, y ∈ Ω,
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Rθ is a continuous (superposition) operator in L2
µ(Ω; Ω) (see e.g. [AP93]), with

(2.87)
∥∥Rθ[t]

∥∥
L2

µ(Ω;Rd)
≤ C

(
1 +

∥∥t‖L2
µ(Ω;Rd)

)
∀ t ∈ L2

µ(Ω; Ω), Rθ[i] = 0.

Therefore as t → i in L2
µ(Ω; Ω) we have

(2.88) Rθ[t] → 0 in L2
µ(Ω; Rd),

∫ 1

0

∥∥Rθ[t]
∥∥

L2
µ(Ω;Rd)

dθ → 0,

thanks to Lebesgue Dominated Convergence Theorem; (2.83) and (2.88) yield (2.80). The converse
implication in (2.79) is immediate: if ξ ∈ ∂s〈f, µ〉 then choosing t = i + εη with η ∈ C∞c (Ω; Rd)
in (2.68) and (2.80) and letting ε ↓ 0, we obtain

(2.89)
∫

Ω

〈ξ −Df,η〉dµ ≤ 0 ∀η ∈ C∞c (Ω; Rd),

which yields ξ(x) = Df(x) for µ-a.e. x ∈ Ω.
Since Df has a linear growth and it is continuous, the second part of the Lemma is a standard

application of narrow convergence (see e.g. [AGS05, Chap. V]). �

Keeping the same notation of § 1.7, (2.75), and (2.76), we also set νn
τ := vn

τM
n
τ ∈

[
M(Ω)

]d and,
as usual, we denote by Mτ ,ντ ,vτ the corresponding piecewise constant functions defined on Ω∞:

(2.90) Mτ,t := Mn
τ , ντ := νn

τ , vτ := vn
τ , tτ := nτ if (n− 1)τ < t ≤ nτ .

We will also use a different interpolation family, firstly introduced by E. De Giorgi.

Definition 2.12 (De Giorgi’s variational interpolants). For every t = (n − 1)τ + σ ∈(
(n− 1)τ, nτ ], 0 < σ ≤ τ , we denote by

(2.91) M̃τ,t a minimizer of µ 7→ Φ(σ,Mn−1
τ ;µ) =

1
2σ
W 2(Mn−1

τ , µ) + φ(µ);

observe that for σ = τ, t = tn = nτ , we can always choose M̃τ (tn) = Mτ (tn) = Mn
τ . We also set

(2.92) r̃τ,t = To(M̃τ,t,M
n−1
τ ), ṽτ,t :=

i− r̃τ,t

σ
∈ L2

M̃τ,t
(Ω; Rd), ν̃τ := ṽτ M̃τ ,

observing that

(2.93) −ṽτ ∈ ∂sφ(M̃τ,t) ∀ t > 0.

The following result provides the starting point for all the further developments [AGS05,
Prop. 2.2.3, Prop. 3.2.2, Cor. 3.3.4, §3,4, Theorem 11.1.6, Cor. 11.1.8].

Theorem 2.13 (G.M.M., gradient flows, and “Wasserstein” subdifferential). Let φ be a
functional satisfying (2.66a,b).

a) Existence of approximate solutions and energy estimate. For each M ∈ P2(Ω), τ ∈
(0, τo), the functional µ 7→ Φ(τ,M ;µ) admits a minimum point, which is unique if φ is also
convex. Therefore for every initial choice of M0

τ ∈ P2(Ω) the variational scheme (1.44) admits
a (unique, if φ is convex) solution {Mn

τ }∞n=1, whose piecewise constant interpolation Mτ and
variational interpolation M̃τ satisfy

−vτ,t ∈ ∂sφ(Mτ,t), −ṽτ,t ∈ ∂sφ(M̃τ,t) ∀ t > 0,(2.94)

and, for every 0 ≤ s < t < +∞

φ(Mτ,t) +
1
2

∫ tτ

sτ

∫
Ω

|vτ,s|2 dMτ,s ds+
1
2

∫ tτ

sτ

∫
Ω

|ṽτ,s|2 dM̃τ,s ds ≤ φ(Mτ,s).(2.95)
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b) Compactness of discrete solutions If

(2.96) M0
τ ⇀ µ0, lim sup

τ↓0
m2(M0

τ ) =: m2,0 < +∞, φ(µ0) ≤ lim sup
τ↓0

φ(M0
τ ) =: ϕ0 < +∞,

then there exists a time step τ∗ > 0 and for every T > 0 there exists a constant C > 0 only
depending on m2,0, ϕ0, T, τo such that

(2.97) m2(Mτ,t) ≤ C, φ(Mτ,t) ≤ C,

∫ T

0

∫
Ω

∣∣vτ,s

∣∣2 dMτ,s ds ≤ C ∀ t ∈ [0, T ], 0 < τ < τ∗.

Each infinitesimal sequence τk of time steps admits a subsequence (still denoted by τk) and a
non increasing map ϕ : t ∈ [0,+∞) → ϕt ∈ [0,+∞) such that

Mτk,t, M̃τk,t → µt narrowly in P(Ω) ∀ t ≥ 0,(2.98)

ντk
⇀ ν = vµ, ν̃τk

⇀ ν̃ = ṽµ weakly in
[
Mloc(Ω∞)

]d
,(2.99)

ϕ0 ≥ ϕs ≥ lim
k↑+∞

φ(M̃τk,t) ≥ lim
k↑+∞

φ(Mτk,t) = ϕt ≥ φ(µt) ∀ 0 ≤ s < t,(2.100)

lim
k↑+∞

φ(Mτk,t) = ϕt = lim
k↑+∞

φ(M̃τk,t) if ϕ is left continuous at t.(2.101)

The map t 7→ µt is continuous in [0,+∞) with values in Pr
2 (Ω), for every T > 0

(2.102)

∫ T

0

∫
Ω

|vt|2 dµt dt ≤ lim inf
k↑+∞

∫ T

0

∫
Ω

∣∣vτk,t

∣∣2 dMτk,t dt < +∞,∫ T

0

∫
Ω

|ṽt|2 dµt dt ≤ lim inf
k↑+∞

∫ T

0

∫
Ω

|ṽτk,t|2 dM̃τk,t dt < +∞,

and the trivial extension of µ,v outside Ω satisfy the continuity equation

(2.103) ∂tµ+ div
(
v µ

)
= 0 in D ′(Rd × (0,+∞)).

All the limit curves µ obtained in this way are the elements of GMM(µ0;φ).
c) Gradient flow equation for regular limiting subdifferentials If φ has a regular limiting

subdifferential as Definition 2.10, then for L 1-a.e. t ∈ (0, T )

(2.104) νt = ν̃t is the unique (weak) limit point of the families ντk,t, ν̃τk,t,

(2.105)
∫

Ω

|vt|2 dµ ≤


lim inf
k↑+∞

∫
Ω

|vτk,t|2 dMτk,t

lim inf
k↑+∞

∫
Ω

|ṽτk,t|2 dM̃τk,t,

µt,vt satisfy the “gradient flow equation”

(2.106) −vt = ∂`φ(µt) for a.e. t ∈ (0, T ),

and the Energy-Lyapunov inequality

(2.107) ϕt +
∫ t

s

∫
Ω

|vr(x)|2 µr(x) dr ≤ ϕs 0 ≤ s < t ≤ T.

d) Convergence of the energy for regular functionals Finally, if φ is also regular, then

(2.108) φ(µt) = ϕt = lim
k→∞

φ(Mτk,t) = lim
k→∞

φ(M̃τk,t) L 1-a.e. in (0, T ).
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2.6. Wasserstein distance, Entropy and Fisher information. The Wasserstein distance
provides an interesting link between (relative) Entropy and (relative) Fisher information. As
usual, we are assuming (2.8) and (2.9).

Let us first recall the notion of displacement interpolation and displacement convexity, which
have been introduced by R.J. McCann [McC97] and play a crucial role in the Wasserstein frame-
work.

Definition 2.14 (Displacement interpolation and displacement convexity). For each cou-
ple µ0, µ1 ∈ Pr

2 (Ω), r = To(µ0, µ1) and t ∈ (0, 1), we set

(2.109) rt := (1− t)i + tr, µt := (rt)#µ0.

A functional φ : P2(Ω) → (−∞,+∞] is λ-displacement convex if for every µ0, µ1 ∈ D(φ) ⊂ Pr
2 (Ω)

the map t ∈ [0, 1] 7→ φ(µt) is λ-convex, i.e.

(2.110) φ(µt) ≤ (1− t)φ(µ0) + tφ(µ1)−
λ

2
t(1− t)W 2(µ0, µ1) ∀ t ∈ [0, 1].

Observe that

(2.111) W (µs, µt) = (t− s)W (µ0, µ1) ∀ 0 ≤ s ≤ t ≤ 1.

Proposition 2.15 (Entropy and Fisher information). Let γ := e−V Ld for a λ-convex func-
tion V as in (2.8).

i) λ-convexity of the Entropy: The functional µ ∈ Pr
2 (Ω) 7→ H (µ| γ) is λ-displacement

convex.
ii) Regularity and limiting subdifferential of the Entropy: the Entropy functional H (·| γ)

is regular and has a regular limiting subdifferential according to Definition 2.10. A measure
µ = v · γ belongs to D(∂`H ) iff v ∈W 1,1

γ (Ω) and Dv/v ∈ L2
µ(Ω; Rd), i.e. I2(µ| γ) < +∞; in

this case

(2.112) η = ∂`H (µ| γ) ⇐⇒ η =
Dv
v
∈ L2

µ(Ω; Rd), so that I2(µ| γ) =
∫

Ω

∣∣η∣∣2 dµ.

iii) Variational inequality for the subdifferential: if I2(µ| γ) < +∞, the subdifferential
η = Dv

v satisfies the variational inequality

(2.113)
∫

Ω

((
r − x

)
· η +

λ

2
|r − x|2

)
dµ ≤ H (ν| γ)−H (µ| γ) ∀ ν ∈ Pr

2 (Ω), r = To(µ, ν).

In particular for every sequence µn ∈ Pr
2 (Ω)

(2.114) lim
n→∞

W (µn, µ) = 0, sup
n

I2(µn| γ) < +∞ =⇒ lim
n→∞

H (µn| γ) = H (µ| γ).

iv) Log-Sobolev and Talagrand inequality: if λ > 0 and γ ∈ P(Ω) then

(2.115)
λ

2
W 2(µ, γ) ≤ H (µ| γ) ≤ 1

2λ
I2(µ| γ) ∀µ ∈ Pr

2 (Ω).

More generally, if λ ≤ 0 and γϑ is the Probability measure (2.24) we have

(2.116) H (µ| γ) ≤ 1
2
I2(µ| γ) +

1− λ

2
W 2(µ, γϑ) + H (γϑ| γ) ∀µ ∈ Pr

2 (Ω).

v) Derivative of the Entropy along curves: let µ : t ∈ [0, T ] 7→ µt = vt · γ ∈ Pr
2 (Ω) be an

(absolutely) continuous curve satisfying the continuity equation

(2.117) ∂tµ+ div
(
v µ

)
= 0 in D′(Rd × (0, T ))

for a Borel vector field v with

(2.118)
∫ T

0

∫
Ω

∣∣vt(x)
∣∣2 dµt(x) dt < +∞,

∫ T

0

I2(µt| γ) dt < +∞.

Then the map t 7→ H (µt| γ) is absolutely continuous in [0, T ] and

(2.119)
d

dt
H (µt| γ) =

∫
Ω

vt · ηt dµt for L1-a.e. t ∈ (0, T ), where ηt = ∂`H (µt| γ) =
Dvt

vt
.
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Proof. i) is due to R.J. McCann [McC97] (see e.g. [AGS05, Prop. 9.3.2 and Thm. 9.4.12]).
ii) and iii) have been proved in [AGS05, Sect. 10.4.4, 10.1.1].
(2.115) is a particular case of (2.113): the first (Talagrand [Tal96, OV00]) inequality follows by
choosing µ = γ,η = 0, the second (Logarithmic-Sobolev) inequality can be obtained by choosing
ν := γ and applying Cauchy-Schwarz inequality. (2.116) follows by the same method by choosing
ν := γϑ. The relationship between Displacement Convexity, Talagrand and Logarithmic-Sobolev
inequalities has been deeply investigated by [OV00]
v) has been proved in [AGS05, Sec. 10.1.2 (E)]. �

Remark 2.16. When γ = Ld is the Lebesgue measure, the convergence of the Entropy stated in
(2.114) holds without assuming the convergence of the quadratic moments, i.e. if

µn = unLd, µn ⇀ µ narrowly in P(Ω), sup
n

(
m2(µn) + I2(µn| Ld)

)
< +∞(2.120)

then

lim
n→∞

H (µn| Ld) = H (µ| Ld), un → u strongly in Lp(Ω) for 1 ≤ p < 1
2 2?,(2.121)

where 2? is the Sobolev exponent recalled in (1.74). For, the boundedness of the quadratic moments
of µn and Rellich-Sobolev embedding Theorem for rn =

√
un yield strong convergence of rn in

L2p(Ω) (and of un in Lp(Ω)) for every 2p < 2?.

The next result collects the main results for the Wasserstein approach to Fokker-Planck equa-
tions, introduced by [JKO98].

Theorem 2.17 (Fokker-Planck equation as gradient flow of the Entropy). Let ν0 ∈
Pr

2 (Ω) with I2(ν| γ) < +∞; there exists a unique solution νt = ρt · γ ∈ C0([0,+∞);P2(Ω)),
with supt I2(νt| γ) < +∞, of the Fokker-Planck equation with homogeneous Neumann boundary
conditions

(2.122) ∂tνt − div
(
νt

Dρt

ρt

)
= 0 in Ω∞, ∂nρt = 0 on (∂Ω)∞,

according to the following weak formulation

(2.123)
∫

ΩT

(
− ρt ∂tζ + Dζ ·Dρt

)
dγ(x) dt =

∫
Ω

ζ(0, x) dν0(x), ∀ ζ ∈ D(Rd × R).

The map t 7→ e2λtI2(νt| γ) is right continuous and not increasing; the optimal transport maps
rt,h = To(νt, νt+h) satisfy

(2.124) I2(νt| γ) = lim
h↓0

W (νt, νt+h)2

h2
,

Dρt

ρt
= lim

h↓0

rt,h − x

h
strongly in L2(νt; Rd) ∀ t ≥ 0.

Moreover if ν ∈ P2(Ω) with H (ν| γ) < +∞ and rt = To(νt, ν) is the optimal transportation map
between νt and ν, then

1
2

d
dtW

2(νt, ν) =
∫

Ω

(
rt(x)− x

)
·Dρdγ(x)(2.125)

≤ H (ν| γ)−H (νt| γ)−
λ

2
W 2(νt, ν).(2.126)

Finally, if ρ0 ∈ L2
γ(Ω) then ρ ∈ C0([0,+∞);L2

γ(Ω)) and

(2.127) ρ ∈ C∞([δ,+∞);W 1,2
γ (Ω)), ∂tρ,∆γρ ∈ C∞([δ,+∞);L2

γ(Ω)) ∀ δ > 0.

ρ is (unique) variational solution of

(2.128) ∂tρt −∆γρt = 0 in Ω∞, ∂nρ = 0 on (∂Ω)∞,

which is associate to the closed and symmetric Dirichlet form in L2
γ(Ω) with domain W 1,2

γ (Ω)

(2.129) a(ρ, η) :=
∫

Ω

Dρ ·Dη dγ;
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in particular, it satisfies

(2.130) ess-inf ρ0 ≤ ess-inf ρt, ess-sup ρt ≤ ess-sup ρ0 ∀ t ≥ 0.

Proof. The lemma is a particular case (for the Relative Entropy functional) of the general result
[AGS05, Theorems 11.2.1]; the link with the standard theory of variational parabolic problems
in Hilbert spaces, analytic semigroups (yielding (2.127), see e.g. [Bre83]), and Dirichlet forms has
also been discussed in [AS06]. �
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3. Second order functionals and Sobolev inequalities

3.1. A Sobolev inequality for the square root. The next theorem shows a regularity result
for the square root z of a nonnegative function s in W 2,2

loc (Ω): the first derivatives of z gain an
extra (local) L4 summability. A global result also holds, if s satisfies an homogeneous Neumann
condition on ∂Ω: in this case a general weight measure γ as in § 2.2 is involved and the estimates
are explicit. Observe that, in order to obtain stability constants independent of the dimension d
and of γ, we should use a second order tensor A which involves D2s and ∆γs (the Laplace operator
induced by γ, see (1.10)). Recall that |A| and ‖A‖ denotes the Euclidean and the operator norm
of A (see the notation at the beginning of § 2.

Theorem 3.1 (A Sobolev inequality for the square root). Let γ be a reference Radon
measure as in § 2.2 and let s ∈W 2,2

loc (Ω) be a nonnegative function; then z :=
√
s ∈W 1,4

loc (Ω) and

4|Dz|4 + divγ

(
|Dz|2Ds

)
= A(s)Dz ·Dz in the sense of distributions of D′(Ω)(3.1)

where

A(s) := 2D2s+ (∆γs) Id, Aij := 2∂2
ijs+

( ∑
k

∂2
kks− ∂kV ∂ks

)
δij ,(3.2)

in particular, for each couple of open set Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω there exists a constant C = C(Ω′,Ω′′) > 0
such that

(3.3)
∫

Ω′
|Dz|4 dx ≤ C

∫
Ω′′

(
‖A(s)‖2 + |Ds|2 + s2

)
dx.

Moreover, if Ω is Lipschitz, s ∈ W 2,2
γ (Ω), ∆γs ∈ L2

γ(Ω), and ∂ns = 0, then z =
√
s ∈ W 1,4

γ (Ω)
and

(3.4) 4
∫

Ω

|Dz|4 dγ =
∫

Ω

A(s)Dz ·Dz dγ ≤ 1
4

∫
Ω

‖A(s)‖2 dγ.

Proof. Let us first suppose that the nonnegative function s belongs to C2(Ω), so that zε =
√
s+ ε−

ε ∈ C2(Ω) for ε > 0. Since

(3.5) s = (zε + ε)2 − ε, ∂is = 2(zε + ε)∂izε, ∂2
ijs = 2

(
(zε + ε)∂2

ijzε + ∂izε ∂jzε

)
,

a simple calculation shows that

4|Dzε|4 + divγ

(
|Dzε|2Ds

)
=

∑
i,j

4(∂izε)2(∂jzε)2 + ∂i

(
(∂jzε)2∂is

)
− ∂iF∂is(∂jzε)2

(3.5)
=

∑
i,j

4(∂izε ∂jzε)2 + 4(zε + ε)∂2
ijzε ∂izε ∂jzε + ∂2

iis(∂jzε)2 − ∂iF∂is(∂jzε)2

(3.5)
=

∑
i,j

2∂2
ijs∂izε∂jzε + (∂2

iis− ∂iF∂is)(∂jzε)2 = A(s)Dzε ·Dzε.

If Ω′′ ⊂ Ω is a bounded and regular open subset, s ∈ C2(Ω′′), and ∂ns = 0 on ∂Ω′′, we can
integrate the previous identity on Ω′′ obtaining

4
∫

Ω′′
|Dzε|4 dx =

∫
Ω′′

A(s)Dzε ·Dzε dγ ≤
( ∫

Ω′′
‖A(s)‖2 dγ

)1/2( ∫
Ω′′
|Dzε|4 dγ

)1/2

,

and therefore

(3.6)
( ∫

Ω′′
|Dzε|4 dγ

)1/2

≤ 1
4

( ∫
Ω′′
‖A(s)‖2 dγ

)1/2

,

which holds also for ε = 0, simply by passing to the limit as ε ↓ 0. In particular, choosing open
sets Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω and applying (3.6) to sζ where ζ is a nonnegative smooth cutoff function
such that ζ|Ω′ ≡ 1, ζ|Ω\Ω′′ ≡ 0, we get (3.3) for an arbitrary (nonnegative) function s ∈ C2(Ω).
Passing to the limit as ε ↓ 0 in the identity

(3.7) 4|Dzε|4 + divγ

(
|Dzε|2Ds

)
= A(s)Dzε ·Dzε,
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we obtain (3.1) for a C2 function s.
A standard approximation argument by convolution yields (3.3) for s ∈ W 2,2

loc (Ω); the next
auxiliary Lemma and a localization-regularization technique yield (3.1) for s ∈ W 2,2

loc (Ω) (being
(3.1) nonlinear with respect to z, a proof by regularization should guarantee the strong convergence
of the regularized functions).

The global identity and the inequality of (3.4) are consequences of (3.1), whenever one knows
that Dz ∈ L4

γ(Ω). If Ω is bounded and Lipschitz, then this global regularity can be simply obtained
by extending s outside Ω preserving the summability of its derivatives.

When Ω is unbounded, we can approximate s by the sequence sk := s ϑk where ϑk(x) =(
ζk(x)

)2 =
(
ζ(|x|/k)

)2 for a nonincreasing and smooth function ζ : [0,+∞) → [0,+∞) satisfying
ζ(x) ≡ 1 if |x| ≤ 1 and ζ(x) ≡ 0 if |x| ≥ 2. Setting zk =

√
sk = z ζk and applying (3.1) we obtain

(3.8) 4
∣∣Dzk

∣∣4 + divγ

(∣∣Dzk

∣∣2ϑk Ds
)

= ϑkA(s)Dzk ·Dzk + Bk Dzk ·Dzk −Rk,

where

(3.9) Bk = s
(
2D2ϑk +

(
∆ϑk

)
Id

)
+ 2Ds⊗Dϑk + 2Dϑk ⊗Ds+ 2

(
Ds ·Dϑk) Id,

and

(3.10) Rk = div
(∣∣Dzk

∣∣2sDϑk

)
= div

(∣∣ζkDz + zDζk
∣∣2z2 Dϑk

)
= div

(∣∣ 1
2ζkDs+ sDζk

∣∣2 Dϑk

)
.

It is not difficult to check that there exists a constant C depending only on ζ such that

(3.11)
∥∥Bk

∥∥2 ≤ Ck−2
(
s2 +

∣∣Ds∣∣2), |Rk| ≤ Ck−1
(
s2 +

∣∣Ds∣∣2 + ‖D2s‖2
)
.

Integrating in Ω and arguing as before, we obtain a uniform upper bound for Dzk in L4
γ(Ω); passing

to the limit as k ↑ +∞ we get (3.4). �

Lemma 3.2. Let ρδ := δ−dρ(·/δ) be a standard family of nonnegative, C∞ mollifiers with supp ρ ⊂
B1(0) and

∫
Rd ρδ(x) dx = 1. If z ∈ W 1,4(Rd) is nonnegative and zδ :=

(
z2 ∗ ρδ

)1/2, then zδ ∈
W 1,4(Rd) converges strongly to z in W 1,4(Rd).

Proof. Let us set s := z2, sδ := s ∗ ρδ; since sδ converges strongly to s in L2(Rd) it is immediate
to check that zδ converges strongly to z in L4(Rd). Since ∂is = 2z∂iz we know that

(3.12) I :=
∫

Rd

∣∣Dz∣∣4 dx =
1
4

∫
Rd

∣∣Ds∣∣4
s2

dx < +∞.

The convexity of the function Q : (u, v) ∈ (0,+∞) × Rd → G(u, v) := |v|4
u2 , whose l.s.c. envelope

in [0,+∞)× Rd is

(3.13) Q̄(u, v) =


|v|4
u2 if u > 0,

+∞ if u = 0, v 6= 0,
0 if u = 0, v = 0,

and Jensen inequality yield

Iδ :=
∫

Rd

|Dzδ|4 dx =
1
4

∫
Rd

∣∣Dsδ

∣∣4
s2δ

dx =
∫

Rd

Q̄(s ∗ ρδ,Ds ∗ ρδ) dx ≤
∫

Rd

Q̄(s,Ds) dx ≤ I < +∞,

so that lim supδ↓0 Iδ ≤ I.

We therefore deduce that zδ ∈W 1,4(Rd) and it converges to z in W 1,4(Rd). �
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3.2. Second order functionals. If we want to introduce a second order functional analogous to
the first order Fisher information (for p = 2), we have at least three natural choices, which in the
case µ = v · γ with v ∈ C2(Ω) and v > 0 read as

K0(µ| γ) :=4
∑
i,j

∫
Ω

∣∣∣∂2
ij

√
v(x)

∣∣∣2 dγ(x),(3.14a)

K1(µ| γ) :=
∑
i,j

∫
Ω

∣∣∣∂2
ijv(x)
v(x)

∣∣∣2 dµ(x) =
∑
i,j

∫
Ω

|∂2
ijv(x)|2

v(x)
dγ(x),(3.14b)

K−1(µ| γ) :=
∑
i,j

∫
Ω

∣∣∂2
ij log(v(x))

∣∣2 dµ(x).(3.14c)

The main purpose of this section is to show that all these (suitably defined) functionals provide a
control (at least locally) of the 4th order relative information (recall Lemma 2.4)

(3.15) I4(µ| γ) := 44

∫
Ω

∣∣Dz∣∣4 dγ =
∫

Ω

∣∣∣∣Dvv
∣∣∣∣4 dµ, z :=

√
s = 4

√
v,

and, moreover, that they differ (locally) by a multiple of I4(µ| γ).
This kind of information is particular important when we try to extend these functional to a

weaker setting (where the density v could vanish on sets of positive γ-measure) and to study their
lower semicontinuity w.r.t. weak convergence of measures. In particular, the lower semicontinuity
of K−1 (which is the main motivation of the present discussion) is far to be obvious starting from
the definition (3.14c)

It is not difficult to extend the previous formulae for Kj to Sobolev functions. A first possibility,
as in the definition of Fisher information (2.35a,b), is to start from (3.14b) and to ask that the
(distributional) second derivatives of v admits a square integrable density with respect to the
measure µ; we discuss this point of view in Corollary 3.4.

A second possibility is to exploit the distinguished role of s =
√
v starting from (3.14a); here we

follow this approach and we thus introduce the natural domain D(K0) of K0, which is obviously
related to the weighted Sobolev space W 2,2

γ (Ω) (2.12)

(3.16) D(K0) :=
{
µ = s2 γ ∈ Pr

2 (Ω) : s ∈W 2,2
γ (Ω)

}
.

K1 and K−1 can also be written in terms of s =
√
v, since, at least in the smooth and strictly

positive case,

(3.17) ∂2
ijv = 2

(
s∂2

ijs+ ∂is ∂js
)
, D2v = 2

(
sD2s+ Ds⊗Ds

)
,

and

(3.18) v∂2
ij log v = 2s2∂2

ij log s = 2
(
s∂2

ijs− ∂is∂js
)
, vD2 log v = 2

(
sD2s−Ds⊗Ds

)
.

In order to unify our discussion, it is then natural to introduce a real parameter α and, for
s ∈W 2,2

γ,loc(Ω) = W 2,2
loc (Ω), the matrices

(3.19) S(α) := sD2s+ αDs⊗Ds, S
(α)
ij = s∂2

ijs+ α∂is ∂js ∈ L1
loc(Ω).

For measures µ = s2 · γ with s ∈W 2,2
loc (Ω) we can thus define

(3.20) Kα(µ| γ) := 4
∫

Ω

|S(α)|2

v
dγ(x) = 4L2

(
S(α) γ|µ

)
= 4

∑
i,j

∫
Ω

∣∣∣∣∣s∂2
ijs+ α∂is ∂js

s

∣∣∣∣∣
2

dγ,

whose natural domain is

(3.21) D(Kα) :=
{
µ = s2 γ ∈ Pr

2 (Ω) : s ∈W 2,2
γ,loc(Ω), Kα(µ| γ) < +∞

}
.

Since we are dealing with a general measure γ, it is also important to consider the functionals

(3.22) K̂α(µ| γ) := 4
∫

Ω

∣∣∣∣s∆γs+ α|Ds|2

s

∣∣∣∣2 dγ,
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whose domains are defined as in (3.21). Observe that

K̂0(µ| γ) :=4
∫

Ω

∣∣∣∆γ

√
v(x)

∣∣∣2 dγ(x),(3.23a)

K̂1(µ| γ) :=
∫

Ω

∣∣∣∆γv(x)
v(x)

∣∣∣2 dµ(x) =
∫

Ω

|∆γv(x)|2

v(x)
dγ(x),(3.23b)

K̂−1(µ| γ) :=
∫

Ω

|∆γ log(v(x))|2 dµ(x),(3.23c)

and they are “controlled” by the corresponding functionals Kα only if V is Lipschitz (e.g. when
Ω is bounded, see next Lemma 3.5).

Theorem 3.3 (A general identity for second order functionals). Let Ω be a Lipschitz
open set, γ a reference measure as in § 2.2, and let s ∈ W 2,2

γ (Ω) be a nonnegative function with
∆γs ∈ L2

γ(Ω) and ∂ns = 0 on ∂Ω. Then

2Kα(µ| γ) + K̂α(µ| γ) = 2K0(µ| γ) + K̂0(µ| γ) +
1
4
α(3α+ 2)I4(µ| γ)(3.24)

≥ (3α+ 1)2

12
I4(µ| γ) = (3α+ 1)2

64
3

∫
Ω

|Dz|4 dγ.(3.25)

Moreover, even if α ∈ [−2/3, 0] (in this case the coefficient α(3α + 2) in (3.24) is non-positive),
we have

(3.26) 2Kα(µ| γ) + K̂α(µ| γ) ≥ (3α+ 1)2
(
2K0(µ| γ) + K̂0(µ| γ)

)
∀α ∈ [−2/3, 0].

Proof. Observe that the integrands of Kα, K̂α in (3.20) and (3.22) are (up to the coefficient 4)

(3.27) Iα :=
∑
i,j

(
∂2

ijs+ 4α∂iz∂jz
)2
, Îα :=

(
∆γs+ 4α|Dz|2

)2;

developing the squares and summing all the contributions we have

2Iα + Îα = 2
∑
i,j

(
(∂2

ijs)
2 + 16α2(∂iz∂jz)2 + 8α∂2

ijs ∂iz ∂jz
)

+
(
∆γs

)2 + 16α2|Dz|4 + 8α∆γs |Dz|2

= 2|D2s|2 + (∆γs)2 + 3 · 16α2|Dz|4 + 8αA(s)Dz ·Dz
(3.1)
= 2|D2s|2 + (∆γs)2 + 16(3α2 + 2α)|Dz|4 + 8α divγ

(
|Dz|2Ds

)
= 2I0 + Î0 +

16
3

(
(3α+ 1)2 − 1

)
|Dz|4 + 8α divγ

(
|Dz|2Ds

)
.

Integrating the above identity in Ω we obtain (3.24). Observe now that

(3.28)
∥∥A(s)

∥∥2 = 9
∥∥ 2

3D2s+ 1
3 (∆γs)Id

∥∥2 ≤ 6
∣∣D2s

∣∣2 + 3
∣∣∆γs

∣∣2 = 6I0 + 3Î0
recalling (3.4), we obtain

16
3

∫
Ω

|Dz|4 dγ ≤
∫

Ω

(
2I0 + Î0

)
dγ,

1
12

I4(µ| γ) ≤ 2K0(µ| γ) + 2K̂0(µ| γ);

substituting this inequality in (3.24) we obtain (3.25) and (3.26). �

The next corollary shows that a completely equivalent result could be obtained starting from
the density v instead of its square root s:

Corollary 3.4. Let Ω be a Lipschitz open set, γ be a reference measure as in § 2.2, and let
s ∈W 2,2

γ (Ω) be a nonnegative function with ∆γs ∈ L2
γ(Ω) and ∂ns = 0 on ∂Ω.

Then v = s2 ∈W 2,1
γ (Ω), ∆γv ∈ L1

γ(Ω), and

(3.29)
2K1(µ| γ) + K̂1(µ| γ) =

∫
Ω

2|D2v|2 +
(
∆γv

)2

v
dγ

= 4
∫

Ω

(
2|D2s|2 +

(
∆γs

)2 + 5 · 16|Dz|4
)

dγ = 2K0(µ| γ) + K̂0(µ| γ) +
5
4
I4(µ| γ).
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Conversely, if v ∈W 2,1
γ (Ω) with ∆γv ∈ L1

γ(Ω), ∂nv = 0 on ∂Ω, and

(3.30)
∫

Ω

|D2v|2

v
dγ +

∫
Ω

|∆γv|2

v
dγ < +∞,

then s =
√
v ∈ W 2,2

γ (Ω), ∆γv ∈ L2
γ(Ω), and (3.4), (3.29) hold. In both cases, for every α, β ∈

R \ {−1/3} there exist constants Cαβ > 0 such that

(3.31) Kα(µ| γ) + K̂α(µ| γ) ≤ Cαβ

(
Kβ(µ| γ) + K̂β(µ| γ)

)
.

Finally, if V is L-Lipschitz continuous in Ω we have the estimate

(3.32) Kα(µ| γ) + K̂α(µ| γ) ≤ Cαβ

(
Kβ(µ| γ) + L2I2(µ| γ)

)
.

Proof. (3.29) follows easily by the previous Theorem, simply by (3.24) for α = 1.
The second part of the theorem is still a direct consequence of (3.29) if infΩ v > 0; in the general

case it is sufficient to replace v by v + ε and to pass to the limit as ε ↓ 0. Finally, (3.32) follows
directly from (3.34) of the next Lemma. �

Lemma 3.5. For every α ∈ R we have

K̂α(µ| Ld) ≤ dKα(µ| Ld),(3.33)

and, if supx∈Ω |DV (x)| ≤ L,

K̂α(µ| γ) ≤ 2dKα(µ| γ) + 2L2I2(µ| γ).(3.34)

Proof. We simply observe that for µ = s2γ the integrand of K̂α(µ| Ld) is the square of

s−1
(
s∆γs− α|Ds|2

)
= s−1 tr

(
sD2s− αDs⊗Ds

)
−Ds ·DV (3.19)

= s−1 tr
(
Sα

)
−Ds ·DV,

so that (3.33) (corresponding to V ≡ 0) follows by the well known inequality for the trace of a
symmetric matrix ∣∣ trSα

∣∣2 ≤ d
∑

i

∣∣Sα
ii

∣∣2 ≤ d
∣∣Sα

∣∣2.
A simple application of Cauchy-Schwarz inequality yields (3.34). �

Choosing V ≡ 0, γ = Ld, and combining (3.24) with (3.33) we easily get:

Corollary 3.6 (Second order estimates w.r.t. the Lebesgue measure). If Ω is Lipschitz
and µ = r2Ld with r ∈W 2,2(Ω) with ∂nr = 0 on ∂Ω, then

√
r ∈W 1,4(Ω) and

(3.35)
∫

Ω

(
8
∣∣D2r

∣∣2 + 4
∣∣∆r∣∣2 + 64

∣∣D√r∣∣4) dx ≤ (2 + d)K−1(µ| Ld).

For Ω′ ⊂⊂ Ω we denote by Kα,Ω′(µ| γ), K̂α,Ω′(µ| γ) the corresponding localized functionals
restricted to Ω′.

Corollary 3.7 (Local bounds). For each Ω′ ⊂⊂ Ω′′ ⊂ Ω and α, β ∈ R \ {−1/3} there exist
constants cαβ , cβ > 0, which also depends on supΩ′′ |DV | and on the dimension d, such that

Kα,Ω′(µ| γ) + K̂α,Ω′(µ| γ) ≤ cαβ

(
Kβ,Ω′′(µ| γ) + I2(µ| γ)

)
∀µ ∈ D(Kβ),(3.36) ∫

Ω′

(
|D2s|2 + |∆γs|2 + |D

√
s|4

)
dγ ≤ cβ

(
Kβ,Ω′′(µ| γ) + I2(µ| γ)

)
∀µ = s2γ ∈ D(Kβ).(3.37)

The same result holds even for bounded open subsets Ω′ ⊂ Ω′′ ≡ Ω, provided the square root s of
the density of µ belongs to W 2,2

loc (Ω) and satisfies ∂ns = 0 on ∂Ω.

Proof. We use a standard localization argument as in the proof of Theorem 3.1. We can then
apply the estimates of Theorem 3.3 and (3.34) relative to the open set Ω′′, where L denotes the
Lipschitz constant of V on Ω′′. �
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Corollary 3.8 (Lower semicontinuity). Let α 6= −1/3, and let µn = s2nγ ∈ D(Kα) be a
sequence of probability measures satisfying

(3.38) µn ⇀ µ narrowly in P(Ω), sup
n

(
Kα(µn| γ) + I2(µn| γ)

)
< +∞.

Then µ = s2γ ∈ Pr
2 (Ω), s ∈W 2,2

loc (Ω), and

(3.39) Kα(µ| γ) ≤ lim inf
n→∞

Kα(µn| γ) < +∞.

If moreover ∂nsn = 0 on ∂Ω and V is Lipschitz on bounded sets, then

(3.40) s ∈W 2,2(Ω′) ∂ns = 0 on ∂Ω for every bounded subset Ω′ ⊂ Ω.

Proof. By the local bounds of Corollary 3.7 we can extract a subsequence, still labeled by sn,
strongly converging to s in W 1,2

loc (Ω) with D2sn ⇀ D2s in L2
loc(Ω), so that the tensors S

(α)
n =

snD2sn + αDsn ⊗ Dsn, defined as in (3.19), weakly converge to S(α) = sD2s + αDs ⊗ Ds in
L1

loc(Ω). Applying Proposition 2.2 we conclude. �
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4. First variation of the Fisher information

In this section we find a first expression for the strong “Wasserstein” subdifferential of the
Fisher information functionals

(4.1) G (µ) :=
1
2
I2(µ| γ) = 2

∫
Ω

∣∣∣∣∣D
√

dµ
dγ

∣∣∣∣∣
2

dγ, F f (µ) :=
1
2
I2(µ| Ld) + 〈f, µ〉,

according to Definition 2.10; recall that G (resp. F f ) is finite if and only if µ� γ and s :=
√

dµ
dγ ∈

W 1,2
γ (Ω) (resp. r :=

√
dµ
dLd ∈W 1,2(Ω)).

We first consider the case of a general measure γ, which also cover the particular case of the
Lebesgue measure Ld. Recalling the “smooth perturbation” property S3 of the subdifferential
discussed in §2.5, we will immediately obtain the subdifferential of F f (µ).

Following the approach originally introduced by [JKO98], we take inner variations of the func-
tional G at a point µ = s2γ ∈ D(∂sG ) along the curves originated by flowing the density µ through
a smooth vector field. Let us first collect some preliminary and elementary properties.

4.1. Flows and vector fields. Let Ω be a convex subset of Rd and ζ : Rd → Rd be a vector field
such that

(4.2) ζ ∈ C2(Rd; Rd), ‖Dζ(x)‖+ ‖D2ζ(x)‖ ≤ A ∀x ∈ Rd, ζ · n = 0 H d−1-a.e. on ∂Ω,

for a suitable constant A > 0. We denote by Xt : Rd → Rd the flow associated to ζ, i.e. the
family of diffeomorphisms (which are globally defined, being ζ Lipschitz) satisfying the system of
ODE for (x, t) ∈ Rd × R

(4.3)

{
d
dtXt(x) = ζ(Xt(x)),

X0(x) = x.

By Nagumo’s Theorem [Nag42, Bre70] the open set Ω is an invariant region for Xt, i.e.

(4.4) Ωt := Xt(Ω) = Ω ∀t ∈ R,

and the map x 7→ Xt(x) is a C2 diffeomorphism with inverse X−t. Setting

(4.5) Dt(x) := DxXt(x), Gt(x) := D−1
t (x), Jt(x) := det Dt(x), `t(x) := log Jt(x),

we have

(4.6)

{
d
dtDt(x) = Dζ(Xt(x))Dt(x)

D0(x) = I,

{
d
dtJt(x) = div ζ(Xt(x))Jt(x)

J0(x) = 1,

(4.7)

{
d
dt`t(x) = div ζ(Xt(x))

`0(x) = 0,

{
d
dtD`t(x) = D div ζ(Xt(x))Dt(x)

D`0(x) = 0.

Moreover, a constant C > 0 depending on A exists such that the uniform bounds hold:

(4.8)

{
|Xt(x)|+ |Ẋt(x)| ≤ C(1 + |x|),

‖Dt‖+ ‖Ḋt‖+ ‖Gt‖+ ‖Ġt‖+ ‖D`t‖+ ‖ d
dtD`t‖ ≤ C

in Rd × (−1, 1).

For µ0 = v0 · γ ∈ Pr
2 (Ω) we can consider the curve in Pr

2 (Ω) given by

(4.9) µt = vt · γ := (Xt)#µ0,

with

vt(Xt(x)) exp
(
`t(x)− V (Xt(x))

)
= v0(x) exp

(
− V (x)

)
(4.10)

and, for st :=
√
vt,

st(Xt(x)) exp
(

1
2`t(x)−

1
2V (Xt(x))

)
= s0(x) exp

(
− 1

2V (x)
)

∀x ∈ Ω.(4.11)
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Since `0(x) = 0 and X0(x) = x, (4.11) can be written as

st(Xt(x))et(x) = s0(x)e0(x) where et(x) := exp
(

1
2`t(x)−

1
2V (Xt(x))

)
.(4.12)

Remark 4.1 (The case of the dilation group in a convex cone). If Ω is a (convex) cone, i.e.

(4.13) αΩ = Ω ∀α > 0,

then we can always choose the vector field

(4.14) ζ(x) := x, corresponding to the flow Xt(x) = etx.

4.2. The derivative of the Fisher information along smooth curves. The next result
provides the main characterization of the “Wasserstein” subdifferential of G , which is strictly
related to the formulation (EE3,γ) we discussed in Definition 1.4: according to that definition,
(EE3,γ) can be written as

(4.15) ∂tv + divγ q̃ = 0, q̃j = ∂̃j∆γv −
∑

i

∂̃i

(∂iv ∂jv

v

)
in D ′(Ω× (0,+∞)),

and it is interesting to compare (4.15) with the next (4.17).

Theorem 4.2 (First variation of G ). Let us suppose that s ∈W 1,2
γ (Ω), µ = vγ = s2γ ∈ Pr

2 (Ω),
ξ ∈ ∂sG (µ), and let ζ : Rd → Rd be a vector field satisfying (4.2). If either ζ has compact support
or the potential V has bounded second order derivatives, then

(4.16)
∫

Ω

ξ(x) · ζ(x) dµ(x) = −
∫

Ω

(
4Dζ(x)Ds(x) ·Ds(x) + 2s(x)D

(
divγζ(x)

)
·Ds(x)

)
dγ(x).

In particular the vector q̃ := −vξ ∈ L1
γ(Ω; Rd) satisfies

(4.17)

q̃j = ∂j∆γv − 4
∑

i

∂̃i(∂is ∂js) = ∂j∆γv −
∑

i

∂̃i

(∂iv ∂jv

v

)
,

divγ q̃ = ∆2
γv −

∑
i,j

∂̃2
ij

(∂iv ∂jv

v

)
in the sense of distributions in D ′(Ω).

Proof. Let Xt, t ≥ 0, be the flow associated to ζ as in (4.3) and let us set µt := (Xt)#µ. (4.16)
is an immediate consequence of the Definition (2.68) and of (2.74) if we show that

(4.18)
d
dt

G (µt)|t=0
= −

∫
Ω

(
4DζDs ·Ds+ 2sD

(
divγζ

)
·Ds

)
dγ.

Being s0 ∈ W 1,2
γ (Ω), by (4.10) and (4.11) we know that st ∈ W 1,2

γ (Ω) and vt = s2t ∈ W 1,1
γ (Ω);

keeping the same notation of (4.5), and setting

et(x) :=
1
2
D`t(x)−

1
2
DV (Xt(x))Dt(x) so that Det(x) = et(x)et(x),

a differentiation with respect to x of (4.12) yields

(4.19) Dst(Xt)etDt + st(Xt)etet = Ds0e0 + s0e0e0 = e0

(
Ds0 + s0e0

)
,

so that, by (4.5),

(4.20) Dst(Xt)et =
(
e0

(
Ds0 + s0e0

)
− st(Xt)etet

)
Gt

(4.12)
= e0

(
Ds0 + s0

(
e0 − et

))
Gt = e0at,

where we set

(4.21) at :=
(
Ds0 + s0

(
e0 − et

))
Gt =

(
Ds0 − 1

2s0
(
D`t −DV (Xt)Dt + DV

))
Gt.

The time derivative of at is

(4.22) d
dtat =

(
Ds0 + s0

(
e0 − et

))
Ġt − s0ėtGt,
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with

(4.23) ėt =
1
2

(
D div ζ(Xt)−D2V (Xt)ζ(Xt)−DV (Xt)Dζ(Xt)

)
Dt.

Substituting in (4.22) and observing that

(4.24) Ġt = −GtḊtGt = −GtDζ(Xt)DtGt = −GtDζ(Xt),

we get

(4.25) d
dtat = −

(
Ds0 + 1

2s0D`t −
1
2s0DV

)
GtDζ(Xt)− 1

2s0

(
D div ζ(Xt)−D2V (Xt)ζ(Xt)

)
.

Let us check that there exists a suitable constant C such that in Ω× (−1, 1)

|at(x)| ≤ C
(
|Ds0|+ |s0|(1 + |x|)

)
,(4.26) ∣∣∣ d

dtat

∣∣∣ ≤ C
(
|Ds0|+ |s0|(1 + |x|)

)
.(4.27)

For, when ζ has a compact support K ⊂⊂ Ω then Xt(x) = x, Gt(x) = I, Ġt(x) = 0 in Ω \K, so
that D2V (Xt)−D2V ≡ 0 in Ω \K and (4.26), (4.27) hold by (4.8) since DV and D2V are locally
bounded.

In the second case, when V has bounded second derivatives, then DV has a linear growth, and
(4.26), (4.27) still follow from (4.8).

An integration in Ω and the change of variable formula yield∫
Ω

|Dst(y)|2 dγ(y) =
∫

Ω

∣∣∣Dst(y) exp
(
− 1

2V (y)
)
|2 dy =

∫
Ω

|Dst(Xt(x))et(x)|2 dx
(4.20)
=

∫
Ω

∣∣at

∣∣2 dγ.

Since
d
dt

Gt|t=0

(4.6)
= −Dζ,

d
dt

(
D`t

)
|t=0

(4.7)
= D div ζ, D0 = G0 = Id, D`0 = 0, a0 = Ds0,

d
dt

at|t=0

(4.25)
= −Ds0Dζ + 1

2s0DVDζ − 1
2s0D div ζ + 1

2s0D
2V ζ

= −Ds0Dζ − 1
2s0D div ζ + 1

2s0D
(
DV · ζ

) (1.10)
= −Ds0Dζ − 1

2s0D
(
divγζ

)
,

thanks to (4.27) and Lebesgue Dominated Convergence Theorem we have( d
dt

∫
Ω

|Dst(y)|2 dγ(y)
)
|t=0

= −2
∫

Ω

Ds0 ·
(
Ds0Dζ + 1

2s0D
(
divγζ

))
dγ(x). �

Combining Theorem 4.2 with the smooth perturbation argument of §2.5 we immediately obtain
a characterization of the “Wasserstein” subdifferential of F f , which is strictly related to equation
(EE3)

(4.28) ∂tu+ div q = 0, qj = ∂j∆u−
∑

i

∂i

(∂iu ∂ju

u

)
− u∂jf.

Corollary 4.3 (First variation of F f ). Let us suppose that µ = r2Ld ∈ Pr
2 (Ω) for r ∈W 1,2(Ω),

let

(4.29) F f (µ) :=
1
2
I2(µ| Ld) + 〈f, µ〉,

with f satisfying (1.4), let ξ ∈ ∂sF f (µ), and let ζ : Rd → Rd be a vector field satisfying (4.2).
Then

(4.30)
∫

Ω

ξ · ζ dµ = −
∫

Ω

(
4DζDr ·Dr + 2rD

(
div ζ

)
·Dr

)
dx+

∫
Ω

Df · ζ dµ.

and q := −uξ ∈ L1
γ(Ω; Rd) satisfies

(4.31) qj = ∂j∆γu− 4
∑

i

∂i(∂jr ∂ir)− u∂jf = ∂j∆γu−
∑

i

∂i

(∂ju ∂iu

u

)
− u∂jf.
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Observe that under the assumptions (1.5a,b,c,d,e) which yield

(4.32) G (µ) =
1
2
I2(µ| γ) =

1
2
I2(µt| Ld) +

∫
Ω

f(x) dµt(x) = F f (µ),

the expressions of the subdifferential of G and F f given by (4.16) (in terms of s := (dµ/dγ)1/2)
and (4.30) (in terms of r = (dµ/dLd)1/2) coincide.

A particular but interesting case of the previous formulae is provided by the next corollary: we
keep the same notation of the previous Theorem.

Corollary 4.4. Suppose that Ω is a (convex) cone, V has bounded second order derivatives, f
satisfies (1.4), µ = vγ = uLd ∈ Pr

2 (Ω), and that ξ1 ∈ ∂sG (µ), ξ2 ∈ ∂sF f (µ). Then

−
∫

Ω

ξ1(x) · xdµ = I2(µ| γ)−
∫

Ω

(
Dv ·DV + D2VDv · x

)
dγ,(4.33)

−
∫

Ω

ξ2(x) · xdµ = I2(µ| Ld)−
∫

Ω

Df · xdµ(x).(4.34)

In the particular case (1.6) of the Lebesgue Measure γ = Ld, f ≡ 0 (4.33) and (4.34) read

(4.35) ξ = ∂s

(
1
2I2(µ| Ld)

)
⇒ −

∫
Rd

ξ(x) · xdµ = I2(µ| Ld).

When γ = γλ is the centered Gaussian measure with variance λ−1 of (1.8), (4.33) becomes

(4.36) ξ = ∂s

(
1
2I2(µ| γλ)

)
⇒

−
∫

Rd

ξ(x) · xdµ = I2(µ| γ) + 2λd− 2λ2m2
2(µ)

= I2(µ| Ld)− λ2m2
2(µ).
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5. First variation of the Fisher information w.r.t. the Fokker-Planck equation

In this section we derive further information on the Wasserstein-subdifferential of the Fisher
Information functional I2(·| γ) by evaluating its derivative along the flow νt = ρt · γ generated
by the Fokker-Planck equation starting from a given ν0 = ρ0 · γ with I2(ν0| γ) < +∞ (see §2.6).
We will show that this derivative provides an explicit control of the functionals K−1(νt| γ) and
I V

2 (νt| γ) we introduced in (3.14a,b,c), (3.20), and (2.53). It is interesting to compare the present
estimates with the results of [DPL04a, DPL04b].

We set for ν = ρ · γ with σ =
√
ρ ∈W 2,2

loc (Ω)

P(ν| γ) = K−1(ν| γ) + I V
2 (ν| γ) = 4

∫
Ω

( ∣∣∣∣σD2σ −Dσ ⊗Dσ
σ

∣∣∣∣2 + D2VDσ ·Dσ
)

dγ(5.1a)

=
∫

Ω

(∣∣D2 log ρ
∣∣2 + D2VD log ρ ·D log ρ

)
dν,(5.1b)

recalling that the last expression (5.1b) is meaningful only when ess-inf ρ > 0. Let us first consider
the case of a bounded smooth domain.

5.1. The case of a bounded smooth domain.

Theorem 5.1 (Fisher information and Fokker-Planck equation). Let us suppose that Ω is
a bounded, smooth, and convex open set, that V, γ satisfy (2.8), let ν0 = ρ0γ ∈ Pr

2 (Ω) with

(5.2) ρ0 ∈ L2(Ω), ρinf := ess-inf ρ0 > 0, I2(ν0| γ) < +∞,

and let νt = ρtγ be the solution of the Fokker-Planck equation with Neumann boundary conditions

(5.3) ∂tρ−∆γρ = 0 in ΩT , ∂nρ = 0 on (∂Ω)T ,

given by Theorem 2.17. Then the map t 7→ I2(νt| γ) is absolutely continuous and

− d

dt

1
2
I2(νt| γ) ≥ P(νt| γ) for a.e. t > 0.(5.4)

In particular, for h > 0 we have

1
2
I2(νh| γ) +

∫ h

0

P(νt| γ) dt ≤ 1
2
I2(ν0| γ),(5.5)

e2λh

2
I2(νh| γ) +

∫ h

0

e2λt
(
P(νt| γ)− λI2(νt| γ)

)
dt ≤ 1

2
I2(ν0| γ).(5.6)

Proof. Let us first recall that the norms of W k,p
γ (Ω) and W k,p(Ω) are equivalent. Being DV ∈

L∞(Ω) and Ω smooth, standard estimates in W 2,2(Ω) for Neumann problems, (2.127), and the
homogeneous Neumann boundary conditions on ∂Ω yield

(5.7) ρ ∈ C∞([δ,+∞);W 2,2
γ (Ω)) ∀ δ > 0.

Since ess-inf ρt ≥ ρinf > 0 by (2.130), we deduce that

(5.8) σ =
√
ρ ∈ C∞([δ,+∞);W 2,2

γ (Ω)), ∆γσ ∈ C∞([δ,+∞);L2
γ(Ω)) ∀ δ > 0.

Simple calculations for t > 0, x ∈ Ω show

2σ∂tσ = 2σ∆γσ + 2|Dσ|2, ∂tσ = ∆γσ +
|Dσ|2

σ
= ∆γσ + 4|Dz|2 z :=

√
σ.(5.9)

We thus have enough regularity to evaluate the (opposite of the) time derivative of I2(νt| γ) for
t > 0 (which is a convex functional w.r.t. σ)

−1
2
d

dt
I2(νt| γ) = − d

dt
2

∫
Ω

∣∣Dσ∣∣2 dγ = −4
∫

Ω

Dσ ·D(∂tσ
)
dγ

(1.11)
= 4

∫
Ω

∆γσ∂tσ dγ(5.10)

(5.9)
= 4

∫
Ω

∆γσ
(
∆γσ +

|Dσ|2

σ

)
dγ = 4

∫
Ω

|∆γσ|2 dγ + 42

∫
Ω

∆γσ |Dz|2 dγ;(5.11)

recall that by (5.8) and (5.9) (or by the general results of Theorem 3.1) Dz ∈ C0(δ,+∞;W 1,4
γ (Ω)).
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We want to exploit now the convexity of Ω to prove that − 1
2

d
dtI2(νt| γ) ≥ P(νt| γ). Applying

the next Lemma 5.2 we obtain

(5.12) −1
2
d

dt
I2(νt| γ) ≥ 4

∫
Ω

∣∣D2σ
∣∣2 dγ + 42

∫
Ω

∆γσ |Dz|2 dγ + 4
∫

Ω

D2VDσ ·Dσ dγ.

We now observe that

4
∫

Ω

∣∣D2σ
∣∣2 dγ = 4

∫
Ω

(∣∣D2σ − 4Dz ⊗Dz
∣∣2 − 42|Dz|4 + 2 · 4D2σDz ·Dz

)
dγ

= K−1(νt| γ)− 43

∫
Ω

|Dz|4 dγ + 2 · 42

∫
Ω

D2σDz ·Dz dγ.

Substituting this last expression in (5.12) and recalling the definition (3.2) of the tensor A(σ) :=
2D2σ + ∆γσId, we get

−1
2
d

dt
I2(γ| ν) ≥ K−1(νt| γ) + 4

∫
Ω

D2VDσ ·Dσ dγ + 42

∫
Ω

A(σ)Dz ·Dz dγ − 43

∫
Ω

|Dz|4 dγ

(3.4)
= K−1(νt| γ) + I V

2 (νt| γ),

which yields (5.4). (5.5) simply follows by integrating (5.4) between 0 and h > 0, recalling that
the map t 7→ I2(νt| γ) is continuous at t = 0. In order to get (5.6) we multiply (5.4) by e2λt: since

−1
2
e2λt d

dt
I2(νt| γ) = −1

2
d

dt

(
e2λtI2(νt| γ)

)
+ λe2λtI2(νt| γ),

we get
1
2
d

dt

(
e2λtI2(νt| γ)

)
+ e2λt

(
P(νt| γ)− λI2(νt| γ)

)
≤ 0,

and therefore (5.6). �

The next lemma is well known when V ≡ 0, γ = Ld (see e.g. [Gri85]).

Lemma 5.2. Let Ω be a smooth convex set, let V, γ be as in (2.8), and let σ ∈ C3(Ω) with ∂nσ = 0
on ∂Ω. Then

(5.13) D2σDσ · n =
∑
i,j

∂2
ijσ ∂iσnj ≤ 0 on ∂Ω.

If σ ∈W 2,2
γ (Ω) with ∂nσ = 0 on ∂Ω, then

(5.14)
∫

Ω

∣∣∆γ σ|2 dγ ≥
∫

Ω

(∣∣D2σ|2 + D2VDσ ·Dσ
)

dγ.

Proof. Let dΩ(x) := d(x,Ω)−d(x,Rd \Ω) be the “signed distance” function from the boundary of
Ω; since Ω is convex, dΩ is a convex function in Rd and it is also smooth in a suitable neighborhood
of ∂Ω, being Ω smooth. Moreover,

(5.15) DdΩ = n on ∂Ω.

We thus evaluate the expression of (5.13) on ∂Ω

(5.16)

D2σDσ · n =
∑
i,j

∂2
ijσ ∂iσ ∂jdΩ =

∑
i,j

(
∂i

(
∂jσ ∂jdΩ

)
∂iσ − ∂2

ijdΩ ∂iσ ∂jσ
)

≤
∑
i,j

∂i

(
∂jσ ∂jdΩ

)
∂iσ = D

(
Dσ ·DdΩ

)
·Dσ,

being D2dΩ a positive semi-definite symmetric matrix.
Observe now that Dσ is a tangential vector field on ∂Ω; thus for the C1 function ζ := Dσ ·DdΩ

the restriction of Dζ · Dσ on ∂Ω depends only on the tangential gradient of ζ on ∂Ω, i.e. on the
restriction of ζ on ∂Ω. Being ζ = Dσ · n = 0 on ∂Ω, we conclude that

D
(
Dσ ·DdΩ

)
·Dσ = 0 on ∂Ω,

thus obtaining (5.13).
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In order to prove (5.14), by standard extension and regularization techniques we can find a
sequence σn ∈ C∞c (Rd) preserving the boundary condition ∂nσn = 0 on ∂Ω such that σn → σ in
W 2,2(Ω) as n → +∞; thus it is not restrictive to assume σ ∈ C3(Ω). We recall the commutator
identity

(5.17) ∂i∂̃jσ = ∂i

(
∂jσ − σ∂jV

)
= ∂2

ijσ − ∂iσ∂jV − σ∂2
ijV = ∂̃j∂iσ − σ∂2

ijV,

and we therefore obtain∫
Ω

∣∣∆γσ
∣∣2 dγ =

∑
i,j

∫
Ω

∂̃i∂iσ∂̃j∂jσ dγ
(1.11)
= −

∑
i,j

∫
Ω

∂iσ ∂i∂̃j∂jσ dγ +
∫

∂Ω

∂̃j∂jσ ∂iσni e
−V dHd−1

= −
∑
i,j

∫
Ω

∂iσ ∂i∂̃j∂jσ dγ
(5.17)
=

∑
i,j

∫
Ω

∂iσ
(
− ∂̃j∂

2
ijσ + ∂2

ijV ∂jσ
)

dγ

(1.11)
=

∑
i,j

∫
Ω

((
∂2

ijσ
)2 + ∂2

ijV ∂iσ ∂jσ
)

dγ −
∑
i,j

∫
∂Ω

∂2
ijσ ∂iσnj e

−V dHd−1

(5.13)

≥
∫

Ω

(∣∣D2σ
∣∣2 + D2VDσ ·Dσ

)
dγ. �

5.2. The case of a general convex domain. Let now Ω be an arbitrary convex open subset
of Rd; we consider a monotonically increasing family of smooth, convex, bounded, and open sets
Ωk, k ∈ N, such that (see e.g. [Gri85])

⋃
k∈N Ωk = Ω, and a decreasing vanishing sequence εk > 0

such that

(5.18) lim
k→+∞

εk log εk

∫
Ωk

(
1 + |x|2

)
dγ(x) = 0.

We denote by γk = χΩk · γ the restriction of γ to Ωk and we associate to an initial datum
ν0 = ρ0 γ ∈ Pr

2 (Ω) its normalized approximations νk
0 = ρk

0γ = ρk
0 γ

k defined as

(5.19) ρk
0(x) :=

{
1

ak

(
εk + ρ0 ∧ k

)
if x ∈ Ωk,

0 if x ∈ Ω \ Ωk,
ak :=

∫
Ωk

(
εk + ρ0 ∧ k

)
dγ,

where a ∧ b := min{a, b}. We recall in the next lemma some preliminary properties of this
approximation we will need in the sequel.

Lemma 5.3 (Inner approximation of convex sets). Let Ω,Ωk, γ, γk, ν0, ν
k
0 be defined as above.

Then

(5.20) νk
0 → ν0 in P2(Rd), H (νk

0 | γk) → H (ν0| γ), I2(νk
0 | γk) → I2(ν0| γ) as k →∞.

Moreover, for every sequence µk ∈ P2(Rd)

(5.21) µk ⇀ µ in P(Rd), sup
k

m2(µk) < +∞ ⇒ lim inf
k→+∞

H (µk| γk) ≥ H (µ| γ).

Proof. Since ρ0 · γ is a probability measures, let us first observe that by (5.18)

(5.22) lim
k→+∞

ak = 1.

If ζ ∈ C0(Rd) satisfies the quadratic growth condition |ζ(x)| ≤ A(1 + |x|2) for every x ∈ Rd, then

|ρk
0(x)ζ(x)| ≤ A

ak
(1 + |x|2)(εk + |ρ0(x)|), lim

k→+∞

A

ak

∫
Ω

εk(1 + |x|2) dγ(x)
(5.18)
= 0;

since ρk
0(x) → ρ0(x) for every x ∈ Ω, Lebesgue Dominated Convergence Theorem yields

lim
k→∞

∫
Rd

ζ(x) dνk
0 (x) = lim

k→∞

∫
Ω

ζ(x)ρk
0(x) dγ(x) =

∫
Ω

ζ(x)ρ0(x) dγ(x) =
∫

Rd

ζ(x) dν0(x),

which proves the first assertion of (5.20).
In order to prove the convergence of the Entropy in (5.20), we observe that for every r > 0 and

0 < ε < 1

(5.23) (ε+ r) log(ε+ r) = ε log(ε+ r) + r log(ε+ r) ≥ ε log ε+ r log r ≥ ε log ε− (r log r)−,
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and

(5.24) (ε+ r) log(ε+ r) ≤ (ε+ r) log(2(r ∨ 1)) ≤ log 2(ε+ r) + 2r(log r)+.

Combining (5.23) and (5.24) with ε := εk and r := ρ0 ∧ k, we get

(5.25) εk log εk − (ρ0 log ρ0)− ≤ (εk + ρ0 ∧ k) log(εk + ρ0 ∧ k) ≤ log 2(εk + ρ0) + 2ρ0(log ρ0)+;

since εk log εkγ(Ωk) → 0 as k →∞ by (5.18), Lebesgue Dominated Convergence Theorem yields

lim
k→∞

H (νk
0 | γk)

(5.22)
= lim

k→∞

∫
Ωk

log(εk + ρ0 ∧ k)(εk + ρ0 ∧ k) dγ =
∫

Ω

ρ0 log ρ0 dγ = H (ν0| γ).

It is easier to get the third limit in (5.20): setting Rk :=
{
x ∈ Ω : ρ0 ≤ k

}
, Stampacchia’s

truncation Theorem yields

(5.26) I2(νk
0 | γk) =

1
ak

∫
Ωk

∣∣D(ρ0 ∧ k)
∣∣2

εk + ρ0 ∧ k
dγ =

1
ak

∫
Ωk∩Rk

∣∣Dρ0

∣∣2
εk + ρ0

dγ;

we can then apply Lebesgue Monotone Convergence Theorem and (5.22). In particular

(5.27) I2(νk
0 | γk) ≤ 1

ak
I2(ν0| γ).

Finally, (5.21) is an immediate consequence of Lemma 2.3, recalling that infRd V > −∞. �

We denote by ek the operator trivially extending a function to 0 outside Ωk.

Lemma 5.4 (Inner approximation of the Fokker-Planck flow). Let νt = ρtγ = (σt)2γ be
the solution of (5.3) with respect to the initial datum ν0 = ρ0γ ∈ Pr

2 (Ω) with I2(ν0| γ) < +∞,
and let νk

t = ρk
t γ = (σk

t )2γ be the corresponding solutions of (5.3) in Ωk × (0,+∞), originating
from νk

0 defined as in (5.19) for the approximating family Ωk. Then for every t > 0

(5.28) νk
t → νt in P2(Rd),

ek
[
σk

t

]
→ σt, ek

[
Dσk

t

]
⇀ Dσt in L2

γ(Ω),

ek
[
ρk

t

]
→ ρt, ek

[
Dρk

t

]
⇀ Dρt in L1

γ(Ω),

and for every bounded open set Ω′ ⊂ Ω and every T > 0

(5.29) ek
[
D2σk

t

]
⇀ D2σt in L2(0, T ;L2

γ(Ω′)), ek
[
D2ρk

t

]
⇀ D2ρt in L1(0, T ;L1

γ(Ω′)),

(5.30) σ ∈ L2(0, T ;W 2,2
γ (Ω′)), ∆γσ ∈ L2(0, T ;L2

γ(Ω′)),
√
σ ∈ L4(0, T ;L4

γ(Ω′),

with ∂nσt = 0 on ∂Ω for a.e. t > 0. Moreover, for every h > 0

1
2
I2(νh| γ) +

∫ h

0

P(νt| γ) dt ≤ 1
2
I2(ν0| γ) if λ ≥ 0,(5.31)

e2λh

2
I2(νh| γ) +

∫ h

0

e2λt
(
P(νt| γ)− λI2(νt| γ)

)
dt ≤ 1

2
I2(ν0| γ) for every λ ∈ R.(5.32)

where P(µ| γ) denotes the ”Fisher dissipation functional” introduced in (5.1a,b).

Proof. The curves t 7→ νk
t are the gradient flows in P2(Rd) of the relative entropy functionals

µ 7→ H (µ| γk) with respect to the Wasserstein distance (see Theorem 2.17). Thanks to Lemma
5.3 we can apply the stability result of [AGS05, Theorem 11.2.1] which shows that

(5.33) νk
t → νt in P2(Rd) ∀ t ≥ 0.

Since t 7→ e2λtI2(νk
t | γk) is non-increasing (see Theorem 2.17 or (5.6)), we get the uniform estimate

(5.34) sup
t

4
∫

Ωk

|Dσk
t |2 dγ = sup

t
I2(νk

t | γk) ≤ e−2λtI2(νk
0 | γk)

(5.27)

≤ e−2λt

ak
I2(ν0| γ).

Since every compact subset of Ω is definitely included in Ωk for sufficiently big k ∈ N, (5.34) yields
ek

[
σk

t

]
→ σt in L2

γ,loc(Ω), and therefore the convergence in L2
γ(Ω) as∫

Ωk

|σk
t |2 dγ =

∫
Ω

∣∣ek
[
σk

t

] ∣∣2 dγ =
∫

Ω

|σt|2 dγ = 1.
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Observe now that for every vector field ζ ∈ C∞c (Ω)

lim
k↑+∞

∫
Ω

ek
[
Dσk

t (x)
]
· ζ(x) dγ(x) = − lim

k↑+∞

∫
Ω

σk
t (x) divγζ(x) dγ(x) = −

∫
Ω

σt(x) divγζ(x) dγ(x)

so that

−
∫

Ω

σt(x) divγζ(x) dγ(x) ≤ ‖ζ‖L2
γ(Ω;Rd) lim inf

k↑+∞

( ∫
Ω

∣∣ek
[
Dσk

t

]
(x)

∣∣2 dγ(x)
)1/2

,

and

σt ∈W 1,2
γ (Ω),

∫
Ω

∣∣Dσt(x)
∣∣2 dγ ≤ lim inf

k→+∞

∫
Ω

∣∣ek
[
Dσk

t

]
(x)

∣∣2 dγ.

In order to prove (5.29) let us observe that by Corollary 3.7 for every bounded open set Ω′ ⊂ Ω
and k ∈ N∫ T

0

∫
Ωk∩Ω′

(∣∣D2σk
t (x)

∣∣2 +
∣∣∆γσ

k
∣∣2 +

∣∣D√σk
∣∣4) dγ dt

(3.37)

≤ c−1

∫ T

0

(
K−1(νk

t | γk) + I2(νk| γk)
)

dt

(5.6)

≤ c−1( 1
2 + T )e−2λ−T I2(νk

0 | γk)
(5.27)

≤ c−1( 1
2 + T )

e−2λ−T

ak
I2(ν0| γ);

(5.22), Fatou’s Lemma, and the previous weak convergence result yields (5.29) and (5.30).
Let us now fix t > 0 such that σt ∈ W 2,2

γ (Ω) and, for a suitable subsequence still labeled σk
t ,

ek
[
D2σk

t

]
⇀ D2σt in L2

γ(Ω ∩ Bh(0)) for every h ∈ N. In order to check that ∂nσt = 0 on ∂Ω we
must show

(5.35) −
∫

Ω

∆γσtζ dγ =
∫

Ω

Dσt ·Dζ dγ ∀ ζ ∈ C1
c (Rd).

Choosing h ∈ N such that supp ζ ⊂⊂ Bh(0), since ∂nσ
k
t = 0 on ∂Ωk ∩Bh(0), we easily obtain

−
∫

Ω

∆γσtζ dγ = −
∫

Ω∩Bh(0)

∆γσtζ dγ = − lim
k↑+∞

∫
Ωk∩Bh(0)

∆σk
t ζ dγ = lim

k↑+∞

∫
Ωk∩Bh(0)

Dσk
t ·Dζ dγ

=
∫

Ω∩Bh(0)

Dσt ·Dζ dγ =
∫

Ω

Dσt ·Dζ dγ.

Finally, (5.31) (resp. (5.32)) follows from (5.5) (resp. (5.6)) by Fatou’s Lemma and the lower
semicontinuity of the Fisher information (Lemma 2.4) and of K−1(·| γ) (Corollary 3.8). Observe
that when λ is negative I V

2 (·| γ) is not convex but the integrand in (5.32) is still l.s.c. by (2.54). �

5.3. Estimates and characterization of the limiting subdifferential of I2(·| γ). The next
result provides the main estimate of the strong subdifferential of the Relative Fisher information

(5.36) G (µ) =
1
2
I2(µ| γ), µ ∈ Pr

2 (Ω).

Recall that the “Fisher dissipation functional” P(µ| γ) is defined by

(5.37) P(µ| γ) = K−1(µ| γ) + I V
2 (µ| γ), P(µ| Ld) = K−1(µ| Ld) ∀µ ∈ Pr

2 (Ω).

Theorem 5.5 (A priori estimates on the strong subdifferential). Let us suppose that
µ = vγ = s2γ ∈ D(∂sF ) and ξ ∈ ∂sG (µ) according to Definition 2.10 and Theorem 4.2. Then

P(µ| γ) ≤
∫

Ω

ξ(x) · Dv(x)
v(x)

dµ(x) =
∫

Ω

ξ(x) ·Dv(x) dγ(x) ≤ ‖ξ‖L2
µ(Ω;Rd)

(
I2(µ| γ)

)1/2

.(5.38)

In particular, for every bounded open subset Ω′ ⊂ Ω

(5.39) s ∈W 2,2
γ (Ω′),

√
s ∈W 1,4

γ (Ω′), ∂ns = 0 on ∂Ω,

and there exists a constant CΩ′ > 0 such that

(5.40)
∫

Ω′

(
|D2s|2 + |∆γs|2 + |D

√
s|4

)
dγ ≤ C ′Ω

[
‖ξ‖L2

µ(Ω;Rd)

(
I2(µ| γ)

)1/2

+ I2(µ| γ)
]
.
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Finally, if λ > 0,

(5.41) λ2I2(µ| γ) ≤ λI V
2 (µ| γ) ≤

∫
Ω

|ξ|2 dµ.

Proof. For the sake of simplicity we assume here λ ≥ 0 (the case λ < 0 is completely analogous,
by invoking (5.32) instead of (5.31)) and we argue as in the proof of Theorem 4.2 choosing now as
flowing curve the solution νt of the Fokker Planck equation with Neumann boundary conditions
(2.123) starting from ν0 := µ. Setting th = To(µ, νh), by the very definition (2.68) of strong
subdifferential and (5.31), we know that

(5.42)
∫ h

0

P(νt| γ) dt
(5.31)

≤ G (µ)− G (νh)
(2.68)

≤
∫

Ω

ξ(x) ·
(
x− th(x)

)
dµ(x) + o

(
‖th − i‖L2

µ(Ω)

)
.

Since

(5.43) νh → ν0 = µ in P2(Ω),
i− th

h
→ Dv

v
in L2

µ(Ω; Rd), I2(νh| γ) → I2(ν| γ) as h ↓ 0,

Fatou’s Lemma and the lower semicontinuity properties stated in (2.54) and in Corollary 3.8 yield

P(µ| γ) ≤ lim inf
h↓0

1
h

∫ h

0

P(νt| γ) dt ≤
∫

Ω

ξ(x) · Dv(x)
v(x)

dµ(x),

which concludes the proof of (5.38). Since P(µ| γ) ≥ K−1(µ| γ), Lemma 3.7 yields (5.39) and
(5.40); (5.41) follows from (5.38) and

λI2(µ| γ) ≤ I V
2 (µ| γ) ≤ P(µ| γ). �

Thanks to the previous Theorem 5.5 we can now study the closure properties of the Wasserstein
subdifferential of G .

Lemma 5.6 (Closure properties for ∂G ). Let µk = s2kγ ∈ D(∂sG ), µ = s2γ ∈ D(G ), and
ξk ∈ ∂sG (µk) be satisfying (2.69), i.e.

(5.44) µk ⇀ µ in P(Ω), sup
k

(
G (µk) + m2(µk) +

∫
Ω

|ξk(x)|2 dµk(x)
)
≤ S < +∞.

Then for every bounded set Ω′ ⊂ Ω

sk → s strongly in W 1,2
γ (Ω′),

√
sk ⇀

√
s weakly in W 1,4

γ (Ω′),(5.45)

∆γsk ⇀ ∆γs, ∂2
ijsk ⇀ ∂2

ijs weakly in L2
γ(Ω′),(5.46)

and νk = ξkµk = −q̃kγ ⇀ ν = ξµ = −q̃γ in
[
Mloc(Rd)

]d, where ξ and q̃ = −vξ are characterized
by

(5.47)
−

∫
Ω

q̃ · ζ dγ =
∫

Ω

ξ · ζ dµ = −
∫

Ω

(
4Dζ Ds ·Ds+ 2sD

(
divγζ

)
·Ds

)
dγ

∀ ζ ∈ C∞c (Rd; Rd), ζ · n = 0 on ∂Ω.

Moreover,

(5.48) if lim inf
k→∞

I2(µk| γ) = I2(µ| γ) then µ, ξ satisfy (5.38).

Finally, when Ω is bounded or, more generally, when V satisfies a global Lipschitz condition on
Ω, then the functional G = 1

2I2(·| γ) is regular, according to Definition 2.10, i.e.

(5.49) lim
k→∞

I2(µk| γ) = I2(µ| γ),

Proof. Since ξk ∈ ∂sG (µk), Theorem 4.2 yields

(5.50) −
∫

Ω

qk · ζ dγ = −
∫

Ω

(
4DζDsk ·Dsk + 2skD

(
divγζ

)
·Dsk

)
dγ

for every vector field ζ ∈ C2
c (Rd; Rd) with ζ · n = 0 on ∂Ω. Thanks to (5.44) and the a priori

estimate (5.40), it is immediate to get (5.45), (5.46), and to obtain (5.47) by passing to the limit
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in (5.50) as k → +∞. In particular the limit vector field ξ (which belongs to L2
µ(Ω; Rd) thanks to

(5.44) and Proposition 2.2 is uniquely determined.
When Ω is bounded (5.45) immediately yields (5.49). In the unbounded case, being V Lipschitz

continuous, we notice that (5.45) and (5.46) hold even for Ω′ = Ω, since we can apply (3.32) with
β = −1. Since

(5.51)
∫

Ω

|Dsk|2 dγ = −
∫

Ω

sk∆γsk dγ,

strong converge of sk to s and weak convergence of ∆γsk to ∆γs in L2
γ(Ω) are enough to pass to

the limit in the Dirichlet integral, obtaining

(5.52)
lim

k↑+∞
I2(µk| γ) = lim

k↑+∞
4

∫
Ω

|Dsk|2 dγ = 4
∫

Ω

|Ds|2 dγ = I2(µ| γ),

Dsk → Ds strongly in L2
γ(Ω; Rd).

In order to prove (5.48), let us observe that the convergence of the relative Fisher information (up
to the extraction of a suitable subsequence, still denoted by µk) and (2.54) yield

(5.53) lim inf
k→∞

I V
2 (µk| γ) ≥ I V

2 (µ| γ), lim inf
k→∞

P(µk| γ)
(3.39)

≥ P(µ| γ).

It is then sufficient to prove that

(5.54)
∫

Ω

ξk ·Dvk dγ →
∫

Ω

ξ ·Dv dγ.

(5.54) follows by the next Lemma, where ηk = Dvk

vk
denotes the logarithmic gradient of µk. �

The next technical lemma extends the classical convergence result for the L2-scalar product
of two sequences ξk,ηk under weak-strong convergence of the factors. Here we consider the case
when the underlying measures µk still depend on the index k and narrowly converge to µ as
k → ∞. The proof of this result relies on the theory (and the notation) developed in [AGS05,
Chap. 5], to which we refer for more details.

Lemma 5.7. Let µk ∈ P2(Ω) be a sequence of measures narrowly converging to µ ∈ P2(Ω), and
let ξk,ηk ∈ L2

µk
(Ω; Rd), ξ,η ∈ L2

µ(Ω; Rd), satisfying

(5.55) lim
k→∞

∫
Ω

ξk · ζ dµk →
∫

Ω

ξ · ζ dµ, lim
k→∞

∫
Ω

ηk · ζ dµk →
∫

Ω

η · ζ dµ

for every bounded and continuous function ζ ∈ Cb(Ω; Rd). If

(5.56) lim sup
k→∞

∫
Ω

|ξk|2 dµk < +∞, lim sup
k→∞

∫
Ω

|ηk|2 dµk ≤
∫

Ω

|η|2 dµ,

then

(5.57) lim
k→∞

∫
Ω

ξk · ηk dµk =
∫

Ω

ξ · η dµ.

Proof. Let us introduce the measures µk := (i, ξk, ζk)#µk ∈ P2(Ω× Rd × Rd), which satisfy

(5.58)
∫

Ω

ξk · ζk dµk =
∫

Ω×Rd×Rd

x2 · x3 dµk(x1, x2, x3).

Since the marginals of the sequence µk are narrowly relatively compact, (µk) is narrowly relatively
compact in P(Ω×Rd×Rd) [AGS05, Lemma 5.2.2] and we can assume that a suitable subsequence,
still denoted by µk, narrowly converges to µ ∈ P2(Ω×Rd ×Rd). We denote by πj the projection
map on the j-th coordinate in Ω × Rd × Rd, πj(x1, x2, x3) := xj , and by µj = (πj)#µ the j-th
marginal of µ; observe that µ1 = µ.
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[AGS05, Thm. 5.4.4] and (5.55) yield

(5.59)

∫
Ω×Rd×Rd

ζ(x1) · x2 dµ(x1, x2, x3) =
∫

Ω×Rd×Rd

ζ(x1) · ξ(x1) dµ(x1, x2, x3)

=
∫

Rd

ζ(x) · ξ(x) dµ1(x),

for every vector field ζ ∈ L2
µ1(Ω; Rd).

Moreover, the marginals of µk also satisfy

(5.60) µ1,3
k = (i, ζk)#µk = (π1, π3)#µk ⇀ µ1,3 = (i, ζ)#µ = (π1, π3)#µ in P(ω × Rd),

thanks to (5.56) and [AGS05, Thm. 5.4.4]; in particular [AGS05, Lemma 5.3.2], for every function
θ ∈ L1

µ(Ω× Rd × Rd) we have

(5.61)
∫

Ω×Rd×Rd

θ(x1, x2, x3) dµ(x1, x2, x3) =
∫

Ω×Rd×Rd

θ(x1, x2, ζ(x1)) dµ(x1, x2, x3).

Applying Lemma 5.2.4 of [AGS05] we obtain that

(5.62) lim
k→∞

∫
Ω×Rd×Rd

x2 · x3 dµk(x1, x2, x3) =
∫

Ω×Rd×Rd

x2 · x3 dµ(x1, x2, x3)

and therefore

lim
k→∞

∫
Ω

ξk · ηk dµk
(5.58)
= lim

k→∞

∫
Ω×Rd×Rd

x2 · x3 dµk

(5.62)
=

∫
Ω×Rd×Rd

x2 · x3 dµ

(5.61)
=

∫
Ω×Rd×Rd

x2 · ζ(x1) dµ
(5.59)
=

∫
Rd×Rd

ξ · ζ dµ. �

Combining the previous two results in the case V ≡ 0 and the smooth perturbation argument
of §2.5 we easily get

Corollary 5.8 (Closure properties for ∂F f ). Let F f (·) := 1
2I2(·| Ld) + 〈f, ·〉 for a given

function f satisfying (1.4), let µk = r2kLd ∈ D(∂sF f ), µ = r2Ld ∈ D(F f ), and ξk ∈ ∂sF f (µk)
be satisfying (2.69), i.e.

(5.63) µk ⇀ µ in P(Ω), sup
k

(
I2(µk| Ld) + m2(µk) +

∫
Ω

|ξk(x)|2 dµk(x)
)
≤ S < +∞.

Then rk, r ∈W 2,2(Ω),
√
rk,

√
r ∈W 1,4(Ω) with ∂nrk = ∂nr = 0 on ∂Ω,

lim
k→∞

I2(µk| Ld) = I2(µ| Ld),(5.64)

rk → r strongly in W 1,2(Ω),
√
rk ⇀

√
r weakly in W 1,4(Ω),(5.65)

∆rk ⇀ ∆r, ∂2
ijrk ⇀ ∂2

ijr weakly in L2(Ω),(5.66)

and νk = ξkµk = −qkLd ⇀ ν = ξµ = −qLd in
[
Mloc(Rd)

]d, where q, ξ are characterized by

(5.67)
−

∫
Ω

q · ζ dx =
∫

Ω

ξ · ζ dµ = −
∫

Ω

(
4DζDr ·Dr + 2rD

(
div ζ

)
·Dr − r2Df · ζ

)
dγ

∀ ζ ∈ C∞c (Rd; Rd), ζ · n = 0 on ∂Ω.

Finally, µ, u = r2, and ξ satisfy

(5.68)

12
2 + d

∫
Ω

∣∣D2r|2 dx+
64

(2 + d)

∫
Ω

∣∣D√r∣∣4 dx ≤ K−1(µ| Ld) ≤
∫

Ω

(ξ −Df) ·Du dx,

≤ ‖ξ −Df‖L2
µ(Ω;Rd)

(
I2(µ| Ld)

)1/2

(5.69)
(
I2(µ| Ld)

)2

≤ 2(2 + d)K−1(µ| Ld).
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Proof. (5.68) follows from 3.6 and Lemma 5.2. Let us check (5.69). Since r ∈ W 2,2(Ω) with
‖r‖L2(Ω) = 1 and ∂nr = 0 on Ω, we get

I2(µ| Ld) = 4
∫

Ω

∣∣Dr∣∣2 = −4
∫

Ω

r∆r dx ≤ 4‖∆r‖L2(Ω),(5.70) (
I2(µ| Ld)

)2 (2.39)

≤ I4(µ| Ld)
(2.40)
= 44

∫
Ω

∣∣D√r∣∣4 dx.(5.71)

A convex combination of the previous inequalities yields(
I2(µ| Ld)

)2

≤ 2
∫

Ω

(
4
∣∣∆r∣∣2 + 64

∣∣D√r∣∣4) dx
(3.35)

≤ 2(2 + d)K−1(µ| Ld). �

Lemma 5.6 and some computations allow to obtain various differential expressions for the
limiting subdifferential of G = 1

2I2(·| γ); besides the identity (5.47) attached to EE3,γ , we also
obtain the differential characterization (1.57b) we adopted for the Definition 1.5 of weak solutions
of (EE1,γ).

Theorem 5.9 (Limiting subdifferential of G ). The functional G := 1
2I2(·| γ) has a regular

subdifferential, according to Definition 2.10. If µ = vγ = s2γ ∈ D(∂`G ) then s satisfies the
regularity properties (5.39) and ξ = ∂`G (µ) is characterized by∫

Ω

ξ · ζ dµ = −
∫

Ω

(
4DζDs ·Ds+ 2sD

(
divγζ

)
·Ds

)
dγ ∀ ζ ∈ C2

c (Rd; Rd), ζ · n = 0,(5.72)

=
∑
i,j

∫
Ω

(
Lij∂iζj + ∂2

ijV ∂iv ζj

)
dγ ∀ ζ ∈ C2

c (Ω; Rd)(5.73)

= −
∫

Ω

(
2D(s∆γs)− 4∆γsDs

)
· ζ dγ ∀ ζ ∈ C2

c (Ω; Rd),(5.74)

where Lij = 2
(
s∂2

ijs− ∂is∂js
)
; in particular

(5.75) s∆γs ∈W 1,1
γ,loc(Ω) and q̃ = −vξ = 2D

(
s∆γs

)
− 4∆γsDs.

Proof. (5.72) is an immediate consequence of the previous Lemma 5.6, thus we simply have to
prove (5.73) and (5.74).

In order to prove (5.73) we split (5.72) in two integrals

(5.76)
∫

Ω

ξ · ζ dµ = −
∫

Ω

4DζDs ·Dsdγ −
∫

Ω

2sD
(
divγζ

)
·Dsdγ = A+B,

and we integrate by parts the second term B recalling the identity (5.17) ∂i∂̃jζ = ∂̃j∂iζ− ζ∂2
ijV

Observing that

B = −
∫

Ω

2sD
(
divγζ

)
·Dsdγ = −

∑
i,j

∫
Ω

2s∂i∂̃jζj ∂isdγ
(5.17)
=

∑
i,j

∫
Ω

(
− 2s∂̃j∂iζj ∂is+ 2s∂2

ijV ∂is ζj

)
dγ

=
∑
i,j

∫
Ω

(
2∂iζj∂j

(
s ∂is

)
+ 2s∂2

ijV ∂is ζj

)
dγ =

∑
i,j

∫
Ω

(
∂iζj

(
2s ∂2

ijs+ 2∂is ∂js
)

+ 2s∂2
ijV ∂is ζj

)
dγ,

we obtain∫
Ω

ξ · ζ dµ = −
∑
i,j

∫
Ω

4∂i ζj ∂is ∂jsdγ +B =
∑
i,j

∫
Ω

(
∂i ζj

(
− 2∂is ∂js+ 2s ∂2

ijs
)

+ 2s∂2
ijV ∂is ζj

)
dγ

which yields (5.73).
In order to prove (5.76) we proceed in a slightly different way, starting again from the decom-

position (5.76)

B = −2
∫

Ω

sD divγζ ·Dsdγ = 2
∫

Ω

divγζ divγ

(
sDs

)
dγ = 2

∫
Ω

divγζ
(
s∆γs+ |Ds|2

)
dγ(5.77)



55

A = −4
∫

Ω

DζDs ·Dsdγ = −4
∑
i,j

∫
Ω

∂iζj ∂is ∂jsdγ = 4
∑
i,j

∫
Ω

ζj ∂̃i

(
∂is∂js

)
dγ

= 4
∑
i,j

∫
Ω

ζj

(
∂̃i∂is ∂js+ ∂2

ijs∂is
)

dγ =
∫

Ω

(
4∆γsDs+ 2D

(
|Ds|2

))
· ζ dγ

=
∫

Ω

4∆γsDs · ζ dγ − 2
∫

Ω

|Ds|2 divγζ dγ.(5.78)

Summing up the two contributions (5.77) and (5.78) we end up with

(5.79)
∫

Ω

vξ · ζ dγ =
∫

Ω

ξ · ζ dµ = 2
∫

Ω

s∆γs divγζ dγ + 4
∫

Ω

∆γsDs · ζ dγ ∀ ζ ∈ C∞c (Ω; Rd),

which shows that s∆γs ∈ W 1,1
γ,loc(Ω). Integrating by parts the left hand side of (5.79) once more

we obtain (5.74). �

In a similar way way, combining Corollary 5.8, Theorem 5.9 with γ = Ld, and the perturbation
of §2.5, we obtain the analogous differential characterizations of the limiting subdifferential of F f ,
which in particular apply to (EE1) and Definition 1.5.

Corollary 5.10 (Limiting subdifferential of F f ). The functional F f := 1
2I2(·| Ld) + 〈f, ·〉

has a regular subdifferential, according to Definition 2.10. If µ = uLd = r2Ld ∈ D(∂`F f ) then
r ∈W 2,2(Ω) with ∂nr = 0,

√
r ∈W 1,4(Ω), and ξ = ∂`F f (µ) is characterized by

∫
Ω

ξ · ζ dµ = −
∫

Ω

(
4DζDr ·Dr + D

(
div ζ

)
·Du− uDf · ζ

)
dx ∀ ζ ∈ C2

c (Rd; Rd), ζ · n = 0,

(5.80)

=
∫

Ω

( ∑
i,j

Lij∂iζj + u
∑

i

∂if ζi

)
dx ∀ ζ ∈ C2

c (Ω; Rd)(5.81)

= −
∫

Ω

(
2D(r∆r)− 4∆rDr − uDf

)
· ζ dγ, ∀ ζ ∈ C2

c (Ω; Rd)(5.82)

where Lij = 2
(
r∂2

ijr − ∂ir∂jr
)
; in particular

(5.83) r∆r ∈W 1,1(Ω) and q = −uξ = 2D
(
r∆r

)
− 4∆rDr − uDf.

Corollary 5.11. Suppose that Ω is a (convex) cone, V has bounded second order derivatives, f
satisfies (1.4), µ = vγ = uLd ∈ Pr

2 (Rd), and that ξ1 ∈ ∂`G (µ), ξ2 ∈ ∂`F f (µ). Then

−
∫

Rd

ξ1(x) · xdµ = I2(µ| γ)−
∫

Rd

(
Dv ·DV + D2VDv · x

)
dγ,(5.84)

−
∫

Rd

ξ2(x) · xdµ = I2(µ| Ld)−
∫

Rd

Df · xdµ(x).(5.85)

Proof. Choose a nonnegative cutoff function ϑ ∈ C∞c (Rd) such that ϑ ≡ 1 in the unit ball of Rd

and set ϑn(x) := ϑ(x/n), ζn(x) := xϑn(x). Since

(5.86)

Dζn = ϑnId + x⊗Dϑn, div ζ = d ϑn + Dϑn · x, D(div ζ) = (d+ 1)Dϑn + D2ϑnx,

divγζ = d ϑn + Dϑn · x− ϑnDV · x,
D(divγζ) = (d+ 1)Dϑn + D2ϑnx−Dϑn(DV · x)− ϑn

(
D2V x+ DV

)
,

and
|Dϑn| ≤ C/n, |D2ϑnx| ≤ C/n, |x⊗Dϑn| ≤ C, lim

n→∞
|x⊗Dϑn| = 0 ∀x ∈ Rd, n ∈ N,

substituting in (5.72) and (5.80) we can pass to the limit as n→ +∞ thanks to Lebesgue Domi-
nated Convergence Theorem, obtaining (5.84) and (5.85) respectively. �

In the particular cases of the Lebesgue or the Gaussian Measure γ = Ld we thus have the same
formulae (4.35) and (4.36) we proved for the strong subdifferential.
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6. Proofs of the main results of §1.9: gradient flow of F f

6.1. Proof of Theorem 1 (the case F f (µ0) < +∞). Since the initial energy F f (µ0) is finite,
the main claims of Theorem 1 are a direct consequence of the abstract Theorem 2.13 for the
functional

φ(µ) := F f (µ) =
1
2
I2(µ| Ld) + 〈f, µ〉,

and the results we presented in the previous sections. Let us quickly check the various statements.
Claim i) mainly follows from the properties a) and b) of Theorem 2.13. Observe that (1.4) and

Lemma 2.4 ensure the narrow lower semicontinuity of F f on sequences in P(Rd) with bounded
second order moment; moreover, for every τo > 0 the function x 7→ f(x)+ 1

2τo
|x|2 is bounded from

below so that assumptions (2.66a,b) are satisfied. (1.72) says that the initial data M0
τ , µ0 satisfy

(2.96).
Concerning the strong convergence (1.74) of the densities in Lp(Ω) and the convergence of the

Entropy (1.75), they follow from Remark 2.16 and the a priori estimate (2.97) which yields a time
step τ∗ such that for every T > 0

(6.1) sup
t∈[0,T ], τ≤τ∗

(
m2(Mτ,t) + I2(Mτ,t| Ld)

)
< +∞, sup

τ≤τ∗

∫ T

0

∫
Ω

∣∣vτ,t

∣∣2 dMτ,t dt < +∞.

By choosing ξ := −vτ,t in the second order estimate (5.68) (recall that −vτ,t ∈ ∂sF f (Mτ,t) by
(2.94)) and taking into account that

(6.2) ‖Df‖2L2
Mτ,t

(Ω;Rd) ≤ 2Cf

(
1 + m2

2(Mτ,t)
)

so that sup
t∈[0,T ], τ≤τ∗

‖Df‖2L2
Mτ,t

(Ω;Rd) < +∞,

the integral estimate of (6.1) yields

(6.3) sup
τ<τ∗

∫ T

0

∫
Ω

(∣∣D2Rτ,t

∣∣2 +
∣∣D√

Rτ,t

∣∣4) dxdt < +∞, where Mτ,t = (Rτ,t)
2Ld.

Since Rτk,t → rt =
√
ut strongly in L2(Ω) keeping the L2(Ω)-norm constantly equal to 1, we easily

get the strong convergence in L2(0, T ;L2(Ω)); (6.3) yields the weak L2(0, T ;W 2,2(Ω)) convergence
of Rτk

and the strong convergence in L2(0, T ;W 1,2(Ω)) (e.g. by proving the convergence of the
L2(0, T ;W 1,2(Ω)) norm, thanks to the identity of (5.70)). We thus obtain (1.77) and therefore
(up to a further extraction of a subsequence) (1.76).

The regularity (1.78) of the density of µ still follows from the estimate (6.3) (the homogeneous
Neumann boundary condition is a consequence of Corollary 5.10, since µt ∈ D(∂`F f ) for a.e.
t > 0). The property of r∆r is a consequence of (5.83).

Claim ii) is a consequence of (2.103), point c) of Theorem 2.13, and Corollary 5.10: we simply
write the distributional formulation of the continuity equation (2.103)

(6.4)
∫∫

Ω∞

(
∂tζ + v ·Dζ

)
dµt dt = 0 ∀ ζ ∈ C∞c (Rd × (0,+∞)), ∂nζ = 0 on ∂Ω,

and we use the description of v given by (5.82) choosing ζ := Dζ.
Claim iii): by Point v) of Proposition 2.15 we get the absolute continuity of the map t 7→

H (µt| Ld) via uniform bound on I2(µt| Ld) and the estimate (1.80) on the velocity. Applying
(2.119) we get

(6.5) − d
dt

H (µt| Ld) = −
∫

Ω

vt ·Dut dx ≤ ‖v‖L2
µt

(Ω;Rd)

(
I2(µt| Ld)

)1/2

for a.e. t > 0.

Taking into account (5.68) (with ξ = −vt) we thus get (1.81) and (1.82).

6.2. Proof of Theorem 2 (Quadratic moments). If a family of measure µt satisfies the con-
tinuity equation (6.4) with

(6.6)
∫ T

0

∫
Ω

|vt|2 dµt dt < +∞ ∀T > 0,
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then it is absolutely continuous in P2(Ω) [AGS05, Thm. 8.3.1] and in particular its quadratic
moments are absolutely continuous, too. Moreover, it holds

(6.7)
d
dt

1
2

∫
Ω

|x|2 dµt =
∫

Ω

vt · xdµt for a.e. t > 0.

Since Ω is a cone, (1.83) follows directly from (5.85), being −v ∈ ∂`F f (µt). In particular,
multiplying (6.7) by the factor e−2βt and integrating it in the time interval (0, t), we obtain

(6.8)
e−2βt

2
m2

2(µt) +
∫ t

0

e−2βs

∫
Ω

(
Df + βx

)
· xdµs ds =

1
2
m2

2(µ0) +
∫ t

0

e−2βsI2(µs| Ld) ds

for every choice of t > 0 and β ∈ R.
We choose the parameter β greater than 2Cf (the constant introduced in (1.4)), so that

(6.9) inf
x∈Ω

(
Df(x) + βx

)
· x

|x|2
≥ −2Cf > −∞.

We observe that at the discrete level
1
2
m2

2(M
n
τ )−1

2
m2

2(M
n−1
τ ) =

1
2

∫
Ω

(
|x|2−|rn

τ (x)|2
)

dMn
τ (x) ≤

∫
Rd

(x−rn
τ )·xdMn

τ = τ

∫
Rd

vn
τ ·x dMn

τ ,

for every n ∈ N, being rn
τ = i− τvn

τ = To(Mn
τ ,M

n−1
τ ). Since −vn

τ ∈ ∂sF f (Mn
τ ) by (2.76), (5.85)

yields

(6.10)
1
2
m2

2(M
n
τ )− 1

2
m2

2(M
n−1
τ ) + τ

∫
Rd

Df · xdMn
τ ≤ τI2(Mn

τ | Ld).

Since β > 0 we have

e−2βτ ≤ 1− 2βτ +
(2βτ)2

2
= 1− 2βτ

(
1− βτ

)
∀ τ > 0,

so that
1− e−2βτ

2
m2

2(M
n
τ ) ≥ τβ(1− τβ)m2

2(M
n
τ ),

and therefore (6.10) yields

(6.11)
e−2βτ

2
m2

2(M
n
τ )− 1

2
m2

2(M
n−1
τ ) + τ

∫
Ω

(
Df + β(1− τβ)x

)
· xdMn

τ ≤ τI2(Mn
τ | Ld).

Multiplying this inequality by e−2βtn−1
τ = e−2β(n−1)τ = e2βτ e−2βtn

τ we obtain

(6.12)
e−2βtn

τ

2
m2

2(M
n
τ )− e−2βtn−1

τ

2
m2

2(M
n−1
τ ) + τe2βτe−2βtn

τ

∫
Rd

(
Df + βx

)
· xdMn

τ

≤ τe2βτe−2βtn
τ I2(Mn

τ | Ld) + β2τ2m2
2(M

n
τ ).

Let us fix the final point t ∈ ((N − 1)τ,Nτ ] and let us recall that (see (2.90)) s 7→ sτ is the
piecewise constant function taking the value tnτ = nτ in the interval (n− 1)τ < s ≤ nτ ; summing
the above inequalities for n = 1 to N , we obtain

(6.13)

e−2βtτ

2
m2

2(Mτ,t) + e2βτ

∫ tτ

0

e−2βsτ

∫
Rd

(
Df + βx

)
· xdMτ,s ds

≤ 1
2
m2

2(M
0
τ ) + e2βτ

∫ tτ

0

e−2βsτ I2(Mτ,s| Ld) ds+ β2τ

∫ tτ

0

m2
2(Mτ,s) ds.

Since Df is continuous, (6.9) and the the uniform boundedness of the second moment of Mτ,t

given by (6.1) yield

lim inf
k→∞

∫
Ω

(
Df + βx

)
· xdMτk,s ≥

∫
Ω

(
Df + βx

)
· xdµs ∀ s ≥ 0;
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Fatou’s Lemma and the fact that tτ → t, sτ → s uniformly as τ ↓ 0 yield

(6.14) lim inf
k→∞

e2βτk

∫ tτk

0

e−2βsτk

∫
Ω

(
Df + βx

)
· xdMτk,s ds ≥

∫ t

0

∫
Ω

e−2βs
(
Df + βx

)
· xdµs ds;

(1.77) and (6.1) yield

(6.15)
lim

k→∞
e2βτk

∫ tτk

0

e−2βsτk I2(Mτk,s| Ld) ds =
∫ t

0

I2(µs| Ld) ds,

lim
τ↓0

β2τ

∫ tτ

0

m2
2(Mτ,s) ds = 0.

Since assumption (1.84) ensures the convergence of m2(M0
τ ) to m2(µ0), taking the “lim sup” of

(6.13) as τk ↓ 0 and invoking (6.14), (6.15), and (6.8), we obtain

(6.16) lim sup
k→∞

m2
2(Mτk,t) ≤ m2

2(µt) ∀ t > 0,

which is equivalent to (1.85).

6.3. Proof of Theorem 3 (Energy inequalities and asymptotic behavior). The energy
inequality (1.86) is an immediate consequence of (2.107) and (2.100), whenever one can show that

(6.17) lim
k→∞

∫
Ω

f(x) dMτk,t =
∫

Ω

f(x) dµt ∀ t ≥ 0;

for, combining (6.17) and (1.76), we get

(6.18) lim
k→∞

φ(Mτk,t) = lim
k→∞

F f (Mτk,t) = F f (µt) = ϕ(µt) for a.e. t > 0.

When assumption H1) is satisfied, (6.17) follows directly from the narrow convergence of Mτk,t

(1.73) and the uniform estimate (6.1) on its quadratic moments, having f a sub-quadratic growth
at ∞.

In the case of assumption H2), we can invoke Theorem 2 which shows the convergence of Mτk,t

in P2(Ω) and thus yields (6.17) even for functions f with quadratic growth.
(1.87) follows by the same argument we used in the proof of Claim iii) of Theorem 1: here we

invoke Remark 2.5 which shows that

(6.19) F f (µ) = G (µ) =
1
2
I2(µ| γ).

In particular, the velocity vector field vt also satisfies −vt ∈ ∂`(G (µt)) for a.e. t > 0. Moreover,
thanks to (6.18), for a.e. t > 0 we have

(6.20) lim
k→∞

I2(Mτk,t| γ) = I2(µt| γ),

and there exist vectors −vτk,t ∈ ∂sF (Mτk,t) such that

Mτk,tvτk,t ⇀ µtvt in
[
Mloc(Ω)

]d
, lim inf

k→∞

∫
Ω

∣∣vτk,t

∣∣2 dMτk,t < +∞.

(5.48) of Theorem 5.5 thus yields that for a.e. t > 0

(6.21) K−1(µt| γ) + I V
2 (µt| γ) = P(µt| γ) ≤ −

∫
Ω

vt ·
Dvt

vt
dµt

(2.119)
= − d

dt
H (µt| γ).

The first inequality of (1.87) follows now from Schwarz inequality, (1.86), and (6.19).
(1.89) follows now by neglecting the (nonnegative) contribution of K−1(µt| γ) and integrating

(1.87); taking account of the Logarithmic Sobolev inequality (2.115), we still obtain (1.88) by
integration.
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6.4. Proof of Theorem 4 (Regularizing effect). In order to prove the theorem, we need other
a priori estimates on the entropy of the discrete solutions of the Minimizing Movement Scheme.
Let us keep the notation of section 2.5 for the discrete solution {Mn

τ }n∈N of (1.44) related to the
functional

F f (µ) := I2(µ| Ld) + 〈f, µ〉.
In particular Mn

τ satisfies

(6.22)
W 2(Mn

τ ,M
n−1
τ )

2τ
+ F f (Mn

τ ) ≤ W 2(µ,Mn−1
τ )

2τ
+ F f (µ) ∀µ ∈ P2(Ω).

and rn
τ ,v

n
τ , U

n
τ ,η

n
τ are defined according to

(6.23) rn
τ = To(Mn

τ ,M
n−1
τ ), −vn

τ :=
rn

τ − i

τ
∈ ∂sφ(Mn

τ ) Un
τ :=

dMn
τ

dLd
, ηn

τ :=
DUn

τ

Un
τ

.

Mτ ,vτ are the corresponding piecewise constant functions

(6.24) Mτ,t := Mn
τ , vτ := vn

τ , tτ := nτ = tnτ if (n− 1)τ < t ≤ nτ = tnτ .

vn
τ ,η

n
τ are vector fields in L2

Mn
τ
(Ω; Rd) and we also set

(6.25) |||vn
τ |||

2 :=
∫

Ω

|vn
τ |2 dMn

τ

(6.23)
=

W 2(Mn
τ ,M

n−1
τ )

τ2
, |||ηn

τ |||
2 :=

∫
Ω

|ηn
τ |2 dMn

τ = I2(Mn
τ | Ld).

Proposition 6.1 (Discrete estimates). For each couple of integers 0 ≤ m < k we have

F f (Mk
τ ) +

τ

2

k∑
n=m+1

|||vn
τ |||

2 ≤ inf
µ∈Pr

2 (Ω)

1
2τ
W 2(µ,Mm

τ ) + F f (µ) ≤ F f (Mm
τ ),(6.26)

H (Mk
τ | Ld) +

τ

2

k∑
n=m+1

K−1(Mn
τ | Ld) ≤ H (Mm

τ | Ld) + τ Cf,d

k∑
n=m+1

(
1 + m2

2(M
n
τ )

)
(6.27)

where Cf,d := 6(2 + d)1/3C
4/3
f ; moreover, when Ω is a (convex) cone, for every ε > 0 we have

1
2
m2

2(M
k
τ ) ≤ 1

2
m2

2(M
m
τ ) + τ

k∑
n=m+1

(
I2(Mn

τ | Ld) + 2Cf

(
1 + m2

2(M
n
τ )

))

≤ 1
2
m2

2(M
m
τ ) + τ

k∑
n=m+1

(
εK−1(Mn

τ | Ld) + 2Cf +
d+ 2
2ε

+ 2Cfm2
2(M

n
τ )

)
.

(6.28)

Proof. The first inequality of (6.26) follows simply by choosing µ := Mn−1
τ in (6.22) and summing

up from n = m+ 2 to n = k, owing (6.25): we obtain

F f (Mk
τ ) +

τ

2

k∑
n=m+2

|||vn
τ |||

2 ≤ F f (Mm+1
τ ).

Adding (6.22) for n = m+ 1 and taking the infimum with respect to µ we get (6.26).
In order to get (6.27), we apply the displacement convexity inequality (2.113) for γ = Ld with

λ = 0, µ := Mn
τ , and ν := Mn−1

τ , obtaining

(6.29) H (Mn
τ | Ld)−H (Mn−1

τ | Ld) ≤ τ

∫
Ω

vn
τ · ηn

τ dMn
τ .

Since, by (2.76) and (2.81a), −vn
τ = ∂sF f (Mn

τ ) = 1
2∂sI2(Mn

τ | Ld) + Df , applying (5.68) of
Corollary 5.8 we get

(6.30)
∫

Ω

vn
τ · ηn

τ dMn
τ ≤ −K−1(Mn

τ | Ld)−
∫

Ω

Df · ηn
τ dMn

τ .
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Hölder inequality and (1.4) yield for every ε > 0

−
∫

Ω

Df · ηn
τ dMn

τ ≤ 2Cf |||ηn
τ |||

( ∫
Ω

(
1 + |x|2

)
dMn

τ

)1/2

≤ 2Cf

(
I2(Mn

τ | Ld)
)1/2(

1 + m2(Mn
τ )

)
≤ ε4

4

(
I2(Mn

τ | Ld)
)2

+
3

4ε4/3

(
2Cf

(
1 + m2(Mn

τ )
))4/3

≤ ε4

4

(
I2(Mn

τ | Ld)
)2

+
6
ε4/3

C
4/3
f

(
1 + m2

2(M
n
τ )

)
.

Choosing now ε4 = (2 + d)−1 and recalling (5.69) we get

(6.31) −
∫

Ω

Df · ηn
τ dMn

τ ≤ 1
2
K−1(µ| Ld) + 6(2 + d)1/3C

4/3
f

(
1 + m2

2(M
n
τ )

)
.

Inserting (6.30) and (6.31) in (6.29) and summing it from n := m+ 1 to k we obtain (6.27).
(6.28) follows similarly from (6.10) and (1.4); the last inequality is a direct consequence of

(5.69), which yields for every ε > 0

I2(Mn
τ | Ld) ≤ 2 + d

2ε
+

ε

2(2 + d)
(
I2(Mn

τ | Ld)
)2 ≤ 2 + d

2ε
+ εK−1(Mn

τ | Ld). �

Before stating the next a priori bound, let us recall that by (2.26)

(6.32) H (µ| Ld) + πm2
2(µ) ≥ 0 ∀µ ∈ P2(Rd).

Corollary 6.2 (A priori bounds for discrete solutions). Let us suppose that

(6.33) H0
τ := H (M0

τ | Ld) + (π + 1
2 )m2

2(M
0
τ ) < +∞.

There exists a time step τo > 0 solely dependent on Cf and the dimension d such that for every
0 < τ < τo and every time t > 0

(6.34) H (Mτ,t| Ld) + (π + 1
2 )m2

2(Mτ,t) +
1
4

∫ tτ

0

K−1(Mτ,r| Ld) dr ≤ C(M0
τ , t),

where

(6.35) C(M0
τ , t) :=

(
H0

τ + Ctτ
)
eC(t+2τ),

and the constant C depends only on Cf and d. Moreover,

(6.36)
√
tτI2(Mτ,t| Ld) ≤ D(M0

τ , t), with D(M0
τ , t) = O(1) as t ↓ 0 uniformly w.r.t. τ,

where

(6.37) D(M0
τ , t) := C

(
C1/2(M0

τ , t) +
(
1 + C(M0

τ , t)
)√

tτ

)
.

Proof. In order to keep simpler notation, let us set for a given τ > 0

Hk := H (Mk
τ | Ld) + (π + 1

2 )m2
2(M

k
τ ), mk := 1

2m2
2(M

k
τ ), Kk := K−1(Mn

τ | Ld),

observing that
Hk ≥ mk ∀ k ∈ N.

Summing up (6.27) and (the second inequality of) (6.28) multiplied by 1 + 2π, and choosing the
initial integer m = 0, ε−1 := 4(1 + 2π), we obtain

(6.38) Hk +
τ

4

k∑
n=1

Kk ≤ H0 + C
(1)
f,dτk + τC

(2)
f,d

k∑
n=1

mn

where C(1)
f,d := Cf,d +2(1+2π)(Cf +4(d+2)(1+2π)) and C(2)

f,d := 2Cf,d +16(1+2π)Cf . Applying
a discrete Gronwall Lemma (see e.g. [AGS05, Lemma 3.2.4]) we obtain for

τ ≤ τo :=
1

2C(2)
f,d

, so that
1

1− τC
(2)
f,d

≤ e2 log 2 C
(2)
f,dτ ,
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the bound

(6.39) Hk +
τ

4

k∑
n=1

Kk ≤
(
H0 + C

(1)
f,dτk

)
exp

(
2C(1)

f,dkτ + 2 log 2C(2)
f,dτ

)
.

Choosing C := 2C(1)
f,d + 2 log 2C(2)

f,d we obtain (6.34).
In order to prove (6.36) let us recall that by (1.4)

(6.40) F f (µ)− Cf (1 + m2
2(µ)) ≤ 1

2
I2(µ| Ld) ≤ F f (µ) + Cf (1 + m2

2(µ)) ∀µ ∈ P2(Ω).

Therefore (
F f (Mτ )+

)2

≤ 1
2

(
I2(Mτ | Ld)

)2

+ 4C2
f

(
1 + m4

2(Mτ )
)

(5.69)

≤ (d+ 2)K−1(Mτ | Ld) + 4C2
f

(
1 + m4

2(Mτ )
)
.

Being the map t 7→ F f (Mτ,t) nonincreasing by (6.26), we deduce

tτ

(
F f (Mτ )+

)2

≤
∫ tτ

0

(
F f (Mτ,t)+

)2

dt

(6.34)

≤ 4(d+ 2)C(M0
τ , t) + 4C2

f tτ

(
1 + 4C2(M0

τ , t)
)
.

so that

(6.41) F f (Mτ )+ ≤ 2
√
d+ 2√
tτ

C1/2(M0
τ , t) + 2Cf

(
1 + 2C(M0

τ , t)
)
.

A further application of (6.40) and (6.34) yields (6.36). �

We can now conclude the proof of Theorem 4: the crucial point here is that we know an
a priori bound of the Relative Fisher information (and of the quadratic moment) of the discrete
family Mτ on each interval (ε,+∞), ε > 0, given by (6.36) (and by (6.34)). Therefore, choosing
a decreasing vanishing sequence of elapsed initial times εh, h ∈ N, we can apply Theorem 1 in
each interval (εh,+∞), starting from the approximating family Mτ,εh

. By a standard diagonal
argument, we can then extract a convergent subsequence in (0,+∞). Passing to the limit in (6.34)
and (6.36) along a suitable subsequence τk as k →∞ we obtain (1.93) and (1.94) respectively.

All the “integral type” properties which involve integrals in (0, T ) (except for (1.80)), i.e. (1.77)
and (1.78), follow from (6.34) and (1.93).

6.5. Proof of Theorem 5 (Asymptotic decay when f ≡ 0). When f ≡ 0, setting γ = Z−1Ld

so that

H (µ| γ) (2.22)
= H (µ| Ld) + logZ, I2(µ| γ) = I2(µ| Ld), K−1(µ| γ) = K−1(µ| Ld),

(1.87) yields

(6.42)
d
dt

H (µt| γ) ≤ −K−1(µt| γ)
(1.82)

≤ − 12
2 + d

∫
Ω

∣∣D2rt
∣∣2 dx,

where µt = r2tLd. On the other hand, being Ω bounded and ∂nrt ≡ 0 on ∂Ω, (1.95) yields∫
Ω

∣∣D2rt
∣∣2 dx ≥ αΩ

∫
Ω

∣∣Drt∣∣2 dx =
αΩ

4
I2(µt| γ).

It follows that

(6.43)
d
dt

H (µt| γ) ≤ − 3αΩ

2 + d
I2(µt| γ)

(1.96)

≤ −3αΩ βΩ

2 + d
H (µt| γ),

so that

H (µt| γ) ≤ H (µ0| γ)e−β t, β :=
3αΩ βΩ

2 + d
.
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On the other hand, (1.87) and (6.43) yield
d
dt

(
I2(µt| γ)

)2

≤ −4
( 3αΩ

d+ 2

)2(
I2(µt| γ)

)2

,

and therefore
I2(µt| γ) ≤ I2(µ0| γ)e−αt with α := 2

( 3αΩ

d+ 2

)2

.

In order to prove (1.100) when Ω is not bounded, we combine (1.87) (for γ := Ld) and (5.69),
obtaining

(6.44)
d
dt

(
I2(µt| Ld)

)2

≤ −4
(
K−1(µt| Ld)

)2

≤ −(2 + d)−2
(
I2(µt| Ld)

)4

,

and therefore

I2(µt| Ld) ≤ I2(µ0| Ld)
1(

1 + (d+ 2)−2I2(µ0| Ld)2 t
)1/2

≤ d+ 2√
t
.
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7. Discrete entropy estimates and proofs of the main results

7.1. Discrete estimates and entropy inequalities. In order to prove the last two theorems,
we need other a priori estimates on the discrete solutions of the Minimizing Movement Scheme.
Let us keep the notation of section 2.5 for the discrete solution {Mn

τ }n∈N of the variational scheme
(1.44) related to the Fisher information functional φ(·) = G (·) := 1

2I2(·| γ). In particular Mn
τ

satisfies

(7.1)
W 2(Mn

τ ,M
n−1
τ )

2τ
+

1
2
I2(Mn

τ | γ) ≤
W 2(µ,Mn−1

τ )
2τ

+
1
2
I2(µ| γ) ∀µ ∈ P2(Ω),

and rn
τ ,v

n
τ , v

n
τ ,η

n
τ are defined according to

(7.2) rn
τ = To(Mn

τ ,M
n−1
τ ), −vn

τ :=
rn

τ − i

τ
∈ ∂sG (Mn

τ ) vn
τ :=

dMn
τ

dγ
, ηn

τ :=
Dvn

τ

vn
τ

Mτ ,vτ are the corresponding piecewise constant functions

(7.3) Mτ,t := Mn
τ , vτ := vn

τ , tτ := nτ if (n− 1)τ < t ≤ nτ .

vn
τ ,η

n
τ are vector fields in L2

Mn
τ
(Ω; Rd) and we also set

(7.4) |||vn
τ |||

2 :=
∫

Ω

|vn
τ |2 dMn

τ

(7.2)
=

W 2(Mn
τ ,M

n−1
τ )

τ2
, |||ηn

τ |||
2 :=

∫
Ω

|ηn
τ |2 dMn

τ = I2(Mn
τ | γ).

Proposition 7.1 (Discrete estimates). For each couple of integer 0 ≤ m < k we have

I2(Mk
τ | γ) + τ

k∑
n=m+1

|||vn
τ |||

2 ≤ inf
µ∈Pr

2 (Ω)

1
τ
W 2(µ,Mm

τ ) + I2(µ| γ) ≤ I2(Mm
τ | γ),(7.5)

H (Mk
τ | γ) + τ

k∑
n=m+1

(
P(Mn

τ | γ) +
λτ

2
|||vn

τ |||
2
)
≤ H (Mm

τ | γ),(7.6)

∣∣∣H (Mk
τ | γ)−H (Mm

τ | γ)
∣∣∣ ≤ τ

k∑
n=m+1

|||vn
τ |||

(
I2(Mn−1

τ | γ)
)1/2

− λ

2
τ2

k∑
n=m+1

|||vn
τ |||

2
,(7.7)

m2(Mk
τ ) ≤ m2(Mm

τ ) + τ

k∑
n=m+1

|||vn
τ |||.(7.8)

Proof. The first inequality of (7.5) follows simply by choosing µ := Mn−1
τ in (7.1) and summing

up from n = m+ 2 to n = k, owing (7.4).
In order to get (7.6), we apply the convexity inequality (2.113) with µ := Mn

τ , ν := Mn−1
τ ,

obtaining

(7.9) H (Mn
τ | γ)−H (Mn−1

τ | γ) ≤ τ

∫
Ω

(
vn

τ · ηn
τ −

λ

2τ
|x− rn

τ |2
)

dMn
τ .

Since, by (7.2), −vn
τ = ∂sG (Mn

τ ), applying (5.38) of Theorem 5.5 we get

(7.10)
∫

Ω

vn
τ · ηn

τ dMn
τ ≤ −P(Mn

τ | γ).

Inserting (7.10) in (7.9) and summing it from n := m + 1 to k we obtain (7.6). (7.7) follows
similarly: first we apply Schwarz inequality to (7.9) getting (recall the notation (7.4))

(7.11) H (Mn
τ | γ)−H (Mn−1

τ | γ) ≤ τ |||vn
τ ||| |||ηn

τ ||| −
λτ2

2
|||vn

τ |||
2
.

By the same argument, the convexity inequality (2.113) with µ := Mn−1
τ and ν := Mn

τ also yields

(7.12) H (Mn
τ | γ)−H (Mn−1

τ | γ) ≥ −τ |||vn
τ ||||||ηn−1

τ |||+ λτ2

2
|||vn

τ |||
2
.
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Recalling that |||ηn
τ |||

2 = I2(Mn
τ | γ) ≤ I2(Mn−1

τ | γ) = |||ηn−1
τ |||2, (7.11) and (7.12) yield

(7.13)
∣∣∣H (Mn

τ | γ)−H (Mn−1
τ | γ)

∣∣∣ ≤ τ |||vn
τ ||||||ηn−1

τ ||| − λ

2
τ2|||vn

τ |||
2
.

Summing up form n = m+ 1 to n = k we obtain (7.7).
(7.8) follows easily by summing form n = m+ 1 to n = k the triangular inequality

m2(Mn
τ ) ≤ m2(Mn−1

τ ) +W (Mn
τ ,M

n−1
τ )

(7.4)
= m2(Mn−1

τ ) + τ |||vn
τ |||. �

It is useful to rewrite the statements of the previous proposition in terms of the piecewise
constant interpolants (7.3):

Corollary 7.2. For every 0 < s ≤ t the piecewise constant interpolants satisfy

(7.14) I2(Mτ,t| γ) +
∫ tτ

sτ

|||vτ,r|||
2
dr ≤ I2(Mτ,s| γ) ≤ I2(M0

τ | γ),

(7.15) H (Mτ,t| γ) +
∫ tτ

sτ

P(Mτ,r| γ) dr +
λτ

2

∫ tτ

sτ

|||vτ,r|||
2
dr ≤ H (Mτ,s| γ),

(7.16)
∣∣H (Mτ,t| γ)−H (Mτ,s| γ)

∣∣ ≤ ∫ tτ

sτ

|||vτ,r|||
(
I2(Mτ,r−τ | γ)

)1/2

dr − λτ

2

∫ tτ

sτ

|||vτ,r|||
2
dr.

(7.17) m2(Mτ,t) ≤ m2(Mτ,s) +
∫ tτ

sτ

|||vτ,r|||dr.

From the previous relations we easily derive a priori bounds on the discrete solutions which
provide useful information on their limit points as τ ↓ 0. We distinguish two cases: in the first
one (which corresponds to Theorem 6) we are assuming an upper bound on the initial Fisher
information, whereas in the second one (corresponding to Theorem 7) we are only assuming an
upper bound on the initial logarithmic entropy and the strong uniform convexity of V .

Corollary 7.3 (A priori estimates: I2(M0
τ | γ) is bounded.). Let us suppose that, as in

(1.102)

(7.18) sup
0<τ<τ0

I2(M0
τ | γ) = J0 < +∞, sup

0<τ<τ0

m2(M0
τ ) = m2,0 < +∞,

and let us set, as in (2.24),

(7.19) cϑ := log
( ∫

Ω

e−
ϑ
2 |x|

2
dγ(x)

)
, γϑ := e−

ϑ
2 |x|

2−cϑ · γ ∈ Pr
2 (Ω) ∀ϑ > 0,

where we also allow ϑ = 0 if γ ∈ P2(Ω) (so that γ0 = γ, c0 = 0). Then for every τ ∈ (0, τ0) and
ϑ ≥ 0 we have

(7.20) H0 := sup
0<τ<τ0

H (M0
τ | γ) ≤

1
2
J0 +(1−λ)m2

2,0 +Cλ,ϑ, Cλ,ϑ := (1−λ−ϑ/2)m2
2(γϑ)−cϑ,

(7.21) sup
t≥0

I2(Mτ,t| γ) ≤ J0,

∫ +∞

0

|||vτ,t|||
2
dt ≤ J0,

(7.22)
∣∣H (Mτ,t| γ)−H (Mτ,s| γ)

∣∣ ≤ (
I0

)1/2
∫ tτ

sτ

|||vτ,r|||dr +
1
2
λ−τJ0,

m2(Mτ,t) ≤ m2,0 +
(
tτJ0

)1/2
, H (Mτ,t| γ) ≤ H0 + λ−J0

(
t+ 2τ

)
,(7.23) ∫ tτ

0

(
K−1(Mτ,r| γ) + λ+I2(Mτ,r| γ)

)
dr ≤ H0 + λ−J0

(
t+ 2τ

)
+ ϑ

(
m2

2,0 + tτJ0

)
+ cϑ.(7.24)
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Proof. (7.20) is a direct consequence of (2.116) which yields

H (M0
τ | γ) ≤

1
2
I2(M0

τ | γ) +
1− λ

2
W 2(M0

τ , γϑ) + H (γϑ| γ)

≤ 1
2
J0 + (1− λ)m2

2(M
0
τ ) + (1− λ)m2

2(γϑ)− ϑ

2
m2

2(γϑ)− cϑ ≤
1
2
J0 + (1− λ)m2

2,0 + Cλ,ϑ.

(7.21) follows immediately from (7.18) and (7.14). (7.22) is a consequence of Hölder inequality,
(7.16), and (7.21).

Concerning the upper bound on the second order moments (7.23), it follows from (7.17) and
(7.21). The entropy bound of (7.23) follows from (7.15), since

(7.25) P(µ| γ) = K−1(µ| γ) + I V
2 (µ| γ) ≥ K−1(µ| γ) + λI2(µ| γ) ∀µ ∈ Pr

2 (Ω),

and therefore

P(Mτ,t| γ) ≥ −λ−I2(Mτ,t| γ)
(7.21)

≥ −λ−J0.

(7.24) still follows from (7.15) and (7.25), since

H (Mτ,t| γ)
(2.25)

≥ −ϑ
2
m2

2(Mτ,t)− cϑ
(7.23)

≥ −ϑ
(
m2

2,0 + tτJ0

)
− cϑ. �

Corollary 7.4 (A priori estimates: H (M0
τ | γ) is bounded). Let us suppose that V is λ-

convex for λ > 0, γ(Ω) = 1, and sup0<τ<τ0
H (M0

τ | γ) = H0 < +∞. Then for every time step
τ ∈ (0, τ0)

(7.26) λtτ ·I2(Mτ,t| γ) ≤ H0 ∀ t > 0,

and

(7.27) H (Mτ,t| γ) +
∫ tτ

0

K−1(Mτ,r| γ) dr ≤ H0,
λ

4
m2

2(Mτ,t) ≤ H0 +
λ

2
m2

2(γ) ∀ t > 0.

In particular for every ε > 0 we have

(7.28) sup
0<τ<τ0, t≥ε

I2(Mτ,t| γ) < +∞, sup
0<τ<τ0, t≥0

m2(Mτ,t) < +∞.

Proof. Since the map t 7→ I2(Mτ,t| γ) is non increasing, (7.26) follows immediately from (7.24)
with ϑ = 0.

(7.27) still follows from (7.24); finally, the uniform bound of the second order moments of Mτ,t

is a consequence of Talagrand’s inequality (2.115). �

7.2. Proof of Theorem 6 (the case I2(µ0| γ) < +∞). Since the relative Fisher information
I2(µ0| γ) of the initial datum µ0 is finite, the main points of Theorem 6 are a direct consequence
of the abstract result Theorem 2.13, while the statements about the Entropy follows from the
discrete estimates of the previous section 7.1. Let us quickly check the various claims.

i) follows from the properties a) and b) of Theorem 2.13, since G (µ) := 1
2I2(µ| γ) satisfies

assumptions (2.66a,b).
Concerning the convergence of the Entropy, it follows from the estimates (7.21) and

(7.22) and a modified version of Ascoli-Arzelà Theorem [AGS05, Prop. 3.3.1].
Up to a further extraction, we can assume that the functions t 7→ |||vτk,t||| admits a

weak limit w in L2(0,+∞). Passing to the limit in (7.16) we get

(7.29) |Ht −Hs| ≤
∫ t

s

w(r)
(
Jr

)1/2 dr

which shows the absolute continuity of t 7→ Ht.
The regularity (1.106) of the square root s of the density of µ follows by the lower

semicontinuity of the functional K−1(·| γ) of Corollary 3.8, the a priori upper bounds
(7.21),(7.24), and the local estimates of Lemma 3.7.
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ii) is a consequence of point c) of Theorem 2.13 and of Theorem 5.9: we write the distribu-
tional formulation of the continuity equation (2.103)

(7.30)
∫∫

ΩT

(
∂tζ + v ·Dζ

)
dµt dt = 0 ∀ ζ ∈ C∞c (Rd), ∂nζ = 0 on ∂Ω,

and we use the description of v given by (5.74) choosing ζ := Dζ.
iii) is simply (2.107)
iv) (1.110) follows immediately by passing to the limit in (7.15) and recalling that

(7.31) P(µ| γ) ≥ K−1(µ| γ) + λI2(µ| γ).
In order to prove (1.111) we have to use the refined Lyapunov inequality (2.95), obtained
by the De Giorgi variational interpolants M̃τ,t (2.91), (2.92), (2.93). We observe that
(7.10) and (7.31) yield

(7.32) λI2(Mτ,t| γ) + K−1(Mτ,t| γ) ≤
( ∫

Ω

|vτ,t|2 dMτ,t ·I2(Mτ,t| γ)
)1/2

.

Analogously, being −ṽτ,t ∈ ∂sG (M̃τ,t) we obtain

(7.33) λI2(M̃τ,t| γ) + K−1(M̃τ,t| γ) ≤ P(M̃τ,t| γ) ≤
( ∫

Ω

|ṽτ,t|2 dM̃τ,t ·I2(M̃τ,t| γ)
)1/2

.

We introduce the quantities

κt := lim inf
k↑+∞

∫
Ω

|vτ,t|2 dMτ,t, κ̃t := lim inf
k↑+∞

∫
Ω

|ṽτ,t|2 dM̃τ,t,

observing that the lower semicontinuity of K−1(·| γ), (7.32), (7.33), (2.100), (2.101) yield

(7.34)
(
λJt + K−1(µt| γ)

)2

≤ 1
2
(
κt + κ̃t

)
Jt, for a.e. t > 0.

On the other hand, passing to the limit in (2.95) and applying Fatou’s Lemma we get

(7.35)
1
2
Jt +

1
2

∫ t

s

(
κr + κ̃r

)
dr ≤ 1

2
Js ∀ 0 < s < t,

and therefore

(7.36) −1
2
d

dt
Jt ≥

1
2
(
κt + κ̃t

)
for a.e. t ∈ (0,+∞).

Combining (7.36) with (7.34) we get (1.111).

7.3. Proof of Theorem 7 (the case H (µ0| γ) < +∞). The proof of Theorem 7 is completely
similar to the conclusion of the proof of Theorem 4: thanks to (7.28) of Corollary 7.4, we get an
a priori bound of the quadratic moments of of the discrete family Mτ,t for ever t ≥ 0 and of the
Relative Fisher information I2(Mτ,t| γ) on each interval (ε,+∞), ε > 0.

Choosing a decreasing vanishing sequence of elapsed initial times εh, h ∈ N, we can apply
Theorem 6 in each interval (εh,+∞), starting from the approximating familyMτ,εh

. By a standard
diagonal argument, we can then extract a convergent subsequence in (0,+∞).

Passing to the limit in (7.26) along the subsequence τk as k ↑ +∞ we obtain (1.117).
In order to prove (1.119), let us first observe that applying (2.26) for every ϑ > 0 we get

(7.37) H (µ| γ) = H (µ| Ld) +
∫

Ω

V dµ ≥
∫

Ω

V dµ− ϑ

2
m2

2(µ) +
d

2
log

(
ϑ
2π

)
∀µ ∈ Pr

2 (Ω).

Since we know by the previous Corollary 7.4 that the second moments of Mτ,t are uniformly
bounded, we obtain choosing ϑ = 1

(7.38) sup
τ,t

∫
Ω

V dMτ,t ≤
λ+ 2
λ

H0 + m2
2(γ) +

d

2
log(2π) < +∞.

Since V has a super-quadratic growth, the above uniform bound and the weak convergence ofMτk,t

to µt yields convergence w.r.t. the Wasserstein distance in P2(Ω). The uniform upper bound of
the Fisher information (7.28) and (2.114) yield (1.119) and conclude the proof.
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MR MR2129498

[AP93] Antonio Ambrosetti and Giovanni Prodi, A primer of nonlinear analysis, Cambridge Studies in
Advanced Mathematics, vol. 34, Cambridge University Press, Cambridge, 1993. MR MR1225101
(94f:58016)
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[JT03] Ansgar Jüngel and Giuseppe Toscani, Exponential time decay of solutions to a nonlinear fourth-order
parabolic equation, Z. Angew. Math. Phys. 54 (2003), no. 3, 377–386. MR MR2048659 (2005a:35135)

[LT95] Pierre-Louis Lions and Giuseppe Toscani, A strengthened central limit theorem for smooth densities,
J. Funct. Anal. 129 (1995), no. 1, 148–167. MR 95m:60043

[McC97] Robert J. McCann, A convexity principle for interacting gases, Adv. Math. 128 (1997), no. 1, 153–179.
MR 98e:82003

[McK66] H. P. McKean, Jr., Speed of approach to equilibrium for Kac’s caricature of a Maxwellian gas, Arch.
Rational Mech. Anal. 21 (1966), 343–367. MR MR0214112 (35 #4963)

[MV00] Peter A. Markowich and Cédric Villani, On the trend to equilibrium for the Fokker-Planck equation:
an interplay between physics and functional analysis, Mat. Contemp. 19 (2000), 1–29, VI Workshop
on Partial Differential Equations, Part II (Rio de Janeiro, 1999). MR MR1812873 (2002d:82058)
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E-mail address: giuseppe.savare@unipv.it

URL: http://www.imati.cnr.it/~savare

Dipartimento di Matematica “F. Casorati”, Università di Pavia. Via Ferrata, 1 – 27100 Pavia, Italy.
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