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1 ABSTRACT 

The paper addresses issues in the analysis of geographic metadata.  

Metadata, data about data, are used to maintain, organize, and provide information 

about geographic data and their analysis is an important task in geographic data 

searching activity. Due to the complexity and the diversity of the attributes of 

geographic metadata, the analysis of metadata can lead to the problems of data 

missing and of unfamiliarity with attributes. 

We propose an approach  to analyse geographic metadata based on visual data 

mining techniques to facilitate the navigation in unfamiliar spaces and ontology to 

support user in the search criteria. In particular the analysis of categorical attributes of 

metadata is considered. Techniques and concepts of information visualisation, 

graphic interaction, data mining and ontology are analysed and exploited: the main 

idea is to integrate some of these techniques and concepts to facilitate data searching 

activity.  

Keywords 

 Geographic metadata analysis, categorical data, ontology, visual data mining.  
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2 INTRODUCTION 

Geographic Information have a mass of data which is dramatically growing. Demands 

for digital geographic data grow larger with the increases in GIS technology and World 

Wide Web (WWW) accessibility. As the quantity of geographic information on the 

WWW multiplies rapidly, it will become increasingly difficult to share them and retrieve 

information with reasonable precision. To manage the huge amount of information 

that the actual society produces, mechanisms and systems which organize data and 

provide information about where to find and access the searched data have been 

developing.  

Metadata, data about data, are an effective way to satisfy these demands. The use of 

metadata combined with the use of exploration processes has the potential to improve 

retrieval of these information resources.  

The large set of geographic data, its heterogeneity as well as the large amount of 

geographic providers determine the generation of large metadata database. This 

requires the development of approaches that allow to perform the metadata analysis 

during the activities of geographic data searching.  

Metadata are characterised by different attribute representations: numerical, 

descriptive and categorical. Whereas many approaches deal with the analysis of 

numerical and descriptive attributes, less are proposed for the categorical ones. 

Categorical data, sometimes referred to as nominal data (data that can be named), 

are data that can be separated into different categories distinguished by some non-

numeric characteristic. The collection of categorical data involves the counting of 

occurrences that can be named and enumerated, and it is analysed using a number 

of statistical methods, including contingency tables, regression models, conditional 

inference [1], and correspondence analysis [2][3]. 

The paper reviews important data analysis tools and approaches used to explore 

geographic metadata in order to define an alternative approach working on 

categorical metadata attribute. In particular a new approach based on the integration 

of the potentialities offered by Visual data mining [4] and Ontology [5] is proposed. 

The visual data mining is a novel approach in the knowledge discovery process, 

which combines Information Visualization [6] and Data mining [7]. Information 

Visualization is used as a communication channel between the computer and the 

user, whereas Data mining is used to analyse data and to extract patterns from data. 

Ontology refers to an engineering artefact, constituted by a specific vocabulary used 
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to describe a certain reality, plus a set of explicit assumptions regarding the intended 

meaning of vocabulary words [5]. 

In particular the approach is mainly based on interactive visualizations to discover and 

validate new and interesting patterns among data. Ontology concept is adopted to 

represent the semantic relationships among data. 

This research started within the European research project INVISIP (Information 

Visualisation for Site Planning) whose main results have been illustrated in detail in 

[8][9]. From our experience it was evident the importance of working on categorical 

data and  to give more attention to the analysis of semantic relationships among data 

stored in the metadata database. In this paper we present a new step of our research 

oriented to the semantic aspects of the analysis. 

The paper is organised as follows: in the first part an overview of metadata analysis 

approaches is introduced and discussed. Then the approach is described in details: a 

short overview of the main concepts of ontology and similarity is introduced; the use 

of visual data mining and clustering are described, and how to exploit the semantic 

relationships is presented. The last part is dedicated to the discussion and analysis of 

its potentialities and limits. 
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3 Metadata  

Metadata are data about data [10] Metadata help a user to understand what data are 

about and what processes occurred in producing those data. The importance of 

metadata lies in their ability to maintain, organize, and provide information about 

geographic  data.  

 

Therefore even for geographic data a metadata standard has to be adopted. There 

are a variety of metadata standards. The two main organizations providing standards 

are the International Standard Organization (ISO), which published ISO19115 [12], 

and the Federal Geographic Data Committee (FGDC) which published the Content 

Standard for Digital Geospatial Metadata [13]. There are some efforts to harmonize 

them, but they are still in progress [14]. 

Any metadata standards is defined by many attributes which are represented by 

different data types: 

• Numerical data: numbers, 

• Categorical data:  nominal values not containing a natural order or data with an 

implicit order, 

• Descriptive data: free text describing the attribute. 

The paper focuses on the categorical attribute of ISO 19115 metadata standard. 

Categorical attributes play an important role both since they are numerically relevant 

(more than twenty metadata attributes are define as categorical) and they represent 

important information (e.g. maintenance represented in 

MaintenanceandUpdateFrequency attribute; progress as status attribute; type of 

spatial representation as spatialRepresentationType attribute , resolution as 

SpatialResolution attribute, theme classification as TopicCategory attribute ). The ISO 

19115 metadata standard defines a domain of values for each categorical attribute: it 

is the set of all possible values the attribute can assume.  
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4 Metadata Analysis 

The vast collections of geographic data determine the generation of large sets of 

metadata. The complexity of geographic data leads to metadata having several 

attributes. Instruments of metadata analysis to support the user in data searching and 

selection are needed. 

The analysis process to search data is affected by the following problems: 

• Unfamiliarity with attributes: the user usually has only a partial knowledge of all 

the available attributes and must perform his selection in an unfamiliar information 

space. The searching criteria that he is able to perform might not be enough to 

successfully end its selection activity. Therefore he needs to refine his criteria using 

some attributes he is not familiar with. 

• Data missing: the metadata database might not contain the data the user is 

looking for; hence he is forced to define new criteria to find data similar to those he is 

looking for. 

Although non visual approaches to accomplish the metadata analysis tasks have 

been proposed [15],[16], an approach based on data visualization appears more 

fruitful. Considering the multidimensionality and the quantity of metadata, the search 

results expressed in a textual format overcome user capabilities of comprehension. 

On the contrary, an approach based on data visualization helps to face with large 

volumes of information. [17] describes several information visualization applications; 

[18] describes how the integrated use of multiple, concurrent visualization techniques 

can improve the user's understanding of the complex and highly inter-related 

information. 

Different approaches may be adopted according to the data type representation of the 

analysed attributes. Some approaches focus on the analysis of geographic data 

expressed as numerical values [19][20]: they provide a visual spatial analysis, and a 

dynamic and interactive manipulation of the weights of the selected attributive criteria, 

in order to support the user in his tasks. Others focus on the analysis of descriptive 

data. They use information visualization techniques to visualize text (such as 

[21],[22],[23]). The aim is either to find relevant information by refining or filtering user 

queries combining different visualizations into a so called SuperTable [24], or to 

browse textual and numerical metadata by also using the domain ontology [25]). 
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On the contrary, less interest has been posed on categorical data. The exploration of 

categorical attributes is challenging because the values that they assume provides 

pieces of information which can be easily understood by a human agent but cannot be 

trivially managed in automatic way. In order to make the categorical values “machine 

understandable”, their semantic relationships (such as generalization, dependency 

and so on) have to be explicitly represented. 

An approach for the metadata analysis should satisfy the following requirements:  

• To provide a compact representation of data: Due to the volumes of metadata 

that could be generated, visualizations providing an overview of data increase the 

understanding of the available data and help to face with the unfamiliar attributes. 

• To support in the mining of the selection criteria: The user is not always aware of 

all metadata attributes, new search criteria need to be mined to face with unfamiliar 

attributes and data missing problems. 

• To exploit the semantic relationships among categorical attributes: the use of 

semantic relationships facilitates the exploration of categorical attributes especially if 

the searched data are missing. 

• To ease the compliance to the meaning of the terms given in ISO metadata 

standard: ISO metadata standard defines some terms (literals) and how they must be 

interpreted, therefore their meaning have to be taken into account otherwise their 

analysis can lead to misleading results. To make accessible the intended meaning of 

terms is useful in solving unfamiliarity problem. 

 

Several approaches to visualize categorical attributes have been proposed. Some of 

them are specifically designed for nominal values such as sieve diagrams, mosaic 

displays, and fourfold displays [26], correspondence analysis maps [27], treemaps 

and CatTrees [28]. Others use ordering techniques to map nominal values to numbers 

(e.g. [29] uses another variable to provide the order, [30] obtain the order from a three 

steps algorithm. All approaches provide a compact representation of the data). They 

allow to understand the relationships among data and to perform an explorative 

analysis, then to mine the selection criteria. Unfortunately, they have not been applied 

to categorical metadata, therefore they do not provide any compliance to standards, 

and they do not take into account the semantic relationships among categorical 

attributes. ([30] use the domain semantics to build the natural clusters that order 

categorical data in the first step of their algorithm. However this is not enough to fulfil 
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the requirement, since the semantics refer to the behaviour of the elements of the 

cluster, i.e., grouping hosts that emit events at the same time). 

Hence we propose an approach to facilitate the exploration of the categorical 

attributes in compliance with the ISO 19115 metadata standard. It provides a compact 

representation of data and exploiting the ontology concept to solve both the problem 

of unfamiliarity with attributes and the problem of data missing. 
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5 Overview of Proposed Approach 

A metadata analysis framework is proposed whose primary design goal is to allow 

users to move through large information spaces in a flexible manner without feeling 

lost. The approach is characterised by: 

• A reasoning based on the application of Visual Data Mining  to perform the 

exploratory metadata analysis with the attempt to find interesting structures unknown 

a priori.  

• A reasoning based on the application of the ontology concept to support user in 

the semantic exploration of categorical data. 

In the following we introduce some concepts needed to define the approach, then we 

give details of the two reasoning. 

5.1 Representation of Semantic relationships of categorical attribute.  

The ontology represents an emergent way to formally describe concepts and relations 

among them. In the following, the basic notions about ontology  and  the similarity 

measure among its concepts are introduced.  

 

5.1.1 Ontology.  

An ontology is a formal explicit specification of a shared conceptualisation. A 

conceptualisation is an abstract, simplified view of the word that we wish to represent 

for some purpose. “Explicit” means that all the concepts and the used constraints are 

explicitly defined, “formal” means it should be machine understandable, “shared” 

indicates that the ontology captures consensual concepts resulting by an agreement 

in a specific community [31]. The ontology needs to be defined by a community of 

expert in the application domain. 

Ontologies are used to provide a concrete specification of the names and the 

meanings of terms. However to make the specification comprehensible for people 

who are not member of the community, it is important that concepts and relationships 

illustrated in the ontology are carefully documented [32]. 

 

Different level of details can be coded in an ontology according to the application 

context [33]. In general an ontology is composed by classes, relations, instances, 
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functions and axioms. Classes represent concepts of the application domain, relations 

represent types of interaction between concepts of the domain; instances represent 

specific elements of  classes (for example if you considered the class “City”, then 

“Washington D.C”. would be an instance of the City class); functions are special kinds 

of relations; axioms model sentences that are always true.  

In this paper classes, IS-A relation and instances are considered to explain the core of 

our approach. The ontology is characterised by classes hierarchically organized 

according to the IS-A relationship. The hierarchy has a unique root class. Since only 

IS-A relations are considered, the hierarchy appears as a taxonomy. Moreover it is 

possible to define abstract classes, defined as classes without instances which 

represent concepts useful to complete the hierarchy of the ontology. 

 

5.1.2 Similarity Measure 

A measure of similarity among classes and instances needs to be defined to make 

explicit the semantic relationship among concepts. The paper informally introduces 

the definition of Taxonomy Similarity presented in [34].  

Let define:  

• C  the set of classes belonging to the ontology,  

• CCH C ×⊆  a direct and transitive relation called Concept/Class Taxonomy. 

),( 21 CCH C  means that 1C  is subclasses of 2C , 

• I  the set of instances, 

• ICInst 2: →  a function called Concept Instantiation that given a class provides its 

instances, 

• CIClass →:  the function which given an instance returns the class it belongs to. 

 

Definition of Upwards Cotopy (UC):  

})(|{:),( , jiji
C

j
C

i CCCCHCCHCUC =∨∈=  

The Upwards Cotopy of a class iC  on a Class taxonomy CH  represents a set of 

classes containing iC  and all classes which have it as subclasses in CH . 

Since the Class Taxonomy has always a root class at the top of the hierarchy, 

),( C
i HCUC  can be also thought as the set of  classes which composed the path to 
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reach the root of hierarchy from iC . Starting from the definition of the Upward Cotopy 

(UC), it is possible to define the Concept Match (CM). 

Definition of Concept Match (CM):   

)),(),((

)),(),((
:),(

21

21
21 CC

CC

HCUCHCUC

HCUCHCUC
CCCM

∪

∩
=  

The Concept Match captures the similarity between two classes considering the number 

of classes that are in common in the hierarchy. Of course the relevance of having n 

classes in common increases of importance with the decreasing of classes needed to 

join 1C  and 2C  to the root of hierarchy.  

 

Definition of Taxonomy Similarity (TS):  





 =

=
otherwise

IClassIClassCM
IIif

IITS
2

))(),((
1

),( 21

21

21  

Taxonomy Similarity provides a mean to measure the similarity between two 

instances of an ontology.  In the following, it is adopted to ease the metadata analysis. 

5.2 Metadata exploration by Visual Data Mining 

In our approach the metadata exploration is characterised by the integration of multi 

visualization techniques, interaction functionalities and data mining concepts. It is  

characterised by the following two activities which can be repeated during the 

exploration process:  

• Visualization of metadata attribute with graphic interaction and brushing and 

linking  

• Organization of the metadata set in cluster according with similarity criteria. 

 

5.2.1 Visualization and brushing and linking 

Figure 1 shows a schema of the approach. Different visualizations can be 

simultaneously exploited and they are used to display one or several attributes. In 

particular according to the number of attributes that the visualizations can display, we 

can distinguish between single attribute and multi attribute visualizations: a single 

attribute visualization (Pie Chart, Histogram) is proposed to provide the knowledge of 

the available values and quantitative information of metadata attributes, on the 
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contrary a multi attribute visualization (Table Visualization, Parallel Coordinates Plot) 

to provide the knowledge about metadata attributes and the existing dependencies. 

The exploration task is performed using both interaction functionalities with the 

element displayed in a visualization, and brushing and linking with highlighting [35]: 

brushing is an interactive selection process, while linking connects the selected data 

from the current visualisation to other open visualisations. If the user has several 

different visualisations open (of one type or of more different types) and selects an 

objects in one of them, the graphical entities that represent this object and correspond 

to the same subset of selected data objects are highlighted in each visualisation. 

Hence the user is able to evaluate the effect of a selection before performing it, and to 

realize what the actual data are and what data he would have if he performed the 

selection. Once the selection is performed, all other graphical entities disappear from 

each open visualisation ([8] [36]). 

 

 
Figure 1: Visual Data Mining approach 

5.2.2 Organization of metadata 

Another task characterising the proposed approach is the organisation of large sets of 

metadata in similar clusters in order to successively  analyse them. 
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The organisation of metadata is performed by using a hierarchical clustering [37],[38]. 

Clustering techniques [39] group data elements in clusters according to criteria of 

similarity: the clusters that are obtained are sets of similar elements. Each cluster 

represents a generalisation of the elements that it contains. The cluster structure 

represents a simplification of the repository and the analysis of the data can be limited 

to each cluster instead of to each single metadata element. Each cluster is a set of 

similar elements, but at the same time it is organized in sub-clusters. The result is a 

structure similar to a mathematical tree (Figure 2), where clusters at a high level of the 

tree contain elements that are less similar than elements that belong to the clusters 

that appear at a low level.  
 

 

Figure 2: The tree structure inducted by Hierarchical Clustering 

The kernel of the clustering is the concept of similarity. To define a criterion of 

similarity among categorical data is particularly difficult.[40] propose to adopt the 

syntactical equality as similarity in case of categorical values and they define the 

distance function among categorical attributes belonging to ISO metadata items as 1 

whenever two categorical attributes are equal, 0 otherwise. We propose to improve 

the similarity criterion by adopting the taxonomy similarity, which was originally 

introduced in [34] for clustering resources on semantic web. Due to the mapping 

between categorical attributes and ontology proposed in our approach, the taxonomy 

similarity can be applied to categorical values. Thus the semantic relationships among 

categorical values are taken into account providing clusters that are more meaningful 

for the user exploration.  

Once a clustering technique has been applied, a visualization of the obtained 

structure is needed. A dendrogram, that is a hierarchical tree, is the resulting structure 

of the clustering: it shows the nested groupings of patterns and the similarity levels at 

which the groupings change. 
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There exist several solutions to display this structure such as Magic Eye View [41], 

Cone Tree [42], Treemap [43], H-Blob [44], Snowflake graph [45]. Independently of 

the visualization, one of them is integrated into the process of brushing and linking 

and the selected graphical entities are linked to all the other visualisations, in order 

both to organize metadata and to explore metadata. 

 

5.3 The semantic exploration of categorical data 

This paragraph illustrates how to exploit the semantic relationships among the values 

belonging to the domain of a categorical attribute. The notions of ontology and 

Taxonomic Similarity are adopted to express these relationships and to make them 

machine understandable. 

The approach is characterised by: 

• the definition of semantic relationship,  

• the exploitation of the semantic relationship. 

The definition of semantic relationship is obtained by mapping categorical data into an 

ontology and to compute the similarities among concepts by the taxonomy similarity in 

order to make them machine understandable.  

The exploitation of semantic relationships is performed by exploring the similarities 

among concepts along with the approach based on visual data mining which has 

been previously illustrated. This implies the integration of an appropriate visualization 

to display the similarity measure among ontology classes in the visual data mining 

framework. We are evaluating to use some visualization techniques as those 

proposed in [46], [47].  

Details of these two activities are given in the following. How to define the ontology by 

mapping the categorical attribute in the ontology and an example describing how to 

compute and exploit the semantic relationships is illustrated. 

 

5.3.1 Mapping Rules between categorical data and ontology 

The approach adopts ontology composed by classes, subclass relations (IS-A relation 

which generates a Class Taxonomy) and instances. For each attribute the following 

rules to build the ontology are considered: 

• Definition of C set of classes: 
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- Definition of the root of the taxonomy: the name of the categorical attribute 

is defined as abstract class that represents the root of the taxonomy.  

- Mapping of literals into the ontology classes. each literal belonging to the 

domain of a categorical attribute is mapped into an ontology class. 

- Documentation of classes: the ISO specification provides a documentation 

for each literal included in the attribute domain. Such a documentation has to be 

included as a comment to the class in the ontology definition.  

• Definition of the Class Taxonomy CH : 

• Introduction of IS-A relationship: an IS-A relation is introduced stating that a class 

is a subclass of another one whenever the two correspondent values in the domain of 

the categorical attribute represent concepts where it is possible to identify that the 

former is more specific than the latter. Anyway, all the classes are subclasses of the 

root of the taxonomy. 

• Definition of the set of instances I. Each metadata item having a specific literal for 

a categorical attribute is mapped as instance of the class associated to such literal. 

Due to the mapping between metadata items and instances of the ontology, in the 

rest of the paper we refer to a metadata item which has a specific value for a 

categorical attribute as instance of the corresponding class in the ontology.  

In general the literals proposed as domain of a categorical attribute are not enough to 

define an ontology. Abstract classes can be added to the ontology to complete the 

conceptualisation above the domain.  

For example, in the ontology design, it is important to ensure that all the direct 

subclasses of a class represent concepts lying at similar level of abstraction. If such a 

design rule cannot be satisfied by using only the classes corresponding to literals 

suggested in the ISO metadata, some new abstract classes can be introduced to 

balance the level of abstraction among the “sons” of a class.  

 

5.3.2 Example: identification and exploitation of semantic relationships. 

Let analyse the categorical attribute topicCategory defined in the ISO19115 which 

describes a high-level classification for geographic data theme. The set of values that 

it can assume is defined in its domain  MD_TopicCategory and includes “farming”, 

“biota”, “boundaries”, “society”, “inLandwaters”, “location”, “economy”, “environment”, 
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“health”, “structure”, “ “climatologyMeterologyAthmosphere”, geoScientificInformation”, 

“transportation”, “elevation”, “baseMapsEarthCover”, “image”, and so on. 

These values have some intuitive semantic relationships that are useful in the data 

analysis as long as they are perceived by the user. For example, intuitively, the topic 

“farming” is more related to environmental topics (such as biota, farming, and 

climatologyMeterologyAthmosphere) than to “boundaries”. According to this semantic 

relationship it is clear that if data about “farming” are searched, environment topics 

would be more interesting to be considered, than “boundaries”.  

 

An example representing such an intuitive relationship by adopting an ontology and 

the taxonomy similarity is now illustrated. Note that this example is ‘minimal’: the 

definition of a complete ontology about theme classification requires an effort that is 

out of the purpose of this paper; it would require a long interactive design process 

where experts of the domain have to be directly involved. 

According to the proposed mapping rules, Figure 3 illustrates how some of the values 

(environment, structure, climatologyMetereologyAtmosphere, utilitiesCommunication, 

boundary, farming, biota) belonging to the topicCategory domain could be organized 

in an ontology. The name of considered categorical attribute has been placed at the 

top of the Taxonomy as the most generic class; the literals suggested in the ISO are 

included as classes in the ontology (they are represented as rectangles) and some IS-

A relationships are included as arrows starting from subclasses and oriented towards 

the more generic class. Moreover an abstract class floraFauna, depicted as empty 

rectangle is introduced to state that “biota” and “farming” are both about vegetal and 

animals  
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Figure 3: A simple example of ontology about some literals defined in MD_TopicCategory. 

 

Let suppose to have a ISO 19115 metadata item, that has topicCategory value 

“farming”, then to map it as an instance 1I  of the class farming. Other metadata items 

2I , 3I  and 4I  are respectively instances of biota, climatologyMetereologyAtmosphere 

and Boundaries. Thus, computing of the Taxonomic Similarity previously introduced, 

we obtain: 

10
3

2
))(),((

),( 21
21 ==

IClassIClassCM
IITS  

6
1

2
))(),((

),( 31
31 ==

IClassIClassCM
IITS  

12
1

2
))(),((

),( 41
41 ==

IClassIClassCM
IITS  

and ),( 21 IITS > ),( 31 IITS > ),( 41 IITS . 

Given such a result, it is possible to make machine understandable the fact that the 

instances of farming are more semantically related to topics belonging to 

environmental than to boundaries. 
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6 Discussion and future development 

The illustrated approach provides a solution to the problems of data missing and 

unfamiliar attribute, as: 

• the visualizations provide a compact representation of data  giving a summarized 

overview of the values that the attributes assume: this supports in the solving of the 

unfamiliar attribute problem since it gives an idea about the information the attributes 

represent. 

• the interaction with different visualizations connected by brushing and linking 

allows to mine the selection criteria applicable to the available data. Along with 

visualizations, clustering provides a structure which represents a simplification of the 

data. It eases the explorative analysis allowing to focus on clusters instead of on each 

single metadata item. Since the selection criteria to solve the data missing and 

unfamiliar attribute problems depend on user requirements as well as on available 

data, the combination of these functionalities appear as essential. 

• ontologies and the taxonomy similarity measure are applied in order to achieve a 

machine understandable representation of the semantic relationships among 

categorical values. To exploit this representation permits either to find a substitute of 

the data that are missing or to make the selection criteria looser. 

• the documentation attached to the ontology definition explains the meaning of 

literals proposed in ISO specification. This poses the basis to ensure the compliance 

to ISO metadata standard and to solve the problem of unfamiliar attributes. Any user 

who is unfamiliar with an attribute can display such a comment to obtain a more 

precise indication about the meaning of literals. 

We have demonstrated the utility of the integration of visual data mining and ontology 

concepts to analyse geographic metadata, but we have also discovered numerous 

open issues connected to the development of the approach. 

Issues related the use of the ontology: 

• different ontologies which deeply differ one another can be defined for the same 

application context. The construction of an ontology is strongly affected by the domain 

of knowledge of the community of experts who define it, and the language and the 

logic used to define it.  

• A problem to be solved is what happen when some relationships are not IS-A and 

how these relationships can be exploited for the exploration.  
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• the visualization of the ontology is strictly related to the tree structure it is 

represented with. Novel visualizations should be investigated in order to facilitate the 

interaction and the navigation in the ontology structure and similarity measure. 

Issues related to the mapping of ISO  metadata standards:  

• Two different data types are defined to express the domain of categorical 

attribute: <<Enumeration>> and <<Codelist>>. Both of them consist of a list of literals, 

however, the former is a list the of literals which are specified by the ISO 19115 

metadata standard and new values cannot be added, whereas the latter is a list of 

values (specified by ISO) that can be extended with new items. The approach at the 

moment does not consider that new literals can be added by the user.  

• In metadata standards there are attributes that are not defined as categorical but  

they are expressed as compound data types (for example, the scale of a map is 

represented in the domain MD_resolution and defined as union of two values 

“equivalentScale” and “distance”, the former is the fraction that represents the scale, 

the latter  states the unit of measure of the scale). We can evaluate to extend our 

approach to those compound attributes that can be categorized.  
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7 Conclusion 

In the paper the importance of defining approaches to analyse geographic metadata 

has been debated. Two problems that affect the user during the metadata analysis 

have been highlighted: data missing problem and unfamiliarity of the user with the 

metadata attribute.  

We have described an approach to overcome these problems. In particular it focuses 

on the analysis of a particular type of attributes of geographic metadata: the 

categorical attribute. The analysis of this kind of attribute also requires to address 

aspects of semantic data modelling. The approach aims to provide a visual data 

exploration: visual data mining is adopted to involve the human in the data 

exploration, allowing to get insight into data, to recognise patterns and directly interact 

with them, while ontology concept is proposed to discover the semantic relationships 

among data. 

The proposed approach aims to support the user to navigate in an unfamiliar space: 

the visualization of the search results and the contemporary use of many visualization 

techniques enable users to have a compact overview of the available data, to achieve 

a correct interpretation of the result set, to mine properties and relationship among 

data and to improve the searching criteria. Moreover he can prevent the problem of 

data missing using the semantic relationships among categorical attributes that he 

can discover with the support of ontology. 

The approach has been partially developed. From the implementation point of view 

different roadblocks are emerging, we are thinking to evaluate and to solve them in 

the future development of the work. 
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