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#### Abstract

We study the topological entropy of a particular class of dynamical systems: cellular automata. The topological entropy of a dynamical system $(X, F)$ is a measure of the complexity of the dynamics of $F$ over the space $X$. The problem of computing (or even approximating) the topological entropy of a given cellular automata is algorithmically undecidable (Ergodic Theory Dynamical Systems 12 (1992) 255). In this paper, we show how to compute the entropy of two important classes of cellular automata namely, linear and positively expansive cellular automata. In particular, we prove a closed formula for the topological entropy of $D$-dimensional ( $D \geqslant 1$ ) linear cellular automata over the ring $\mathbf{Z}_{m}(m \geqslant 2)$ and we provide an algorithm for computing the topological entropy of positively expansive cellular automata. (c) 2002 Elsevier Science B.V. All rights reserved.


## 1. Introduction

Cellular automata (CA) are dynamical systems consisting of a regular lattice of variables which can take a finite number of discrete values. The global state of the CA, specified by the values of all the variables at a given time, evolves according to a global transition map $F$ based on a local rule $f$ which acts on the value of each single cell in synchronous discrete time steps.

[^0]A CA can be viewed as a discrete time dynamical system $(X, F)$ where $F: X \rightarrow X$ is the CA global transition map defined over the configuration space $X$. The dynamical behavior of CA can be analyzed-as that of any other dynamical system-in different frameworks. For example, in [2] the authors study measure theoretic properties of CA, while in $[3,11,12]$ the authors investigate the topological behavior of CA. The classical problem in CA theory is the following: given a description of the local rule $f$, determine whether the global transition map $F$ associated to $f$ satisfies a certain property. In the case of general CA, this problem is algorithmically unsolvable for a number of important properties, e.g., surjectivity and injectivity are undecidable in any dimension greater than one [8], nilpotency is undecidable also for 1-dimensional CA [7], topological entropy of 1-dimensional CA is not even approximable [5]. Finally, it is a common belief that also dynamical properties such as sensitivity, equicontinuity, transitivity, and ergodicity are undecidable even if, to our knowledge, no formal proof of this fact has been produced so far. On the other hand, if we restrict to particular subclasses of CA, many of the above properties become decidable (often in polynomial time). For example, injectivity and surjectivity are decidable for 1-dimensional CA [1] and all the above mentioned dynamical properties are decidable for $D$-dimensional linear CA over $\mathbf{Z}_{m}[3,6,10,11,12]$.

In this paper, we focus our attention on topological entropy which is one of the most studied properties of dynamical systems [13,14,18]. Informally, the topological entropy measures the uncertainty of the forward evolution of any dynamical system in the presence of incomplete description of initial configurations. Since CA are deterministic dynamical systems, given a complete description of any configuration $x \in X$ we may determine exactly its forward trajectory $T=\left\{x, F(x), F^{2}(x), \ldots\right\}$ according to $F$. Topological entropy gives a quantitative estimation of the uncertainty we introduce in $T$ assuming we do not have a complete description of $x$.
The topological entropy of general CA cannot be algorithmically computed [5]. Nevertheless it is important to investigate for which classes of CA topological entropy can be computed and how to accomplish this task. The main contribution of this paper is the solution to the two following open problems addressed in [5] and [2], respectively.

Problem 1. In [5] the authors prove the undecidability of topological entropy and conclude that "... the undecidability question remains open if one restricts to a subclass of cellular automata such as linear rules ...". In Theorems 2 and 3, we prove a closed formula for the topological entropy of $D$-dimensional linear CA over $\mathbf{Z}_{m}$ (in terms of the coefficients of the local rule associated to the CA) for $D=1$ and for $D \geqslant 2$, respectively. Note that Theorem 3 is a refinement of a recent result by Morris and Ward [14] which states that the entropy of a linear $D$-dimensional CA with $D \geqslant 2$, is either zero or infinity.

Problem 2. In [2] the authors review topological and metric properties of CA and prove that "... the topological entropies of positively expansive cellular automata are log-integers ..." leaving open the problem of computing the entropy for that class of CA. In Theorems 5 and 6 , we show how to efficiently compute the entropy of positively expansive CA.

We also give a closed formula for the Lyapunov exponents of 1-dimensional linear CA over $\mathbf{Z}_{m}$ (Theorem 1). This result, together with the solution of Problem 1, partially answers a question arising at page in [17, p. 9] where the authors ask for classes of CA for which the topological entropy is equal to the sum of the left and the right Lyapunov exponents multiplied by the entropy of the shift CA. It turns out (Corollary 4) that, as far as linear CA are concerned, topological entropy satisfies the above-mentioned property if and only if the local rule associated to the CA is leftmost and rightmost permutive (the notion of permutivity was first introduced by Hedlund in [4]).

The rest of this paper is organized as follows. In Section 2, we give basic definitions and notations. In Section 3, we state our results and we give detailed proofs in Section 3. Section 5 contains some concluding remarks.

## 2. Basic definitions

In this section, we review some basic definitions and state some known results concerning CA.

### 2.1. Cellular automata

For $m \geqslant 2$, let $\mathbf{Z}_{m}=\{0,1, \ldots, m-1\}$. We consider the space of configurations

$$
\mathscr{C}_{m}^{D}=\left\{c \mid c: \mathbf{Z}^{D} \rightarrow \mathbf{Z}_{m}\right\}
$$

which consists of all functions from $\mathbf{Z}^{D}$ into $\mathbf{Z}_{m}$. Each element of $\mathscr{C}_{m}^{D}$ can be visualized as an infinite $D$-dimensional lattice in which each cell contains an element of $\mathbf{Z}_{m}$. Let $s \geqslant 1$. A neighborhood frame of size $s$ is an ordered set of distinct vectors $\vec{u}_{1}, \vec{u}_{2}, \ldots, \vec{u}_{s} \in \mathbf{Z}^{D}$. Given $f: \mathbf{Z}_{m}^{s} \rightarrow \mathbf{Z}_{m}$, a $D$-dimensional CA based on the local rule $f$ is the pair $\left(\mathscr{C}_{m}^{D}, F\right)$, where $F: \mathscr{C}_{m}^{D} \rightarrow \mathscr{C}_{m}^{D}$, is the global transition map defined as follows.

$$
\begin{equation*}
[F(c)](\vec{v})=f\left(c\left(\vec{v}+\vec{u}_{1}\right), \ldots, c\left(\vec{v}+\vec{u}_{s}\right)\right), \quad \text { where } c \in \mathscr{C}_{m}^{D}, \vec{v} \in \mathbf{Z}^{D} . \tag{1}
\end{equation*}
$$

In other words, the content of cell $\vec{v}$ in the configuration $F(c)$ is a function of the content of cells $\vec{v}+\vec{u}_{1}, \ldots, \vec{v}+\vec{u}_{s}$ in the configuration $c$. Note that the local rule $f$ and the neighborhood frame completely determine $F$.

For 1-dimensional CA we use a simplified notation. A local rule $f: \mathbf{Z}_{m}^{2 r+1} \rightarrow \mathbf{Z}_{m}$ of radius $r$ is denoted by $f\left(x_{-r}, \ldots, x_{-1}, x_{0}, x_{1}, \ldots, x_{r}\right)$. The associated global map $F: \mathscr{C}_{m}^{1} \rightarrow \mathscr{C}_{m}^{1}$ is defined by

$$
[F(c)](i)=f\left(x_{-r+i}, \ldots, x_{r+i}\right), \quad \text { where } c \in \mathscr{C}_{m}^{1}, i \in \mathbf{Z}
$$

We assume that $f$ explicitly depends on at least one of the two variables $x_{-r}$ and $x_{r}$. We say that $f$ is permutive in the variable $x_{i},-r \leqslant i \leqslant r$, if and only if, no matter which values are given to the other $2 r$ variables, the modification of the value of $x_{i}$ causes the modification of the output produced by $f$ (for a formal definition of permutivity see Definition 6 of [4]).

Throughout the paper, $F(c)$ will denote the result of the application of the map $F$ to the configuration $c$, and $c(\vec{v})$ will denote the value assumed by $c$ in $\vec{v}$. For $n \geqslant 0$,
we recursively define $F^{n}(c)$ by $F^{n}(c)=F\left(F^{n-1}(c)\right)$, where $F^{0}(c)=c$. Let $\left(\mathscr{C}_{m}^{D}, F\right)$ be a CA based on the local rule $f$. We denote by $f^{(n)}$ the local rule associated to $F^{n}$.

### 2.2. Linear CA over $\mathbf{Z}_{m}$

In the special case of linear CA the set $\mathbf{Z}_{m}$ is endowed with the usual sum and product operations that make it a commutative ring. In what follows we denote by $[x]_{m}$ the integer $x$ taken modulo $m$. Linear CA have a local rule of the form $f\left(x_{1}, \ldots, x_{s}\right)=$ [ $\left.\sum_{i=1}^{s} \lambda_{i} x_{i}\right]_{m}$ with $\lambda_{1}, \ldots, \lambda_{s} \in \mathbf{Z}_{m}$. Hence, for a linear $D$-dimensional CA (1) becomes

$$
\begin{equation*}
[F(c)](\vec{v})=\left[\sum_{i=1}^{s} \lambda_{i} c\left(\vec{v}+\vec{u}_{i}\right)\right]_{m}, \quad \text { where } c \in \mathscr{C}_{m}^{D}, \vec{v} \in \mathbf{Z}^{D} . \tag{2}
\end{equation*}
$$

For linear 1-dimensional CA the local rule $f$ can be written as $f\left(x_{-r}, \ldots, x_{r}\right)=$ [ $\left.\sum_{i=-r}^{r} a_{i} x_{i}\right]_{m}$ where at least one between $a_{-r}$ and $a_{r}$ is nonzero. In this case (1) becomes

$$
[F(c)](i)=\left[\sum_{j=-r}^{r} a_{j} c(i+j)\right]_{m}, \quad \text { where } c \in \mathscr{C}_{m}^{1}, i \in \mathbf{Z}
$$

Note that $f$ is permutive in the $j$ th variable iff $\operatorname{gcd}\left(a_{j}, m\right)=1$.
In the following we will make use also of the formal power series (fps) representation of the configuration space $\mathscr{C}_{m}^{D}$ (see [6, Section 3] for details). For example, for $D=1$, to each configuration $c \in \mathscr{C}_{m}^{1}$ we associate the fps $P_{c}(X)=\sum_{i \in \mathbf{Z}} c(i) X^{i}$. The advantage of this representation is that the computation of a linear map is equivalent to power series multiplication. Let $F: \mathscr{C}_{m}^{1} \rightarrow \mathscr{C}_{m}^{1}$ be a linear map with local rule $f\left(x_{-r}, \ldots, x_{r}\right)=\left[\sum_{i=-r}^{r} a_{i} x_{i}\right]_{m}$. We associate to $F$ the finite fps $A_{f}(X)=\sum_{i=-r}^{r} a_{i} X^{-i}$. Then, for any $c \in \mathscr{C}_{m}^{1}$ we have

$$
\begin{equation*}
P_{F(c)}(X) \equiv P_{c}(X) A_{f}(X)(\bmod m) \tag{3}
\end{equation*}
$$

Note that each coefficient of $P_{F(c)}(X)$ is well defined since $A_{f}(X)$ has only finitely many non-zero coefficients. Note also that the finite fps associated to $F^{n}$ is $A_{f}^{n}(X)$. In the $D$-dimensional case to each configuration $c \in \mathscr{C}_{m}^{D}$ we associate the formal power series

$$
P_{c}\left(X_{1}, \ldots, X_{D}\right)=\sum_{i_{1}, \ldots, i_{D} \in \mathbf{Z}} c\left(i_{1}, \ldots, i_{D}\right) X_{1}^{i_{1}} \cdots X_{D}^{i_{D}}
$$

The computation of a linear map $F$ over $\mathscr{C}_{m}^{D}$ is equivalent to the multiplication by a finite $\mathrm{fps} A\left(X_{1}, \ldots, X_{D}\right)$ which is defined in terms the local rule $f$ and the neighborhood frame $\vec{u}_{1}, \ldots, \vec{u}_{s}$. The finite fps associated to the map $F$ defined by (2) is

$$
A\left(X_{1}, \ldots, X_{D}\right)=\sum_{i=1}^{s} \lambda_{i} X_{1}^{-\vec{u}_{i}(1)} \cdots X_{D}^{-\vec{u}_{i}(D)},
$$

where $\vec{u}_{i}(j)$ denotes the $j$ th component of vector $\vec{u}_{i}$.


Fig. 1. $R(w, t)$ is the number of distinct rectangles (distinct "snapshots" of the cells inside the thick lines) we obtain by iterating $F$ on all different configurations $x$.

### 2.3. Topological entropy of $C A$

The topological properties of CA are usually defined with respect to the metric topology induced by the Tychonoff distance over the configuration space $\mathscr{C}_{m}^{D}$ (see for example [2]). With this topology $\mathscr{C}_{m}^{D}$ is a Cantor set i.e. a compact, perfect and totally disconnected set, and every CA is a (uniformly) continuous map. The definition of topological entropy $\mathscr{H}$ of a continuous map $F: X \rightarrow X$ over a compact space $X$ can be found for example in [2]. The value $\mathscr{H}(X, F)$ is generally accepted as a measure of the complexity of the dynamics of $F$ over $X$. In [5] it is shown that for 1-dimensional CA the general definition of topological entropy translates to the following simpler form. Let $R(w, t)$ denote the number of distinct rectangles of width $w$ and height $t$ occurring in a space-time evolution diagram of $\left(\mathscr{C}_{m}^{1}, F\right)$ (see Fig. 1). Let $r$ denote the radius of the local rule $f$ associated to $F$, it is easy to see that

$$
m^{w} \leqslant R(w, t) \leqslant m^{w+2 r(t-1)} .
$$

Given $w$ and $t, R(w, t)$ can be determined by computing the evolution of all blocks of length $w+2 r(t-1)$. The topological entropy of $F$ is given by

$$
\begin{equation*}
\mathscr{H}\left(\mathscr{C}_{m}^{1}, F\right)=\lim _{w \rightarrow \infty}\left(\lim _{t \rightarrow \infty} \frac{\log R(w, t)}{t}\right) . \tag{4}
\end{equation*}
$$

From (4) it follows that the entropy of a 1 -dimensional CA over $\mathscr{C}_{m}^{1}$ satisfies $\mathscr{H}(F) \leqslant$ $2 r \log m$.

Example 1. An important 1 -dimensional CA is the right shift map $\left(\mathscr{C}_{m}^{1}, \sigma\right)$ defined by $[\sigma(c)](i)=c(i-1)$. The global map $\sigma$ corresponds to the local rule $f\left(x_{-1}, x_{0}, x_{1}\right)=x_{-1}$. Given $w, t>0$ we have $R(w, t)=m^{w+t-1}$, hence, $\mathscr{H}\left(\mathscr{C}_{m}^{1}, \sigma\right)=\log m$.

For $D$-dimensional CA, we can still compute $\mathscr{H}$ using (4) provided $R(w, t)$ is replaced by $R\left(w^{(D)}, t\right)$ which denotes the number of distinct $(D+1)$-dimensional hyperrectangles obtained as space-time evolution diagrams of $\left(\mathscr{C}_{m}^{D}, F\right)$. Now, $w$ has to be interpreted as the side-length of a $D$-dimensional region of the lattice.

### 2.4. Lyapunov exponents for $C A$

We recall the definition of Lyapunov exponents for the special case of 1-dimensional CA given in [17]. There, the authors introduce quantities analogous to Lyapunov exponents of smooth dynamical systems with the aim of describing the local instability of orbits in CA. For every $x \in \mathscr{C}_{m}^{1}$ and $s \geqslant 0$ we set

$$
\begin{aligned}
& W_{s}^{+}(x)=\left\{y \in \mathscr{C}_{m}^{1}: y(i)=x(i) \text { for all } i \geqslant s\right\}, \\
& W_{s}^{-}(x)=\left\{y \in \mathscr{C}_{m}^{1}: y(i)=x(i) \text { for all } i \leqslant-s\right\} .
\end{aligned}
$$

We have that $W_{i}^{+}(x) \subset W_{i+1}^{+}(x)$ and $W_{i}^{-}(x) \subset W_{i+1}^{-}(x)$. For every $n \geqslant 0$ we define

$$
\begin{aligned}
& \tilde{\Lambda}_{n}^{+}(x)=\min \left\{s \geqslant 0: F^{n}\left(W_{0}^{+}(x)\right) \subset W_{s}^{+}\left(F^{n}(x)\right)\right\}, \\
& \tilde{\Lambda}_{n}^{-}(x)=\min \left\{s \geqslant 0: F^{n}\left(W_{0}^{-}(x)\right) \subset W_{s}^{-}\left(F^{n}(x)\right)\right\} .
\end{aligned}
$$

The above definitions may appear a little confusing, but the values $\tilde{\Lambda}_{n}^{+}(x)$ and $\tilde{\Lambda}_{n}^{-}(x)$ have a simple intuitive meaning. $W_{0}^{+}(x)$ is the set of configurations which agree with $x$ in all cells with index $i \geqslant 0$. By comparing $F^{n}(x)$ with $F^{n}\left(W_{0}^{+}(x)\right)$ the value $\tilde{\Lambda}_{n}^{+}(x)$ measures how far differences in cells with index $i<0$ can "propagate" to the right-hand side (that is, towards the cells with positive index) in $n$ iterations of $F$. Similarly, $\tilde{\Lambda}_{n}^{-}(x)$ measures how far differences in cells with index $i>0$ can "propagate" to the left-hand side in $n$ iterations of $F$. For example, for the right shift map $\sigma$ defined in Example 1, we have $\tilde{\Lambda}_{n}^{+}(x)=n$ and $\tilde{\Lambda}_{n}^{-}(x)=0$ for all $x \in \mathscr{C}_{m}^{1}$.
We also introduce the following shift invariant quantities:

$$
\begin{equation*}
\Lambda_{n}^{-}(x)=\max _{j \in \mathbf{Z}} \tilde{\Lambda}_{n}^{-}\left(\sigma^{j}(x)\right), \quad \Lambda_{n}^{+}(x)=\max _{j \in \mathbf{Z}} \tilde{\Lambda}_{n}^{+}\left(\sigma^{j}(x)\right) \tag{5}
\end{equation*}
$$

where $\sigma$ denotes the right shift map. Intuitively, the value $\tilde{\Lambda}_{n}^{+}\left(\sigma^{j}(x)\right)\left(\right.$ resp. $\left.\tilde{\Lambda}_{n}^{-}\left(\sigma^{j}(x)\right)\right)$ measures how far differences in cells with index $i<j$ (resp. $i>j$ ) can "propagate" to the right (resp. left) in $n$ iterations of $F$. Finally, the values $\lambda^{+}(x)$ and $\lambda^{-}(x)$ defined by

$$
\begin{equation*}
\lambda^{+}(x)=\lim _{n \rightarrow \infty} \frac{1}{n} \Lambda_{n}^{+}(x), \quad \lambda^{-}(x)=\lim _{n \rightarrow \infty} \frac{1}{n} \Lambda_{n}^{-}(x) \tag{6}
\end{equation*}
$$

are called, respectively, the right and left Lyapunov exponents of the CA $F$ for the configuration $x$. If $F$ is linear it is easy to see that $\lambda^{+}(x)$ and $\lambda^{-}(x)$ do not depend on $x$, i.e., there exist two constants $\lambda^{+}$and $\lambda^{-}$such that for every $x \in \mathscr{C}_{m}^{1}, \lambda^{-}(x)=\lambda^{-}$ and $\lambda^{+}(x)=\lambda^{+}$. The following result is a simple corollary of Theorem 2 of [17, p.5]. For any CA $F$ we have

$$
\begin{equation*}
\mathscr{H}\left(\mathscr{C}_{m}^{1}, F\right) \leqslant \mathscr{H}\left(\mathscr{C}_{m}^{1}, \sigma\right)\left(\lambda^{+}+\lambda^{-}\right), \tag{7}
\end{equation*}
$$

where $\mathscr{H}\left(\mathscr{C}_{m}^{1}, \sigma\right)=\log m$ is the entropy of the shift map (see Example 1).

### 2.5. Dynamical properties of $C A$

For any discrete time dynamical system defined on a metric space, it is possible to define important properties which provide useful information on the long term behavior of the system. We now recall the definition of some of these properties for a generic system ( $X, F$ ), where $F: X \rightarrow X$. Here, we assume that $X$ is equipped with a distance $d$ and that the map $F$ is continuous on $X$ according to the metric topology induced by $d$ (for CA, the Tychonoff distance satisfies this property). We denote by $\mathscr{B}(x, \varepsilon)$ the (open) set $\{y \in X: d(x, y)<\varepsilon\}$.

Definition 1 (Positive expansivity). A discrete time dynamical system $(X, F)$ is positively expansive if and only if there exists $\delta>0$ such that for every $x, y \in X, x \neq y$ there exists $n \geqslant 0$ such that $d\left(F^{n}(x), F^{n}(y)\right)>\delta$. The value $\delta$ is called the expansivity constant.

Intuitively, a map is positively expansive if every pair of enough close points eventually separate by at least $\delta$ under iteration of $F$. If a map is positively expansive, then, for all practical purposes, the dynamics of the map defies numerical approximation. Small errors in computation which are introduced by round-off become magnified upon iteration.

Definition 2 (Sensitivity). A discrete time dynamical system ( $X, F$ ) is sensitive to initial conditions if and only if there exists $\delta>0$ such that for any $x \in X$ and for any $\varepsilon>0$, there exist $y \in \mathscr{B}(x, \varepsilon)$ and $n \geqslant 0$, such that $d\left(F^{n}(x), F^{n}(y)\right)>\delta$. The value $\delta$ is called the sensitivity constant.

Intuitively, a map is sensitive to initial conditions, or simply sensitive, if there exist points arbitrarily close to $x$ which eventually separate from $x$ by at least $\delta$ under iteration of $F$. Note that not all points near $x$ need eventually separate from $x$ under iteration, but there must be at least one such point in every neighborhood of $x$.

Definition 3 (Equicontinuity at $x$ ). A discrete time dynamical system $(X, F)$ is equicontinuous at $x \in X$ if and only if for any $\delta>0$ there exists $\varepsilon>0$ such that for any $y \in \mathscr{B}(x, \varepsilon)$ and $n \geqslant 0$ we have $d\left(F^{n}(x), F^{n}(y)\right)<\delta$.

Definition 4 (Equicontinuity). A discrete time dynamical system $(X, F)$ is equicontinuous if and only if it is equicontinuous at every $x \in X$.

The notions of sensitivity and equicontinuity are related. In fact, by comparing the definitions one can easily see that

$$
\begin{equation*}
F \text { is not sensitive } \Leftrightarrow \exists x \text { : } F \text { is equicontinuous at } x \text {. } \tag{8}
\end{equation*}
$$

For linear CA we have that $\left(\mathscr{C}_{m}^{D}, F\right)$ is equicontinuous if and only if it is equicontinuous in a single point $x \in \mathscr{C}_{m}^{D}$. Hence, (8) becomes

$$
\begin{equation*}
\left(\mathscr{C}_{m}^{D}, F\right) \text { is not sensitive } \Leftrightarrow\left(\mathscr{C}_{m}^{D}, F\right) \text { is equicontinuous. } \tag{9}
\end{equation*}
$$

Sensitive linear CA, hence, in view of (9) equicontinuous CA, are completely characterized by the following theorem (see [12, Theorem 6]).

Theorem 5. Let $F$ denote the global transition map of a linear D-dimensional CA over $\mathbf{Z}_{m}$ defined by

$$
[F(c)](\vec{v})=\left[\sum_{i=1}^{s} \lambda_{i} c\left(\vec{v}+\vec{u}_{i}\right)\right]_{m} .
$$

Assume $\vec{u}_{1}=\overrightarrow{0}$, that is, $\lambda_{1}$ is the coefficient associated to the null displacement. Then $F$ is sensitive if and only if there exists a prime $p$ such that

$$
p \mid m \text { and } p+\operatorname{gcd}\left(\lambda_{2}, \lambda_{3}, \ldots, \lambda_{s}\right) .
$$

In other words, $F$ is sensitive unless every prime which divides $m$ divides also all the coefficients $\lambda_{i}$ 's corresponding to nonzero neighborhood vectors.

## 3. Statement of new results

In this section we state our main results. In particular, Section 3.1 contains results concerning linear CA, while Section 3.2 contains results about positively expansive CA.

### 3.1. Entropy of linear $C A$

Our first result provides a closed formula for the Lyapunov exponents of 1-dimensional linear CA.

Theorem 1. Let $\left(\mathscr{C}_{m}^{1}, F\right)$ be a 1-dimensional CA over $\mathbf{Z}_{m}$ with local rule $f\left(x_{-r}, \ldots\right.$ $\left.x_{r}\right)=\left[\sum_{i=-r}^{r} a_{i} x_{i}\right]_{m}$, and let $m=p_{1}^{k_{1}} \cdots p_{h}^{k_{h}}$ be the prime factor decomposition of $m$. For $i=1, \ldots, h$ define

$$
P_{i}=\{0\} \cup\left\{j: \operatorname{gcd}\left(a_{j}, p_{i}\right)=1\right\}, \quad L_{i}=\min P_{i}, \quad R_{i}=\max P_{i} .
$$

Then, the right and left Lyapunov exponents of $\left(\mathscr{C}_{m}^{1}, F\right)$ are

$$
\lambda^{+}=-\min _{1 \leqslant i \leqslant h}\left\{L_{i}\right\} \quad \text { and } \quad \lambda^{-}=\max _{1 \leqslant i \leqslant h}\left\{R_{i}\right\} .
$$

In the next theorem we give a closed formula for the entropy of 1-dimensional linear CA which can be efficiently computed in terms of the coefficients of the local rule.

Theorem 2. Let $\left(\mathscr{C}_{m}^{1}, F\right)$ be a 1-dimensional CA over $\mathbf{Z}_{m}$ with local rule $f\left(x_{-r}, \ldots\right.$ $\left.x_{r}\right)=\left[\sum_{i=-r}^{r} a_{i} x_{i}\right]_{m}$, and let $m=p_{1}^{k_{1}} \cdots p_{h}^{k_{n}}$ denote the prime factor decomposition of $m$. Let $L_{i}$ and $R_{i}$ be defined as in Theorem 3.1. Then

$$
\begin{equation*}
\mathscr{H}\left(\mathscr{C}_{m}^{1}, F\right)=\sum_{i=1}^{h} k_{i}\left(R_{i}-L_{i}\right) \log \left(p_{i}\right) . \tag{10}
\end{equation*}
$$

In the next example we use the above theorems to compute the entropy and the Lyapunov exponents of a 1 -dimensional linear CA.

Example 2. For $m=1620=2^{2} 3^{4} 5$, consider the linear local rule

$$
f\left(x_{-2}, \ldots, x_{4}\right)=\left[\left(10 x_{-2}+15 x_{-1}+9 x_{0}+18 x_{1}+22 x_{2}+4 x_{3}+30 x_{4}\right)\right]_{2^{2} 3^{4} 5}
$$

and let $\left(\mathscr{C}_{1620}^{1}, F\right)$ be the 1-dimensional linear CA associated with $f$. From Theorem 2 we have

$$
L_{1}=-1, \quad L_{2}=-2, \quad L_{3}=0, \quad R_{1}=0, \quad R_{2}=3, \quad R_{3}=3
$$

and then $\mathscr{H}\left(\mathscr{C}_{1620}^{1}, F\right)=2+20 \log 3+4 \log 5$. In addition, according to Theorem 1 we have $\lambda^{+}=2$ and $\lambda^{-}=3$.

In [14], the authors prove that for $D$-dimensional linear CA with $D \geqslant 2$ the topological entropy must be 0 or infinity. In the next theorem, using the classification given in [12], we prove that it is possible to easily check if a $D$-dimensional linear CA has zero or infinite entropy.

Theorem 3. Let $\left(\mathscr{C}_{m}^{D}, F\right)$ be a D-dimensional linear $C A$ over $\mathbf{Z}_{m}$ with $D \geqslant 2$. Then, either $F$ is sensitive to initial conditions and $\mathscr{H}\left(\mathscr{C}_{m}^{D}, F\right)=\infty$, or $F$ is equicontinuous and $\mathscr{H}\left(\mathscr{C}_{m}^{D}, F\right)=0$.

### 3.2. Entropy of positively expansive $C A$

Since positively expansive CA do not exist in any dimension greater than 1 (see [18]), in this section we deal only with 1-dimensional CA. However, in our proofs we only use the fact that each positively expansive CA is a surjective open map (see [9]) and is topologically conjugated to a one-sided full shift (see ${ }^{1}$ Theorem 8.5 in [15]).

We now introduce some notation we need in order to state the result of this section. To any CA $F$ based on the local rule $f$ (with radius $r$ ) we associate a directed labeled graph $G_{F}=(V, E)$ called finite predecessor graph (fp-graph) defined as follows. The vertex set $V=\left\{s \mid s \in \mathbf{Z}_{m}^{2 r}\right\}$ is the set of all strings of length $2 r$ from the alphabet $\mathbf{Z}_{m}$. The edge set $E$ consists of all ordered pairs $\left(s_{1}, s_{2}\right) \in V \times V$ such that $s_{1}(i+1)=s_{2}(i)$, for $i=1, \ldots, 2 r-1$. The label $a$ associated to $\left(s_{1}, s_{2}\right)$ is $a=f\left(s_{1}(1), \ldots, s_{1}(2 r), s_{2}(2 r)\right)$. As usual, we write ( $s_{1} \xrightarrow{a} s_{2}$ ) to denote such edge.

[^1]Example 3. Let $f:\{0,1\}^{3} \rightarrow\{0,1\}$ be the radius 1 local rule defined by $f\left(x_{-1}, x_{0}\right.$, $\left.x_{1}\right)=\left[\left(x_{-1}+x_{1}\right)\right]_{2}$. Let $F$ denote the global transition map associated to $f$. By Theorem 7 in [12] $F$ is expansive. The fp-graph $G_{F}=(V, E)$ has vertex set $V=\{00,01,10$, $11\}$, and edge set

$$
\begin{aligned}
E= & \{(00 \xrightarrow{0} 00),(00 \xrightarrow{1} 01),(01 \xrightarrow{0} 10),(01 \xrightarrow{1} 11),(10 \xrightarrow{1} 00),(10 \xrightarrow{0} 01), \\
& \times(11 \xrightarrow{0} 11),(11 \xrightarrow{1} 10)\} .
\end{aligned}
$$

Let $f$ denote the local rule of a one-dimensional CA of radius $r$. We know that $f$ is a map from $\mathbf{Z}_{m}^{2 r+1}$ to $\mathbf{Z}_{m}$. For any $\ell \geqslant 1$ we define the map $f_{\ell}: \mathbf{Z}_{m}^{2 r+\ell} \rightarrow \mathbf{Z}_{m}^{\ell}$ as follows. Given $\alpha \in \mathbf{Z}_{m}^{2 r+\ell}$ we obtain $f_{\ell}(\alpha) \in \mathbf{Z}_{m}^{\ell}$ applying $f$ to the ( $2 r+1$ )-tuples of $\alpha$ (there are exactly $\ell$ of them). In other words, the $i$ th component of $f_{\ell}(\alpha)$ is $f\left(\alpha_{i-r}, \ldots, \alpha_{i}, \alpha_{i+r}\right)$.

Definition 4. Let $F$ be a CA with local rule $f$. If $\alpha \in \mathbf{Z}_{m}^{2 r+\ell}, \beta \in \mathbf{Z}_{m}^{\ell}$ and $\beta=f_{\ell}(\alpha)$ we say that $\alpha$ is a finite predecessor of $\beta$ according to $F$.

There is a strict relation between the fp-graph $G_{F}$ and the concept of finite predecessor. Given any path $s_{0} \xrightarrow{a_{1}} s_{1} \xrightarrow{a_{2}} \cdots \xrightarrow{a_{\ell}} s_{\ell}$ of $G_{F}$ we say that the sequence $s=s_{0}, \ldots, s_{\ell}$ is labeled by $a_{1}, \ldots, a_{\ell}$. From the definition of $G_{F}$ we have that $s_{0}(1), \ldots, s_{0}(2 r), s_{1}(2 r)$, $\ldots, s_{l}(2 r)$ is a finite predecessor of $a_{1}, \ldots, a_{\ell}$ that is

$$
f_{\ell}\left(s_{0}(1), \ldots, s_{0}(2 r), s_{1}(2 r), \ldots, s_{\ell}(2 r)\right)=a_{1}, \ldots, a_{\ell} .
$$

It is straightforward to prove that $G_{F}$ has the following property: the cardinality of the set of finite predecessors of any given sequence $s$ of length $\ell$ is given by the number of distinct paths in $G_{F}$ labeled by $s$.

Given a length- $n$ string $\alpha \in\left(\mathbf{Z}_{m}\right)^{n}$ we denote by $\bar{\alpha}$ the 1-dimensional configuration consisting of the concatenation of infinitely many copies of $\alpha$. Formally, for any $i \in \mathbf{Z}$, $\bar{\alpha}(i)=\alpha\left([i]_{n}\right)$.

The next theorem shows that using the fp-graph of a positively expansive CA $\left(\mathscr{C}_{m}^{1}, F\right)$ we can compute the number of predecessors of any $c \in \mathscr{C}_{m}^{1}$, that is, the cardinality of the set $F^{-1}(c)$.

Theorem 5. Let $\left(\mathscr{C}_{m}^{1}, F\right)$ be a positively expansive $C A$. Then $F$ is a $\mu$-to-one map, that is, every configuration $c \in \mathscr{C}_{m}^{1}$ has exactly $\mu$ predecessors. The value $\mu$ is the sum of the lengths of all distinct cycles of $G_{F}=(V, E)$ labeled by a finite sequence of 0 's.

Example 4. Consider the map $F$ defined in Example 3. In the graph $G_{F}$ there are 3 cycles labeled by sequences of type $0^{k}$ namely

$$
00 \xrightarrow{0} 00, \quad 01 \xrightarrow{0} 10 \xrightarrow{0} 01, \quad 11 \xrightarrow{0} 11 .
$$

We conclude that the number of predecessors of the configuration $\overline{0}$ is $1+2+1=4$. Indeed, they are $\overline{0}, \overline{10}, \overline{01}$, and $\overline{1}$. Since $F$ is a $\mu$-to-one mapping every other configuration has the same number of predecessors.

The following theorem, combined with Theorem 5, shows how to compute the topological entropy of any positively expansive CA.

Theorem 6. The entropy of any positively expansive $C A\left(\mathscr{C}_{m}^{1}, F\right)$ is equal to $\log \mu$, where $\mu$ is the number of predecessors of any configuration $c \in \mathscr{C}_{m}^{1}$ and is given by Theorem 3.5.

## 4. Proof of the main theorems

This section contains the proofs of the results stated in Section 3.

### 4.1. Entropy of linear $C A$

Let $\left(\mathscr{C}_{m}^{D}, F\right)$ be a linear CA, and let $q$ be any factor of $m$. For any configuration $c \in \mathscr{C}_{m}^{D},[c]_{q}$ will denote the configuration in $\mathscr{C}_{q}^{D}$ defined by

$$
[c]_{q}(\vec{v})=[c(\vec{v})]_{q}=c(\vec{v}) \bmod q \quad \text { for all } \vec{v} \in \mathbf{Z}^{D} .
$$

Similarly, $[F]_{q}$ will denote the map $[F]_{q}: \mathscr{C}_{q}^{D} \rightarrow \mathscr{C}_{q}^{D}$ defined by $[F]_{q}(c)=[F(c)]_{q}$.
The following lemma shows that for any 1-dimensional linear CA $\left(\mathscr{C}_{p^{k}}^{1}, F\right)$ with $p$ prime which is not nilpotent there exists $h \geqslant 1$ such that $F^{h}$ is permutive in both its leftmost and rightmost variables (permutivity has been defined at the end of Section 2).

Lemma 1. Let $\left(\mathscr{C}_{p^{k}}^{1}, F\right)$ be a linear 1-dimensional CA over $\mathbf{Z}_{p^{k}}$ ( $p$ prime) with local rule $f\left(x_{1}, \ldots, x_{s}\right)=\left[\sum_{i=1}^{s} a_{i} x_{i}\right]_{p^{k}}$. Assume there exists $a_{l}$ such that $\operatorname{gcd}\left(a_{l}, p\right)=1$, and let

$$
\hat{P}=\left\{j: \operatorname{gcd}\left(a_{j}, p\right)=1\right\}, \quad \hat{L}=\min \hat{P}, \quad \hat{R}=\max \hat{P} .
$$

Then, there exists $h \geqslant 1$ such that the local rule $f^{(h)}$ associated to $F^{h}$ has the form

$$
\begin{equation*}
f^{(h)}\left(x_{-h r}, \ldots, x_{h r}\right)=\left[\sum_{i=h \hat{L}}^{h \hat{R}} b_{i} x_{i}\right]_{p^{k}} \quad \text { with } \quad \operatorname{gcd}\left(b_{h \hat{L}}, p\right)=\operatorname{gcd}\left(b_{h \hat{R}}, p\right)=1 \tag{11}
\end{equation*}
$$

Proof. We associate to the local rule $f$ the formal power series $A(X)=\sum_{i=-r}^{r} a_{i} X^{-i}$ defined in Section 2.2. As we have already pointed out, the formal power series associated to $f^{(n)}$ is $A^{n}(X)$. Let $A(X)=A_{1}(X)+p A_{2}(X)$, where $A_{1}(X)$ contains all monomials whose coefficients are coprime with $p$. One can easily prove by induction on $i$ that

$$
\left(A_{1}(X)+p A_{2}(X)\right)^{p^{i}} \equiv\left(A_{1}(X)\right)^{p^{i}}\left(\bmod p^{i+1}\right) .
$$

We take $h=p^{k-1}$ so that $A^{h}(X) \equiv A_{1}^{h}(X)\left(\bmod p^{k}\right)$. It is easy to see that $f^{(h)}$ has form (11) with $b_{h \hat{L}}=a_{\hat{L}}^{h}$ and $b_{h \hat{R}}=a_{\hat{R}}^{h}$.

Proof of Theorem 1. We prove the thesis only for the left Lyapunov exponent $\lambda^{-}$ since the proof for $\lambda^{+}$is analogous. We know that, since $F$ is a linear map, Lyapunov exponents are independent of the particular configuration considered. Hence, in the rest of the proof we can safely write $\lambda^{-}$and $\Lambda_{n}^{-}$instead of $\lambda^{-}(x)$ and $\Lambda_{n}^{-}(x)$.

We first consider the case $m=p^{k}$ with $p$ prime. From Lemma 1 we know that there exist $h \geqslant 1$ and $\hat{R} \in \mathbf{Z}$ such that $f^{(h)}$ is permutive in the variable $x_{h \hat{R}}$ and does not depend on any other variable $x_{j}$ with $j>h \hat{R}$. Let $\lambda_{F^{h}}^{-}$denote the left Lyapunov exponent of the map $F^{h}$. If $\hat{R} \leqslant 0$ we have that $f^{(h)}$ does not depend on variables with positive index. Hence, if two configurations differ in cells with index $i>\hat{\imath}$ such differences never "propagate" left under iteration of $F$. We conclude that $\lambda_{F^{h}}^{-}=0$. Assume now that $\hat{R}>0$. Let $x$ and $x^{\prime}$ be two configurations such that $x(i)=x^{\prime}(i)$ for every $i<\hat{\imath}$ and $x(\hat{\imath}) \neq x^{\prime}(\hat{\imath})$. Since $f^{(h)}$ is rightmost permutive, we have $\left[F^{h}(x)\right](i)=\left[F^{h}\left(x^{\prime}\right)\right](i)$ for every $i<\hat{\imath}-h \hat{R}$ and $x(\hat{\imath}-h \hat{R}) \neq x^{\prime}(\hat{\imath}-h \hat{R})$, i.e., the difference in cell $\hat{\imath}$ moves left of exactly $h \hat{R}$ positions. Hence $\lambda_{F^{h}}^{-}=h \hat{R}$. We now show that $\lambda_{F^{h}}^{-}=h \hat{R}$ implies $\lambda_{F}^{-}=\hat{R}$. From (6) we have

$$
\lambda_{F}^{-}=\lim _{n \rightarrow \infty} \frac{1}{n} \Lambda_{n}^{-}=\lim _{n \rightarrow \infty} \frac{1}{n h} \Lambda_{n h}^{-}=\frac{1}{h} \lim _{n \rightarrow \infty} \frac{1}{n} \Lambda_{n h}^{-}=\frac{1}{h} \lambda_{F^{h}}^{-} .
$$

Since $R=\max (0, \hat{R})$ then $\lambda_{F}^{-}=R$ and the thesis follows.
Consider now the general case $m=p q$, where $\operatorname{gcd}(p, q)=1$. By the Chinese Remainder Theorem we know that the ring $\mathbf{Z}_{m}$ is isomorphic to the direct product $\mathbf{Z}_{p} \otimes \mathbf{Z}_{q}$. Hence, $F^{n}$ can be expressed as a linear combination of $[F]_{p}^{n}$ and $[F]_{q}^{n}$ as follows

$$
F^{n}=\alpha q[F]_{p}^{n}+\beta p[F]_{q}^{n}
$$

where $[\alpha q]_{p}=1$ and $[\beta p]_{q}=1$. This means that two configurations $F^{n}(x)$ and $F^{n}(y)$ differ in the $i$ th cell if and only if the configurations $[F]_{p}^{n}\left([x]_{p}\right)$ and $[F]_{p}^{n}\left([y]_{p}\right)$ or the configurations $[F]_{q}^{n}\left([x]_{q}\right)$ and $[F]_{q}^{n}\left([y]_{q}\right)$ (or both) differ in the $i$ th cell. Hence, differences in cells with index $i>\hat{\imath}$ can propagate left to the farthest cell reachable by either $[F]_{p}$ or $[F]_{q}$. Hence, $\lambda_{F}^{-}=\max \left(\lambda_{[F]_{p}}^{-}, \lambda_{[F]_{q}}^{-}\right)$. The thesis of the theorem follows by a simple inductive argument on the number of primes in the factorization of the modulus $m$.

We now prove two lemmas which enable us to compute the entropy of linear CA.
Lemma 2. Let $F$ be a linear D-dimensional CA over $\mathscr{C}_{m}^{D}$ with $m=p q$ and $\operatorname{gcd}(p, q)$ $=1$. Then

$$
\mathscr{H}\left(\mathscr{C}_{p q}^{D}, F\right)=\mathscr{H}\left(\mathscr{C}_{p}^{D},[F]_{p}\right)+\mathscr{H}\left(\mathscr{C}_{q}^{D},[F]_{q}\right) .
$$

Proof. Since $\operatorname{gcd}(p, q)=1$, the ring $\mathbf{Z}_{m}$ is isomorphic to the direct product $\mathbf{Z}_{p} \otimes \mathbf{Z}_{q}$. To prove the lemma we consider the characterization of the entropy given by (4). To each (hyper)rectangle $R$ with elements in $\mathbf{Z}_{m}$ we can associate the pair of (hyper)rectangles $R_{p}, R_{q}$ obtained by taking the content of each cell modulo $p$ and modulo $q$. Since $\mathbf{Z}_{m} \simeq \mathbf{Z}_{p} \otimes \mathbf{Z}_{q}$ this is a bijective correspondence. In addition, $R$ is generated through $F$ by $x \in \mathscr{C}_{m}^{D}$, if and only if $R_{p}$ (resp. $R_{q}$ ) is generated through $[F]_{p}$ (resp. [F] $]_{q}$ ) by $[x]_{p} \in \mathscr{C}_{q}^{D}$ (resp. $[x]_{q} \in \mathscr{C}_{q}^{D}$ ). Hence, the number of (hyper)rectangles "realizable" by $F$
is equal to the product of the number of (hyper)rectangles "realizable" by $[F]_{p}$ and $[F]_{q}$ and the lemma follows.

In view of the previous lemma, to compute the entropy of linear CA we can restrict our attention to linear CA defined over $\mathbf{Z}_{p^{k}}$ with $p$ prime.

Lemma 3. Let $f\left(x_{-r}, \ldots, x_{r}\right)=\left[\sum_{i=-r}^{r} a_{i} x_{i}\right]_{p^{k}}$ be any linear local rule defined over $\mathbf{Z}_{p^{k}}$ with $p$ prime. Let $F$ be the 1-dimensional global transition map associated to $f$. Let

$$
P=\{0\} \cup\left\{j: \operatorname{gcd}\left(a_{j}, p\right)=1\right\}, \quad L=\min P, \quad \text { and } \quad R=\max P .
$$

Then

$$
\mathscr{H}\left(\mathscr{C}_{p^{k}}^{1}, F\right)=k(R-L) \log (p) .
$$

Proof. From (7) and Theorem 1 we have

$$
\begin{equation*}
\mathscr{H}\left(\mathscr{C}_{p^{k}}{ }^{k}, F\right) \leqslant k(R-L) \log (p) . \tag{12}
\end{equation*}
$$

Let $f^{(n)}$ be the local rule associated to $\left(\mathscr{C}_{p^{k}}^{1}, F^{n}\right)$. In general, $f^{(n)}$ has radius $r n$, i.e., it depends on at most $2 r n+1$ variables. From Lemma 1 we have that there exist $h \geqslant 1$ and $\hat{L}, \hat{R} \in \mathbf{Z}$ such that $F^{h}$ is permutive in the variables $x_{h \hat{L}}$ and $x_{h \hat{R}}$. In addition, $F^{h}$ does not depend on variables $x_{j}$ with $j<h \hat{L}$ or $j>h \hat{R}$. In other words, $F^{h}$ is both leftmost and rightmost permutive. As a consequence $\mathscr{H}\left(\mathscr{C}_{p^{k}}, F^{h}\right)$ can be given as a function of $\hat{L}$ and $\hat{R}$ as follows. If $\hat{R} \geqslant \hat{L} \geqslant 0$ then $\mathscr{H}\left(\mathscr{C}_{p^{k}}{ }^{1}, F^{h}\right)=h k \hat{R} \log (p)$, if $\hat{L} \leqslant \hat{R} \leqslant 0$ then $\mathscr{H}\left(\mathscr{C}_{p^{k}}^{1}, F^{h}\right)=-h k \hat{L} \log (p)$, and if both $\hat{L}<0$ and $\hat{R}>0$ then $\mathscr{H}\left(\mathscr{C}_{p^{k}}^{1}, F^{h}\right)=h k(\hat{R}-$ $\hat{L}) \log (p)$. The proof of these formulas is not difficult to obtain. Note that topological entropy of leftmost and rightmost permutive CA remains easy to compute also in the non-linear case. Since

$$
\begin{equation*}
L=\min (\hat{L}, 0) \quad \text { and } \quad R=\max (\hat{R}, 0) \tag{13}
\end{equation*}
$$

we conclude that

$$
\begin{equation*}
\mathscr{H}\left(\mathscr{C}_{p^{k}}^{1}, F^{h}\right)=h k(R-L) \log (p) . \tag{14}
\end{equation*}
$$

From the definition of topological entropy we have

$$
\begin{align*}
\mathscr{H}\left(\mathscr{C}_{m}^{1}, F\right) & =\lim _{w \rightarrow \infty}\left(\lim _{t \rightarrow \infty} \frac{\log R(w, t)}{t}\right)=\lim _{w \rightarrow \infty}\left(\lim _{t \rightarrow \infty} \frac{\log R(w, n t)}{n t}\right) \\
& \geqslant \frac{1}{n} \mathscr{H}\left(\mathscr{C}_{m}^{1}, F^{n}\right) . \tag{15}
\end{align*}
$$

From (14) and (15) we have

$$
\begin{equation*}
\mathscr{H}\left(\mathscr{C}_{p^{k}}^{1}, F\right) \geqslant \frac{\mathscr{H}\left(\mathscr{C}_{p^{k}}{ }^{k}, F^{h}\right)}{h}=k(R-L) \log (p) . \tag{16}
\end{equation*}
$$

Combining (12) and (16) we obtain the thesis.

Proof of Theorem 2. The proof easily follows from Lemma 3 and Corollary 4.2.
Next result, which is a straightforward corollary of Theorems 1 and 2, characterizes the class of linear 1-dimensional CA $\left(\mathscr{C}_{m}^{1}, F\right)$ for which $\mathscr{H}\left(\mathscr{C}_{m}^{1}, F\right)=\mathscr{H}\left(\mathscr{C}_{m}^{1}, \sigma\right)\left(\lambda^{+}+\lambda^{-}\right)$ where $\sigma$ is the shift map defined in Example 1.

Corollary 4. Let $F$ be a 1-dimensional linear CA over $\mathbf{Z}_{m}$ based on the local rule $f$. Then $\mathscr{H}\left(\mathscr{C}_{m}^{1}, F\right)=\mathscr{H}\left(\mathscr{C}_{m}^{1}, \sigma\right)\left(\lambda^{+}+\lambda^{-}\right)$if and only if $f$ is both leftmost and rightmost permutive.

In order to compute the topological entropy for $D \geqslant 2$ we need a technical lemma which is the generalization of Lemma 1 to the case $D \geqslant 2$. Note that for $D \geqslant 2$ we do not have the concept of leftmost or rightmost permutivity, hence, we use a slightly different formulation. The common point between the two lemmas is that there exists $h \geqslant 1$ such that the coefficients of the local rule $f$ which are multiple of $p$ do not affect $F^{h}$.

Lemma 5. Let $\left(\mathscr{C}_{p^{k}}^{D}, F\right)$ be a linear CA over $\mathbf{Z}_{p^{k}}$ ( $p$ prime) with local rule $f\left(x_{1}, \ldots\right.$, $\left.x_{s}\right)=\left[\sum_{i=1}^{s} \lambda_{i} x_{i}\right]_{p^{k}}$, and neighborhood vectors $\vec{u}_{1}, \ldots, \vec{u}_{s}$. Define

$$
I=\left\{i \mid \operatorname{gcd}\left(\lambda_{i}, p\right)=1\right\}, \quad \hat{f}=\left[\sum_{i \in I} \lambda_{i} x_{i}\right]_{p^{k}},
$$

and let $\hat{F}$ the global map associated to $\hat{f}$. Then, there exists $h \geqslant 1$ such that $F^{h} \equiv \hat{F}^{h}$, that is, $F^{h}(c)=\hat{F}^{h}(c)$ for any configuration $c \in \mathscr{C}_{p^{k}}^{D}$.

Proof. To the local map $f$ we associate the formal power series

$$
A\left(X_{1}, \ldots, X_{D}\right)=\sum_{i=1}^{s} \lambda_{i} X_{1}^{-\vec{u}_{i}(1)} \cdots X_{D}^{-\vec{u}_{i}(D)}
$$

where $\vec{u}_{i}(j)$ denotes the $j$ th component of vector $\vec{u}_{i}$. We know that the formal power series associated to $f^{(h)}$ is $\left(A\left(X_{1}, \ldots, X_{D}\right)\right)^{h}$. The proof is obtained by taking $h=p^{k-1}$ and reasoning as in Lemma 1.

Proof of Theorem 3. We know (see [12]) that a linear CA is either sensitive or equicontinuous. Since the entropy of any equicontinuous CA is zero (see for example [2]) we need only to prove that the entropy of a linear sensitive CA $\left(\mathscr{C}_{m}^{D}, F\right), D \geqslant 2$, is unbounded. Let $\vec{u}_{1}, \ldots, \vec{u}_{s}, \lambda_{1}, \ldots, \lambda_{s}$ denote the neighborhood vectors and the corresponding coefficients of the map $F$ (cf. (2)). By Theorem 5, we know that $F$ is sensitive if and only if there exists a prime factor $p$ of $m$ such $p+\lambda_{i}$ with $\vec{u}_{i} \neq \overrightarrow{0}$. Let $k$ denote the power of $p$ in the factorization of $m$. We now show that $\mathscr{H}\left(\mathscr{C}_{p^{k}}^{D},[F]_{p^{k}}\right)=\infty$, which, by Lemma 2, proves the theorem. By Theorem 5, we get that $\left(\mathscr{C}_{p^{k}}^{D},[F]_{p^{k}}\right)$ is itself a
sensitive CA. Hence, it suffices to show that every $D$-dimensional ( $D \geqslant 2$ ) sensitive CA over $\mathbf{Z}_{p^{k}}$ has unbounded entropy. For simplicity, we consider only the case $D=2$. For $D>2$ we only need to manage a more complex notation without introducing any new idea.

Let $\left(\mathscr{C}_{p^{k}}^{2}, F\right)$ denote a sensitive CA. We construct a set of 2 -dimensional configurations whose evolutions according to $F$ differentiate inside a space-temporal region of size $w \times w \times t$ which is the 2-dimensional version of the region depicted in Fig. 1. Then we prove that the cardinality of this set of configurations grows with $w$ and $t$ at a rate that makes the entropy unbounded. We proceed as follows. Let $\vec{u}_{1}, \ldots, \vec{u}_{s}$, $\lambda_{1}, \ldots, \lambda_{s}$ denote the neighborhood vectors and the corresponding coefficients of the map $F$. Let $h$ be defined as in Lemma 5. Let $f^{(n)}$ be the local rule associated to $\left(\mathscr{C}_{p^{k}}^{2}, F^{n}\right)$. Let $\vec{u}(F)$ and $\lambda(F)$ be a neighborhood vector of $F$ of maximum norm and the corresponding coefficient, respectively. From the sensitivity of $\left(\mathscr{C}_{p^{k}}^{2}, F\right)$ and from Lemma 5 we conclude that $\operatorname{gcd}\left(\lambda\left(F^{h}\right), p\right)=1$. Assume, without loss of generality, that $\rho=\vec{u}\left(F^{h}\right)(1) \geqslant \vec{u}\left(F^{h}\right)(2) \geqslant 0$.

We now show that given any set $\left\{z_{i j} \in \mathbf{Z}_{p^{k}}: i \in \mathbf{N}, j \in \mathbf{Z}\right\}$ of elements of $\mathbf{Z}_{p^{k}}$ we can find a sequence $\left\{x_{i} \in \mathscr{C}_{p^{k}}^{2}: i \in \mathbf{N}\right\}$ of configurations such that

$$
\begin{equation*}
F^{h}\left(x_{i}\right)=x_{i+1} \quad \text { and } \quad x_{i}(0, j)=z_{i j} \forall j \in \mathbf{Z} \tag{17}
\end{equation*}
$$

In order to construct the above sequence we take advantage of the fact that the map $F^{h}$ satisfies the property stated in Lemma 5 which is the extension of permutivity (defined for 1-dimensional CA) to the 2-dimensional case. We only give the basic steps of the construction procedure without going through the details.

We proceed as follows. Let $c_{1} \in \mathscr{C}_{p^{k}}^{2}$ be any configuration such that $c_{1}(0, j)=z_{1 j}$. We are not sure that $\left[F^{h}\left(c_{1}\right)\right](0, j)=z_{2 j}$ for every $j \in \mathbf{Z}$. Since $\operatorname{gcd}\left(\left(F^{h}\right), p^{k}\right)=1$ and $\vec{u}\left(F^{h}\right)(1) \geqslant \vec{u}\left(F^{h}\right)(2)$ we may find a configuration $c_{1}^{\prime}$-obtained modifying $c_{1}$ at positions $(\rho h, j)$ with $j \in \mathbf{Z}$-for which $\left[F^{h}\left(c_{1}^{\prime}\right)\right](0, j)=z_{2 j}$ for every $j \in \mathbf{Z}$. Set $c_{2}=F^{h}\left(c_{1}^{\prime}\right)$. Again, we may find a configuration $c_{1}^{\prime \prime}$-obtained modifying $c_{1}^{\prime}$ at positions ( $2 \rho h, j$ ) with $j \in \mathbf{Z}$-for which $\left[F^{h}\left(c_{1}^{\prime \prime}\right)\right](0, j)=z_{1 j}$ and $\left[F^{2 h}\left(c_{1}^{\prime \prime}\right)\right](0, j)=z_{2 j}$ for every $j \in \mathbf{Z}$. Set $c_{2}^{\prime}=F^{h}\left(c_{1}^{\prime \prime}\right)$ and $c_{3}=F^{2 h}\left(c_{1}^{\prime \prime}\right)$.

By iterating the above described procedure we construct sequences of configurations of type $S_{i}=c_{i}, c_{i}^{\prime}, c_{i},{ }^{\prime \prime}, \ldots, i \geqslant 1$. For every $i \geqslant 1$ let $l_{i} \in \mathscr{C}_{p^{k}}^{2}$ be the limit of $S_{i}$ which exists since $\mathscr{C}_{p^{k}}^{2}$ is a compact space. A simple but tedious calculation shows that $\left\{l_{i} \in \mathscr{C}_{p^{k}}^{2}: i \in \mathbf{N}\right\}$ satisfies (17).
We now show how to link the above constructed sequences (one for each set $z_{i j}$ ) of configurations to the computation of topological entropy. Let $\operatorname{Square}(w, x) \in \mathbf{Z}_{p^{k}}^{w w}$ be the content of $x$ at positions $(i, j)$ with $-w<i \leqslant 0$ and $0 \leqslant j<w$. We have that $R\left(w^{(2)}, t\right)$ is equal to the number of distinct sequences $\langle\operatorname{Square}(w, x)$, $\operatorname{Square}(w, F(x)$ ), $\operatorname{Square}(w$, $\left.\left.F^{2}(x)\right), \ldots\right\rangle$ which can be obtained by varying $x \in \mathscr{C}_{p^{k}}^{2}$. It is not difficult to see that in view of (17) we can assign to the entries ( $0, j$ ) , $0 \leqslant j<w$ of $\operatorname{Square}\left(w, F^{i}(x)\right)$ arbitrarily chosen elements of $\mathbf{Z}_{p^{k}}$ and still find a configuration $x$ which realizes the sequence $\left\langle\operatorname{Square}(w, x)\right.$, $\operatorname{Square}\left(w, F(x)\right.$ ), Square $\left.\left(w, F^{2}(x)\right), \ldots\right\rangle$. Summarizing, we have


Fig. 2. Construction of $\hat{y}_{s}$ given $\bar{y}_{s}$.
that $R\left(w^{(2)}, h t\right) \geqslant p^{k w t}$ and then

$$
\begin{aligned}
\mathscr{H}\left(\mathscr{C}_{p^{k}}^{2}, F\right) & =\lim _{w \rightarrow \infty} \lim _{t \rightarrow \infty} \frac{\log R\left(w^{(2)}, t\right)}{t}=\lim _{w \rightarrow \infty} \lim _{t \rightarrow \infty} \frac{\log R\left(w^{(2)}, h t\right)}{h t} \\
& \geqslant \lim _{w \rightarrow \infty} \lim _{t \rightarrow \infty} \frac{\log \left(p^{k w t}\right)}{h t}=\lim _{w \rightarrow \infty} \frac{k w}{h}=\infty .
\end{aligned}
$$

### 4.2. Positively expansive $C A$

We now prove Theorems 5 and 6 whose combination makes it possible to compute the topological entropy of positively expansive CA.

Proof of Theorem 5. Hedlund proved in [4] that open CA are $\mu$-to-one mappings, i.e., the cardinality of the set of predecessors of any configuration is $\mu$. Since positively expansive CA are open, we conclude that they are also $\mu$-to-one mappings. Let $a \in \mathbf{Z}_{m}$. Since every configuration has the same number of predecessors, in order to evaluate the constant $\mu$ for the map $F$ it suffices to determine the number of predecessors of the configuration $\bar{a} \in \mathscr{C}_{m}^{1}$, that is, the configuration such that $\bar{a}(i)=a$ for all $i \in \mathbf{Z}$. Since $F$ is positively expansive it is surjective. We know that every predecessor of a spatially periodic configuration ( $c \in \mathscr{C}_{m}^{1}$ is spatially periodic iff there exists $n \in \mathbf{N}$ such that $\sigma^{n}(c)=c$ ) according to a surjective CA is spatially periodic (see [3]). Thus, in order to count the number of predecessors of $\bar{a}$ it suffices to restrict our attention to spatially periodic configurations.

In what follows we prove that the number of spatially periodic predecessors of $\bar{a}$ is given by the sum of the lengths of all distinct cycles of the fp-graph $G_{F}=(V, E)$ (defined in Section 3.2) labeled by sequences of type $a^{n}$ with $n \geqslant 1$. For any cycle

$$
\begin{equation*}
s=s_{1} \xrightarrow{a} s_{2} \xrightarrow{a} \cdots \xrightarrow{a} s_{n} \xrightarrow{a} s_{1} \tag{18}
\end{equation*}
$$

in the fp-graph $G_{F}$ we define

$$
\begin{equation*}
y_{s}=s_{1}(1), s_{2}(1), s_{3}(1), \ldots, s_{n}(1), \tag{19}
\end{equation*}
$$

where $s_{i}(j)$ denotes the $j$ th character of the node $s_{i} \in V$. Consider now the configuration $\bar{y}_{s}$, that is, the configuration such that $\bar{y}_{s}(i)=s_{(i \bmod n)}(1)$. By construction we have that any sequence of $2 r$ consecutive symbols in $\bar{y}_{s}$ is equal to a node in the cycle $s$. That is, $\bar{y}_{s}(1) \cdots \bar{y}_{s}(2 r)$ is equal to $s_{1}, \bar{y}_{s}(2) \cdots \bar{y}_{s}(2 r+1)$ is equal to $s_{2}$, and in general
$\bar{y}_{s}(i) \cdots \bar{y}_{s}(2 r+i-1)$ is equal to $s_{(i \bmod n)}(1)$. Since each edge $\left(s_{i}, s_{i+1}\right)$ is labeled with $a$ we get that $F\left(\bar{y}_{s}\right)=\bar{a}$. In addition, the following properties hold.
(i) Every spatially periodic configuration $\bar{y}$ determines a cycle in the fp-graph $G_{F}$. Moreover, if $F(\bar{y})=\bar{a}$ all edges in the cycle are labeled by $a$. Thus, any predecessor of $\bar{a}$ corresponds to one of such cycles in the fp-graph.
(ii) All cycles with edges labeled with $a$ are disjoint, i.e., they do not have common nodes (note that this implies that such cycles are also simple, i.e., all nodes in the cycle are distinct). Assume by contradiction that there exist two cycles $s$ and $t$ of length $l_{s}$ and $l_{t}$ which share (without loss of generality) their first node. Let $\hat{y}_{s}$ denote the configuration obtained from $\bar{y}_{s}$ replacing $l_{t}$ copies of $y_{s}$ with $l_{s}$ copies of $y_{t}$ (see Figure 2). We have that both $\hat{y}_{s}$ and $\bar{y}_{s}$ are predecessors of $\bar{a}$ according to $F$. However $\hat{y}_{s}$ and $\bar{y}_{s}$ differ in a finite number of positions which is impossible by Theorem 9.3 in [4].
(iii) Every cycle of length $n$ determines exactly $n$ distinct predecessors of $\bar{a}$. To see this, consider again the cycle $s$ given by (18) and, for $i=1, \ldots, n$, define

$$
y_{s, i}=s_{i}(1) s_{i+1}(1) \cdots s_{i-1}(1)
$$

Clearly $F\left(\bar{y}_{s, i}\right)=\bar{a}$. We need to prove that the $\bar{y}_{s, i}$ are distinct. It is easy to see that $y_{s, i}(1) \cdots y_{s, i}(2 r)$ is equal to $s_{i}$. Since the nodes $s_{i}$ are distinct the same is true for the $n$ configurations $\bar{y}_{s, i}$.
The theorem is proven combining properties (i)-(iii).
To prove Theorem 6 we need to recall the concept of topological conjugation. We say that two dynamical systems $(X, F)$ and $\left(X^{\prime}, F^{\prime}\right)$ are topologically conjugated if there exists a bijective function $\theta: X \rightarrow X^{\prime}$ such that $\theta(F(x))=F^{\prime}(\theta(x))$ and both $\theta$ and $\theta^{-1}$ are continuous (that is, $\theta$ is a homeomorphism between $X$ and $X^{\prime}$ ). If ( $X, F$ ) and $\left(X^{\prime}, F^{\prime}\right)$ are topologically conjugated then $\mathscr{H}(X, F)=\mathscr{H}\left(X^{\prime}, F^{\prime}\right)$.

Proof of Theorem 6. Since $F$ is positively expansive then it is topologically conjugated to a suitable defined one-sided full shift $\sigma$ defined over the alphabet $\mathscr{B}$ (see Theorem 8.5 in [15] and the footnote at the beginning of Section 3.2). As a consequence, $\mathscr{H}\left(\mathscr{C}_{m}^{1}, F\right)=\mathscr{H}\left(\mathscr{B}^{\mathbf{N}}, \sigma\right)$. Since the entropy of any one-sided full shift is the logarithm of the number of its predecessors and topological conjugations preserve the number of predecessors, we conclude that $\mathscr{H}\left(\mathscr{C}_{m}^{1}, F\right)$ is equal to the logarithm of the number of the predecessors of $F$.

Note that for non-expansive CA $\left(\mathscr{C}_{m}^{1}, F\right)$ the logarithm of the number of the predecessors of $F$ is not related to its topological entropy. As an example the logarithm of the number of predecessors of the shift CA is zero while its entropy is equal to $\log m$.

## 5. Conclusions

This paper contains three main results:

- a formula for the Lyapunov exponents of linear CA (Theorem 1);
- a formula for the entropy of linear CA (Theorems 2 and 3);
- an algorithm for computing the entropy of positively expansive CA (Theorems 5 and 6).
The above results are a first step in the direction of understanding for which classes of CA Lyapunov exponents and topological entropy are computable. We are currently investigating the (un)decidability of topological properties such as (positive) expansivity, sensitivity, equicontinuity, and transitivity for general CA. In view of Theorem 3, an interesting open question is whether there exists a $D$-dimensional CA with $D \geqslant 2$ with finite non-zero topological entropy.
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