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Abstract – In this paper we deal with reliable and energy-efficient data delivery in sparse Wireless Sensor 

Networks with multiple Mobile Sinks (MSs). This is a critical task, especially when MSs move randomly, as 

interactions with sensor nodes are unpredictable, typically of short duration, and affected by message losses. In 

this paper we propose an adaptive data delivery protocol that combines efficiently erasure coding with an ARQ 

scheme. The key features of the proposed protocol are: (i) the use of redundancy to cope efficiently with message 

losses, and (ii) the ability of adapting the level of redundancy based on feedbacks sent back by MSs through 

ACKs. We observed by simulation that our protocol outperforms an alternative protocol that relies only on an 

ARQ scheme, even when there is a single MS. We also validated our simulation results through a set of 

experimental measurements based on real sensor nodes. Our results show that the adoption of encoding 

techniques is beneficial to energy-efficient (and reliable) data delivery in WSNs with Mobile Sinks. 
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1. INTRODUCTION 

Wireless Sensor Networks (WSNs) are an emerging technology that can be used in a large 

number of application areas (e.g., environmental monitoring, object location and tracking, health 

monitoring, intelligent home, industrial applications). Generally, WSNs are composed of a large 

number of tiny sensor nodes densely deployed over an area to collect physical information from 

the surrounding environment [1]. However, many common WSN applications - such as 

monitoring of weather condition in local parks, air quality in urban areas, terrain conditions in 

precision agriculture - do not require a fine grain sensing. Hence, sensor nodes could be placed 

strategically and very far from each other, forming sparse sensor networks, i.e., networks where 

the distance between neighboring nodes is larger than their transmission range. In sparse WSNs 

data collection can be accomplished through Mobile Data Collectors (MDCs), i.e., special nodes 

that visit sensor nodes at regular times and gather information opportunistically. While sensor 

nodes are resource constrained, especially in terms of energy, MDCs do not have such 

limitations. 

MDCs may be either part of the network infrastructure (e.g., mobile robots), or part of the 

environment (e.g., persons, cars, buses). In addition, they can have different mobility patterns. 

For example, in an urban environment MDCs could be portable devices (e.g., PDAs or smart-

phones) carried by people walking or moving by car, randomly, to accomplish their everyday 

tasks. However, in the same urban scenario, MDCs may also be mounted on top of public 

transportation buses or shuttles moving along a pre-defined path and visiting sensor nodes at 

deterministic [2] or predictable times. Depending on the specific application, MDCs can act 

either as Mobile Sinks (i.e., they collect and consume data autonomously), or as Mobile Relays 

(i.e., they collect data and transport them to a data collection point for further processing). In this 
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paper we will refer to applications where data produced by sensor nodes are gathered and 

consumed by people using their personal devices. Hence, MDCs can be classified as Mobile 

Sinks (MSs). For example, this scenario could correspond to the case of sensors located in an 

urban environment (e.g., along streets, at traffic lights, at bus stops) and measuring air quality 

parameters, meteorological data, or other information relevant to citizens and visitors.  

In this scenario, data delivery to a MS can occur only during contact times, i.e., when the MS 

enters the communication range of the sensor node. Since MSs move randomly, interactions with 

the static sensors are unpredictable. This requires a preliminary discovery phase, performed by 

the sensor node to detect any MS within its contact area, before starting the data delivery phase. 

The discovery phase should be energy efficient to save energy at the sensor node. At the same, it 

should allow a timely discovery of the MS and, hence, a long residual contact time for data 

delivery. 

Another factor affecting the data delivery process is the contact duration. The contact time 

actually depends on the path followed by the MS and its speed, but it is typically short. In 

addition, the communication during the contact may be unreliable, especially in dynamic 

environments, like a urban scenario. As a consequence, a high message loss rate can be 

experienced that reduces the overall achievable throughput. Hence, the data communication 

protocol should be very efficient and robust so as to allow the reliable transmission of a large 

amount of data in a short contact time with minimal energy expenditure at the sensor node.  

The purpose of this work is to investigate the most appropriate communication paradigm for this 

context. To this aim, we propose the Hybrid Interleaved (HI) data delivery protocol, which is a 

flexible and hybrid protocol for reliable and energy-efficient data transfer from a sensor node to 

one or more MSs. It efficiently combines an encoding technique [3] with an ARQ scheme in an 
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adaptive way. The HI protocol was originally presented in [4], where a preliminary simulation 

analysis was also provided to compare its performance with that of an alternative protocol based 

on selective retransmissions of missed messages. In this paper we extend this preliminary 

analysis by considering new scenarios and providing additional results. We also validate our 

simulation results through a set of measurements carried out with real sensor nodes. Both 

simulative and experimental results show that our hybrid adaptive protocol largely outperforms 

the protocol based on selective retransmissions when there are multiple MSs. In addition, it 

exhibits slightly better performance even when there is a single MS. 

The paper is organized as follows. Section 2 describes the related work. Section 3 introduces the 

design principles followed in the protocol definition. Section 4 describes the HI protocol. Section 

5 presents the simulation setup used for our performance analysis. The simulation results are 

discussed in Section 6 and validated in Section 7 through a set of experimental measurements. 

Finally, Section 8 concludes the paper. 

2. RELATED WORK 

The bibliography on wireless sensor networks with MDCs (i.e., mobile sinks or mobile relays) is 

extremely large. In this section we will focus on protocols for reliable and energy-efficient data 

exchange between a static sensor and the mobile data collector. A more general discussion on 

sensor networks with MDCs can be found in [5] and  [6]. 

The idea of using MDCs was first proposed independently in [2] and [7] to address the problem 

of energy-efficient data collection in sparse sensor networks. Then, it was shown that using 

mobile nodes for data collection can be beneficial also in dense sensor networks [8]. Data 

collection/dissemination through mobile elements has been considered also in the context of ad 

hoc networks [9].  
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In [10] the MDC-based approach is evaluated by means of analysis and simulation. The authors 

investigate the impact of a large set of operating parameters on the data success rate, latency, and 

energy consumption. They assume an ideal channel and no specific data transfer protocol and, 

hence, the probability of data reception is mostly affected by buffering constraints. In [11] the 

authors investigate the use of multiple MDCs for data collection, since a single MDC cannot be 

sufficient in some environments. They consider techniques to balance the number of static sensor 

nodes served by a mobile data collector. They assume coordinated MDCs and primarily study 

load balancing. Our goal is to maximize the (energy) efficiency of the data transfer phase. 

Another major difference is that we assume uncoordinated independent MDCs that may happen 

to be simultaneously in the contact area of the same sensor node.  

Reliability in data transfer from the sensor node to the MDC is typically achieved through an 

ARQ (Automatic Repeat reQuest) scheme. Acknowledgement-based data-transfer protocols are 

considered, for example, in [8, 12, 13, 14, 15, 16, 17] to tackle with both channel errors and 

possible collisions. Some of these works [8, 12, 16, 17] assume that the MDC mobility can be 

controlled in order to extend network lifetime, improve reliability of data communication, and 

reduce resource consumption and latency. Therefore, such approaches usually assume that 

contact times between the MDC and a sensor node are long enough to successfully complete the 

data transfer. In this paper this assumption is relaxed, i.e., no specific assumption is made about 

MDC mobility, duration of contact times, and message loss pattern. As a result, our proposed 

data transfer protocol is very general. 

Data transfer protocols based on encoding techniques [18] have been extensively used for reliable 

data transfer in multi-hop ad hoc networks, including traditional (i.e., static multi-hop) sensor 

networks [19, 20, 21, 22] and underwater sensor networks [23]. Specifically, network coding has 
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shown to be a very promising solution for data dissemination in multi-hop ad hoc networks as it 

is able to provide very high reliability and exploits bandwidth very efficiently [24]. Attention has 

also been devoted to possible applications of encoding techniques for data dissemination in 

mobile ad hoc networks [25, 26], where end-to-end connectivity is not guaranteed, and 

communication between neighboring nodes occurs only when they happen to meet each other. In 

[25] the authors propose a forwarding scheme - based on network coding - for efficient delivery 

of messages. [26] takes a similar approach but uses rateless codes, instead of network coding. 

Both works refer to scenarios with multi-hop unicast communications and exploit data 

redundancy to increase the delivery probability of each single message to the final destination 

(which is not guaranteed due to intermittent connectivity between nodes). In this paper we refer 

to bundle-oriented applications where a number of messages has to be reliably delivered to the 

destination, and focus on single-hop communication. In addition, we consider both unicast (i.e., 

single MDC) and multicast (i.e., multiple MDCs) communications.  

The idea of using encoding techniques for reliable multicast communication has been already 

exploited in traditional networks [27]. In this paper we show that such an approach can be 

effectively used also in sensor networks with MDCs, and that it is appropriate not only for 

multicast communications, as one would expect, but also for unicast communications (i.e. when 

there is a single MDC). 

3. DESIGN PRINCIPLES 

In this paper we focus on a specific class of WSN applications, throughout referred to as bundle-

oriented applications. In such applications, the static sensor node has a limited amount of data 

(e.g., measurements of air pollution level in the last hours, or days) to be delivered, on demand, 

to mobile users that happen to be within its contact area. The data transfer is accomplished 
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through a bundle of consecutive messages sent by the static sensor to the mobile user. The mobile 

user then consumes data for its own purposes, thus acting as a Mobile Sink (MS). The sensor 

network is assumed to be sparse and, hence, at a given time each MS is in contact with at most 

one static node. Instead, several MSs can be simultaneously within the contact area of the same 

sensor node. As shown in Figure 1, the various MSs will experience different contact times and 

link qualities, depending on how their path crosses the contact area. Static sensors are resource-

constrained, energy being the most critical one, while MSs are assumed to have large 

computational resources and no energy limitation (as their battery can be replenished). This 

scenario fits the case of sensors deployed in an urban environment (e.g., along streets, at traffic 

lights, at bus stops) and MSs represented by walking people or cars moving around the city. 

In the reference scenario introduced above, the contact time is a limited and scarce resource that 

should be exploited very efficiently by the communication protocol used for delivering messages 

to MSs. Contact times are very short if the MS moves fast and/or the sensor node operates with a 

low duty cycle to save energy, and scarce because contact times occur rarely and the 

communication may experience severe message losses. 

 

Figure 1. Reference Model. 
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In this context, the goal of the communication protocol should be transmitting all the available 

data during the contact time with the minimum energy consumption at the static sensor node.  

As highlighted in [28], chatty communication paradigms are not suitable for environments where 

contact durations are not predictable or are expected to be short. Instead, communication 

protocols with minimum interaction between the sensor node and MSs are preferable. In this 

perspective, a valuable strategy is making use of Encoding Techniques (ET) [3, 18]. Basically, 

when ETs are applied to networking protocols, data is not sent plain but combined (encoded) into 

blocks of data. A source node willing to send k  messages encodes these k  messages into  

encoded messages, with 

n

kn >> . A receiving node does not need to receive exactly the k  

original messages: any set of k  out of the  encoded messages generated at the source is 

sufficient to decode the 

n

k  original messages. This property improves the system robustness 

against data losses.  

One of the major issues concerning ETs is the computational burden involved in both the 

encoding and decoding processes. However, previous work has demonstrated that software 

implementations are feasible also for obsolete, low-performing architectures [29], as well as 

small, resource-constrained devices [19, 20]. 

Another drawback is connected to the redundancy level to be introduced. In fact, when using 

Erasure Codes (i.e., a particular ET scheme), the redundancy level is fixed at the beginning and 

controlled by the stretch factor (i.e., kn ). This guarantees a fix degree of loss tolerance: a 

receiver can recover from up to kn −  losses in a group of  encoded blocks. Tuning of the 

stretch factor has huge impact on the protocol performance, and it is very difficult to carry out if 

more MSs are within the contact area willing to gather the same data (i.e., this scenario is similar 

to the multicast case). If the stretch factor is set to a low value, far MSs experiencing a high 

n
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message loss might not receive a sufficient amount of information to complete the decoding 

process, since a low redundancy is introduced. On the contrary, if MSs are close to the sensor an 

high stretch factor causes resource wastage since the sensor transmits all the  codes but some of 

them are not used by the decoder. An improvement might be obtained, for example, adapting the 

stretch factor to the varying message loss during the contact time. However, this is a very hard 

task since MSs enter the contact area at different times and, thus, they experience different 

message loss patterns (typically the message loss probability is high at the beginning and at the 

end of the contact, and low when the MS is very close to the sensor [15]). 

n

For this reason in the Hybrid Interleaved data delivery protocol we follow an alternative 

approach: we create in advance enough redundancy (high stretch factor) but we choose 

dynamically the number of codes to be transmitted using feedbacks sent by the MS(s). Hence HI 

is an hybrid protocol since it combines an ET-based approach with an ARQ scheme. Specifically, 

for the ET component of the protocol we use the Reed Solomon (RS) codes (see Appendix and 

[30] for details). Several types of erasure codes (e.g., Rateless codes [31], [32]) have been 

proposed, however most of them are not optimized for systems with low computational 

capabilities such as wireless sensor networks. The main drawback of using Reed Solomon codes 

is the encoding phase which has a quadratic order in contrast with the linear one used by other 

erasure coding techniques. However, this does not affect the system performance since in our 

protocol the redundancy is produced in advance, as it will be discussed below. Instead, the main 

strength of Reed Solomon codes is the decoding phase which is faster than the other approaches 

since the destination requires the minimum number of codes to be able to reconstruct the original 

data. As a consequence we will focus on Reed Solomon codes as an efficient representation of 

Erasure Codes.  
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To sum up, the basic idea is to produce enough redundancy in advance, and send codes on 

demand, depending on feedbacks sent back by MSs. In this way the encoding process at the 

sensor node is performed just once and this allows to optimally use the contact times. In addition, 

the protocol is flexible thanks to its ability to adapt the number of codes to be transmitted based 

on feedbacks sent back by each MS (i.e., number of messages still required to complete the 

decoding process).  

4. PROTOCOL DESCRIPTION 

Before giving a detailed description of the HI protocol, it may be worthwhile pointing out the 

assumptions it relies upon.  

• Contacts between the sensor node and MSs occur randomly, i.e., visit times of MSs cannot be 

predicted in advance by the sensor node. Therefore, the sensor node must be in a discovery 

state – typically with a low duty cycle to save energy – while waiting for MSs. 

• To announce its presence, a MS periodically broadcasts beacon messages. Upon receiving a 

beacon, the sensor realizes that a contact with a MS has been established. Hence, it switches 

to a 100% duty cycle, and starts the data delivery process. 

• Contact times have unpredictable duration. Therefore, the sensor node relies on ACKs 

received during the data delivery to infer about the presence of the MS. Specifically, after 

missing a predefined number NACK of consecutive ACKs, the sensor node assumes that the 

contact has been lost. This avoids sending data uselessly when the MS is too far away. 

Obviously, the performance of the HI protocol is strongly influenced by the parameters used in 

the discovery phase, i.e., the beacon period ( ) and the sensor’s duty cycle (D). For example, a BT
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high duty cycle allows an earlier discovery of the approaching MS – thus ensuring a longer 

residual contact time – but consumes more energy. 

Encoder

Source 
Data units

Encoded 
Data units

Decoder

Reconstruct
Data units

Encoded 
Data units

HI HI

Encoded Msg

Header Payload

Ack Msg

EncodedMsg

BlockID SeqBlockID EncodedData

Encoding
phase

Transmission
phase

Decoding
phase

Receiving
phase

Source Node Destination Node

 

Figure 2. Overview of the system architecture. 

4.1.1 Protocol Operations 

As mentioned in Section 3, we assume that a data bundle of limited size has to be sent to one or 

more MSs that happen to be within the contact area of the sensor node. Figure 2 depicts the 

operations required to transfer the bundle to a MS. The original bundle (i.e., source data units in 

Figure 2) is first encoded by the source node into a wider bundle of encoded data units utilizing 

the RS-coding scheme (see Appendix). Encoded data units are then transmitted to the MS 

through the HI protocol. At the destination side, encoded data units are decode to reconstruct the 

original data units (see Figure 2). The RS-coding implemented in HI follows the approach 

suggested in [27]. Before encoding, the entire bundle is subdivided into B blocks (i.e., B0, B1,.. 

BB-1,), with each block consisting of k data units (see Figure 3a). Each block is then encoded 

separately. Each encoded block contains n encoded data units: assuming that systematic codes are 
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used, the first k data units are equal to the original data units and n-k additional are redundant 

encoded data units (see Figure 3b). The source node schedules for transmission encoded data 

units picked from consecutive blocks rather than sequentially chosen from the same block, as 

shown by arrows in Figure 3b (i.e., interleaved scheme). This interleaved scheme guarantees that 

messages losses are uniformly distributed among all blocks, rather than concentrated in a single 

block. Obviously, we assume that both the sensor node and the MS(s) are aware of the encoding 

parameters, i.e., the number of original messages (k) and blocks (B) within a bundle, and the 

encoding matrix. 

Encoded Data unit

Block 0

Block 1

Block 2

Block 3

Block 4

Block 5

Block B‐1

Block 6

k

Data unit

 

Block’ 0

Block’ 1

Block’ 2

Block’ 3

Block’ 4

Block’ 5

Block’ B‐1

Block’ 6

k
n

(a) (b) 

Figure 3. The original bundle (a) and the encoded bundle (b). 

Upon discovering at least one MS, the sensor node starts to transmit encoded messages using the 

interleaved scheme described above. Each encoded message contains: i) the block identifier (i.e., 

0, 1, …, B-1), ii) the sequence number within the block (i.e., 1, 2,…, n) and iii) the encoded data 

unit. The first two information is essential for the MS to understand when it has received a 

sufficient number of messages to decode the original bundle (i.e., using the interleaved scheme it 

12 



has to receive at least k different messages for each block to decode it). The MS uses this 

information to generate ACK messages (i.e., ACKS). ACKS are sent periodically by the MS (every 

) and notify, for each block, how many different encoded messages have been correctly 

received by the MS through a mask (i.e., MaskBlockID field). The sensor node collects all the 

incoming ACKs and stores, for each block, the lowest received value. 

ACKT

When one or more block values are lower than k, which corresponds to the existence of one or 

more MSs requiring additional encoded messages to decode the bundle, additional data 

transmissions are needed. Thus, the sensor continues transmitting encoded messages, starting 

from the last message sent, using the interleaved scheme but skipping those blocks already 

completed by all the MSs (if any). This guarantees the transmission of only useful encoded 

messages. The process goes on until the minimum set of encoded messages has been received by 

all the MSs (i.e., all the block values stored at the sensor node are equal to k), or all MSs are out 

of the contact area. Hence, the protocol is able to adapt to different levels of message losses 

experienced by different MSs. It is worth emphasizing here that ACKs introduce a very limited 

overhead as they also serve as implicit beacons. 

2,2
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Figure 4. Example of bundle transmission protocol. 
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An example of the bundle transmission protocol described above is presented in Figure 4 

assuming one sensor and two MSs. The figure highlights that: i) the loss of encoded messages 

and/or ACK messages have a limited impact on the overall performance and ii) MS arrival times 

and bundle decoding times are asynchronous events. 

5. SIMULATION SETUP 

To evaluate the performance of the proposed protocol, we implemented the HI protocol in an 

event-driven simulator designed and implemented from scratch. We also considered and 

implemented an ARQ-based protocol - that uses a Selective Repeat (SR) [33] scheme for 

recovering lost messages - to compare the performance of these two approaches. This protocol, 

throughout referred to as SR protocol, is briefly described in the following section. 

5.1 SR Protocol 

As the name suggests, the Selective Repeat [33] protocol avoids unnecessary retransmissions on 

the basis of a mechanism in which i) the sensor node transmits burst of data messages 

sequentially, ii) each receiver individually acknowledges the messages received correctly and in 

order and iii) the sensor node retransmits messages not acknowledged. For the sake of clarity, we 

first describe the protocol operations when there is only one MS, then we extend the description 

to the case of multiple MSs. 

Upon discovering the presence of one MS in the contact area, the sensor node starts the 

transmission of the bundle2. In this case the bundle is divided into N messages which are labeled 

from 0 to N-1. Messages are transmitted in burst following the sequential order (starting from 0) 

and wrapping around once reached the end of the bundle, if necessary. The mobile sink receives 

                                                 
2 Note that the detection of MSs entering and exiting the contact area is performed in the same way as in the HI protocol. 
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and stores messages in its local buffer and then sends back the acknowledgment. ACKs contain 

the sequence number of the last message received in order and a bit mask indicating which 

messages the MS has (has not) received correctly. Upon receiving an ACK, the sensor node 

retransmits all missed messages, starting from the last acknowledged one. Then, it continues 

transmitting new messages until the MS has received all the N messages of the bundle or it has 

moved out of the contact area.  

In case of multiple MSs joining the transmission at different instants, the sensor node gives 

priority to the MS which has the best channel condition. For this reason a counter, namely 

NACKMSi, takes into account the number of lost ACKS sent by MSi. NACKMSi is initially equal to 0, 

increases each time the sensor does not receive an ACK sent by MSi and it is resetted when the 

sensor receives it correctly. The sensor uses this information to choose the MS for 

retransmission: it gives the priority to the MS which has the lowest NACKMS value, i.e., the MS 

which has the best channel condition. If two or more MSs have the same lowest value, it selects 

the first MS entered in the contact area. It has been proved by simulation that this optimized 

strategy increases the probability of completing the bundle delivery.  

5.2 Performance Metrics 

The performance comparison between the HI and SR protocols is based on the following 

performance metrics: 

• Decoding Probability: probability of receiving the minimum amount of bytes for a MS being 

able to decode the original data bundle (in the SR protocol, probability of receiving the 

complete bundle). 

• Decoding Latency: time interval between the instant when the MS receives the first message 

and the instant when the decoding is completed successfully (in the SR protocol, time interval 
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required to receive the entire bundle). This index is computed only on those MSs which have 

correctly decoded the bundle. 

• Energy: average energy consumed by the sensor node per each byte correctly transferred to 

the MS. It can be calculated as 

( ) ( )

tot

rxACKMS
ACK

MSG
txMSG

B

PN
T

mPm
Energy

⋅⋅
⋅

+⋅⋅
=

δδδ
 

where m is total number of messages transmitted by the sensor node; MSGδ ( ACKδ ) represents the 

time required to transmit an encoded (ACK) message  ( ) indicates the power consumed by 

the sensor node in the transmit (receive) mode;  is the time interval between two consecutive 

ACKs sent by the same MS;  is the number of MSs considered in the experiment and, finally, 

 is the total number of bytes decoded by all the MSs.  

txP rxP

ACKT

MSN

totB

In the expression above, the numerator represents the total energy consumed by the sensor node. 

Specifically, txMSG Pm ⋅⋅δ  measures the total energy consumed for transmitting all data 

messages, while the second addendum at the numerator accounts for the energy spent for 

receiving ACKs from all the MSs ( MS
ACK

MSG N
T

m
⋅

⋅δ
 gives the total number ACKs received by the 

sensor node). The denominator is the total number of bytes decoded by all the MSs. 

• Goodput: ratio between the number of useful bytes and the total number of bytes received by 

the MS. 
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5.3 Simulation Parameters 

In our simulation analysis we study the scenario with a single static sensor node and one or more 

MSs (depending on the experiment); this scenario is motivated by the sparse network assumption. 

We also assume that MSs move along a linear path at a fixed (vertical) distance from the sensor 

node, at a constant speed. The sequence with which MSs join the contact area is the following: 

assuming that the first mobile sink (MS0) enters at the generic instant time t0 and has a contact 

time cmax, the second one (MS1) enters at a random time t1 uniformly distributed in the interval 

[t0, t0+ cmax], the third one (MS2) enters at a random time t2 uniformly distributed in the interval 

[t1, t0+ cmax], etc.  

We consider three mobility scenarios characterized by different speeds for MSs. In the High 

Mobility scenario MSs are assumed to be on board of buses or cars in a typical urban 

environment. Therefore, the considered speed is 40 km/h. On the contrary, in the Low Mobility 

scenario MSs are assumed to be personal devices carried by pedestrians. Thus, we consider a 

speed of 3.6 km/h. Finally, in the third scenario, referred to as Heterogeneous Mobility scenario, 

we assume a heterogeneous environment where MSs are carried by cars or pedestrians. In this 

scenario we consider two speeds for car, i.e., 40 km/h and 20 km/h. 

Table 1. Message loss parameters for the low, high mobility and heterogeneous scenario. 

Parameter v=3.6 km/h v=20 km/h v=40 km/h 

maxc  158s 30s 17s 

0a  0.133 0.3828 0.4492 

1a  0 s-1 0 s-1 0 s-1 

2a  0.000138 s-2 0.0028 s-2 0.0077 s-2 
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In all three scenarios, message (ACK) loss probability is computed by using the model considered 

in [15], and derived from experimental measurements taken in a scenario similar to the one 

considered here [34]. Specifically, we use a polynomial message loss probability function in the 

form 

01

2

2 22
a

c
ta

c
ta)t(p maxmax +⎟

⎠
⎞

⎜
⎝
⎛ −+⎟

⎠
⎞

⎜
⎝
⎛ −=      (1) 

where t represents the time elapsed since the initial contact and cmax represents the contact time. 

Equation (1) holds only within the contact area. Outside of the contact area the message loss 

probability is assumed to be equal to one (i.e., any transmitted message is lost). Note that p(t) 

does not take into account losses due to collisions, but only due to transmission errors. In our 

environment we have one sensor and several MSs. Collisions can occur when two or more MSs 

want to transmit an ACK at the same time. In our simulator before transmitting ACKS, MSS wait 

for a random time and if two or more MSs choose the same time instant for transmission the 

ACKS are lost due to collision. p(t) is applied to those packets which are not lost due to collisions.  

 

Figure 5. Probability loss function p(t) derived for 3.6 km/h. 
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To derive the coefficients in (1) – reported in Table 1 for different speeds and for a vertical 

distance from the sensor node equal to 15 m – we used the same methodology described in [15]. 

Briefly, a polynomial interpolation of real probability loss measured in [34] has been derived by 

using the least square interpolation method. To decide the degree of the polynomial function and 

the corresponding coefficients, the performance of a very basic data transfer protocol has been 

compared when using the real packet loss curve and the polynomial function. Such analysis has 

been demonstrated that a 2-degree polynomial function is sufficiently accurate. Figure 5 shows 

how the polynomial loss function approximates the real packet loss experienced by a MS which 

is moving at 3.6km/h. 

Table 2. Simulation parameter setting. 

Parameter Value 

k, n (HI protocol) 8, 256 

Message/ACK Size 110 bytes 

Message Transmission Time ( MSGδ ) 17 ms 

ACK Transmission Time ( ACKδ ) 17 ms 

ACK Period ( ) ACKT 16* ACKδ  

Beacon Period ( ) BT 100 ms 

NACK (40Km/h, 3.6Km/h) 8, 24 

Duty Cycle (D) 5% 

Transmission Power ( ) txP 52.2 mW 

Reception Power ( ) rxP 56.4 mW 

 

For each considered scenario we performed several sets of experiments, characterized by 

different number of MSs and bundle sizes. Table 2 shows the values used for fixed parameters. 

Each experiment consists in sending a bundle of messages from the sensor node to the MS(s). 
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To derive confidence intervals we used the independent replication method with a 90% 

confidence level. In all experiments we performed 10 replicas, each consisting of 10000 contact 

times. 

6. SIMULATION RESULTS 

In this section we compare the performance of the HI and SR protocols in the three mobility 

scenarios introduced above. Clearly, the performance of HI depends on the level of redundancy 

used by the sensor node in transferring messages to the MS(s) as, intuitively, a higher redundancy 

level allows a better decoding probability at the cost of an increased energy consumption at the 

sensor node. Therefore, we performed a set of preliminary experiments to determine the most 

appropriate redundancy level to be used in the subsequent analysis. The results of this 

preliminary analysis are discussed in the next section. 

Table 3. Redundancy levels considered in the preliminary analysis. 

Redundancy Level n-k n 

Level 0 0 8 

Level 1 8 16 

Level 2 24 32 

Level 3 248 256 

 

6.1 Impact of Redundancy  

Assuming that k is the number of original messages in each block3, we define the following four 

redundancy levels: 

• Level 0: no redundant code is generated, i.e., kn = 4;  

                                                 
3 Note that the total bundle size (measured in messages) is equal to Bk ⋅  , where B is the number of blocks of the bundle. 
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• Level 1: a number of redundancy codes equal to the number of original messages are 

generated, i.e., kn 2= ;  

• Level 2: an intermediate number of redundant codes are generated;  

• Level 3: the maximum number of codes is generated (this corresponds to kn 2=  codes, in 

order to operate on Extension Galois Field).  

It may be worthwhile recalling here that the generated redundant codes are not necessarily 

transmitted. The sensor node sends only the minimum number of redundant codes that allow to 

decode the bundle at the MS (see Section 4).  

In our analysis, we considered a medium size bundle consisting of 14080 Bytes subdivided into 

16 blocks of 8 messages. Accordingly, the values for kn −  and  when using the different 

redundancy levels are shown in Table 3. 

n

Figure 6 shows the decoding probability and energy 

consumption for four redundancy levels and up to ten MSs in the high mobility scenario5 (the 

results in the low other scenarios are similar and are, thus, omitted). Note that the x-axis 

represents the maximum number of MSs which can be simultaneously in contact with the sensor 

node. As expected, for a fixed number of MSs, the decoding probability increases with the 

redundancy level. This is because a larger number of available codes increases the probability of 

sending fresh and, thus, useful information during the contact time. Correspondingly, the energy 

consumed per byte correctly decoded by the MS decreases when the redundancy level increases, 

i.e., the protocol tends to become more energy efficient. The reason behind is that a greater 

decoding probability implies a more efficient utilization of the energy consumed by the sensor 
                                                                                                                                                              
4 This case is similar to the SR protocol since only the original messages are sent. The difference is related to the way they 
manage retransmissions. 
 
5 Having 5 or more MSs near a sink is realistic in the urban environment we have envisaged. This could be the case of a sensor 
that distributes popular information (e.g., traffic information, advertisements) and is located in a strategic position (e.g., traffic 
light, bus stop).  
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node to transmit messages. Figure 6 highlights that there is a large increase in performance when 

passing from Level 0 (no redundancy) to Level 1 (number of redundancy codes equal to the 

number of original messages). Increasing the degree of redundancy beyond Level 1 still provides 

some improvement in terms of decoding probability. Beyond Level 2 there is no significant 

effect. Figure 6 also shows that, as expected, the benefit of using redundancy is higher for a large 

number of MSs.  

Since redundant codes are generated in advance (i.e., the generation process does not interfere 

with the transmission process) and only the minimum number of codes is actually transmitted, in 

the following experiments we will consider the maximum redundancy level (i.e., Level 3). This 

allows us to better understand the potentials of the HI protocol. However, based on the previous 

results, in a real implementation a lower redundancy level may be a better option especially when 

sensor nodes have limited CPU and/or memory capabilities. We will further discuss this issue in 

Section 8. 
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Figure 6. Decoding probability and energy efficiency vs. number of MSs, for different 

redundancy levels. 
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6.2 High Mobility Scenario 

We start our analysis by considering the High Mobility scenario. This is a critical scenario due to 

the speed of MSs (40 km/h) which limits the duration of the time interval available for receiving 

messages from the sensor node. The contact time is about 17s in this scenario, but note that a 

fraction of this time is needed to discover the MS.  
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Figure 7. Performance comparison in the high mobility scenario. 
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Figure 7 shows the performance metrics for several bundle sizes and number of MSs (in this and 

subsequent figures dashed and solid lines refer to HI and SR, respectively). We first analyze the  

case of a single MS (square marker) in the contact area. Intuitively, one would expect that the SR 

protocol outperforms the HI protocol in this specific case, as HI introduces redundancy 

proactively, while SR re-transmits only missed messages. However, the results in Figure 7 show 

the two protocols exhibit a very similar behavior in this specific case (curves are almost 

overlapped), and HI tends to outperform SR for short bundle sizes. These results can be 

explained by taking into account that the MS needs to receive k independent messages for each 

block of data composing the bundle when using HI, while it must receive all (k) messages in each 

block when using SR. When the bundle size is small, in the SR protocol the sensor node may 

transmit all messages in the bundle before receiving an ACK from the MS (ACKs may get lost). 

Upon reaching the end of the bundle, the sensor node starts retransmitting messages since the 

beginning. Hence, the MS may receive duplicate messages that are useless and consume energy. 

On the contrary, in the HI protocol the sensor node always transmits independent codes that can 

be used by the MS. 

As expected, HI largely outperforms SR with respect to all considered performance indexes when 

the number of MSs, within the contact area, is larger than one. This is because, in the HI 

protocol, redundant codes sent by the sensor node can potentially be exploited by all MSs while, 

in the SR protocol, missed messages must be retransmitted on an individual basis. This aspect is 

better highlighted in Figure 8, which compares the decoding probability and energy efficiency for 

an increasing number of MSs and three different bundle sizes (corresponding to 80, 160 and 240 

110-byte messages, respectively). In general, increasing the number of MSs has two contrasting 

effects on the performance of both protocols. On the one hand, a larger number of MSs reduces 
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the amount of bandwidth available for data transfer (there are more acknowledgements and, 

potentially, more collisions). On the other hand, when there are more MSs, the same message can 

be potentially used by all MSs. This is the main reason behind the increasing (decreasing) 

behavior of the decoding probability (energy efficiency) with the number of MSs for short bundle 

sizes. 
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Figure 8. Decoding probability and energy efficiency vs. numbers of MSs. 

6.3 Low Mobility Scenario 

In this section we investigate the performance of the Low Mobility scenario. Here MSs are 

supposed to be carried by pedestrians (e.g., MSs could be personal devices used by walking 

people), and, hence, their speed is assumed to be limited (3.6 km/h). Consequently, the contact 

time available for data delivery is very large (up to 158s in our experiments).  

Figure 9 summarizes the simulation results obtained in this scenario. In general, the trend is 

similar to the high mobility scenario. When there is a single MS scenario, the two protocols 

exhibit approximately the same performance. Instead, when the number of MSs is larger than 

one, HI outperforms SR with respect to all considered performance metrics, and the difference 
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between corresponding curves increases with the number of MSs. Obviously, in the low mobility 

scenario the sensor node is able to transfer bundles of significantly larger size (up to 550 Kbytes 

with a single MS) due to the larger contact time. 
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Figure 9. Performance comparison in the low mobility scenario. 

6.4 Heterogeneous Mobility Scenario 

In this section we complete our evaluation by analyzing the Heterogeneous Mobility scenario 

where MSs move at different speeds. This can be an urban scenario in which MSs are carried by 
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different typologies of users (e.g., a pedestrian, a user moving by a car). Specifically we consider 

three different speeds for MSs: high speed (i.e., 40 km/h), low speed (i.e., 3.6 km/h) and 

intermediate speed (i.e., 20 km/h).  

This scenario is more complex than those presented in the previous sections. Having a scenario 

with different MS speeds corresponds on having different contact times. For example, there is 

about one order of magnitude between the contact time of MSs moving at lowest speed and MSs 

moving at the highest speed (see Table 1). In addition, a MS moving at the highest speed which 

enters last, could be the first to leave the sensor area since it has the shortest contact time.  

The presence of a MS moving at 40km/h limits the size of the bundle to be transmitted. As we 

have shown in the high mobility scenario (see Section 6.2), MSs are not able to correctly receive 

any information for bundle sizes larger than 40KB, since their contact time is very limited. For 

this reason, in the simulation presented in this section, we focus only on bundle sizes smaller than 

40KB size. This guarantees that all MSs considered in the simulation are able to receive data 

distributed by the static sensor.  

In our simulation experiment three MSs enters the contact area at different times, as explained in 

Section 5.3. The three MSs move at different speeds (i.e., one at 40kmh, one at 20kmh, one at 

3.6kmh) and the sequence of MS speed in the experiment is chosen randomly. 

As highlighted in Figure 10, HI outperforms SR both in terms of decoding probability and 

consumed energy. Specifically, there is a DP gain of 22% in average and an energy saving of 

40% in average using HI wrt of using SR. Referring to the decoding probability (see Figure 10a), 

note that HI is able to manage higher bundle sizes: for example, given a 90% decoding 

probability value, the HI bundle size is approximately 20KB higher than the SR bundle size. In 

addition, note also that, in contrast with the high mobility scenario (see Section 6.2), here the 
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decoding probability at 40KB is about 60% for HI and about 45% for SR. This is due to the 

presence of the other two MSs that, moving at lower speeds, have a longer contact time and are 

able to receive higher bundle sizes. The results of Figure 10 confirms that HI is very versatile and 

it is also suitable to heterogeneous environments characterized by groups of MSs moving at 

different speeds. 
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Figure 10. Performance comparison in the heterogeneous mobility scenario. 

7. VALIDATION WITH REAL SENSOR NODES 

As well-known, simulation experiments might not take into account all factors that can occur in a 

real environment due to the simplifying assumptions introduced in the simulation model. Hence, 

we decided to complement our analysis by means of a validation with real sensor nodes. To this 

end we used the Tmote Sky sensor platform [35]. Tmote Sky sensor nodes use the Chipcon 

CC2420 radio transceiver which is compliant to the IEEE 802.15.4 physical layer [36] and 

enables 250Kbps bit rate over the unlicensed 2.4 GHz ISM band.  
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Table 4. Tmote Sky sensor node’s parameters [34]. 

Parameter Value 

Bit rate 250 kbps 

Message/ACK Size 110 bytes 

Frame size 128 bytes 

Transmission Power at 0 dBm 52.2 mW 

Reception Power 56.4 mW 

Idle Power 3 µW

 

Table 4 summarizes the main operating parameters of Tmote Sky sensor nodes. All other 

parameter settings are as shown in Table 2. We want to emphasize that the value of 17 ms used in 

our simulation experiments for message and ACK transmission times ( MSGδ  and ACKδ , 

respectively) corresponds approximately to the average time required in Tmote Sky sensor nodes 

to transmit a 110-byte message6.  

In order to be able to compare real measurements with simulations we must have the same packet 

loss model. Due the high variability of channel condition it is almost impossible to obtain a real 

experiment with a packet loss comparable with that assumed in the simulations. Moreover it is 

also important for the evaluation of the confidential intervals to generate i.i.d. experiments. This 

is not possible with real measurements. In addition, managing several MSs that simultaneously 

move at a predefined constant speed is not easy in practice. Therefore, we decided to adopt the 

approach described below. The sensor node acting as a MS is put at a short distance from the 

static sensor node (in the order of 1m), without any obstacles in between. This allows a 

percentage of successful transmissions from the sensor node to the MS, and vice-versa, of 

                                                 
6 To derive the average transmission time we transmitted a 110-byte message to a very close destination (1m from the source node), for a very 

large number of times. 
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approximately 100%. Then, to simulate the effect of message losses (and mobility as well) we 

used the same packet loss model considered in simulations. Received messages are discarded at 

the destination with a probability  given by expression (1). In case of multiple MSs, we 

assumed that they travel along the same path but are separated by a random delay. Hence, they 

experience the same message loss probability function, but with different timing as they are 

supposed to enter the contact area at different times.  

)t(p

The methodology and the performance metrics used during experiments are similar to those used 

in simulations (see Section 6) with some minor differences. Specifically, each experiment has 

been repeated only 5 times, with each replica consisting of 120 contacts (in simulations we 

considered 10000 contacts per replica), since generally performing real experiments is more 

complex and costly in effort and time than simulations. As in Section 6, the results presented 

below are averaged over all replicas. For the sake of space we only refer to the high mobility 

scenario (i.e., MSs move at 40 km/h).  

Figure 11a and Figure 11b compare the decoding probabilities – derived through simulations and 

real measurements – of HI and SR, respectively. Similarly, Figure 12a and Figure 12b show the 

energy efficiency of the two protocols. We performed experiments with a number of MSs varying 

in the range [1-5]. However, for clarity, in Figure 11 and Figure 12 we only show results related 

to 1 and 5 MSs. For the sake of space we also omitted the comparison in terms of decoding 

latency and goodput. We can observe that simulation and experimental curves are generally very 

close to each other. Clearly, experimental results have a larger variability than simulation results, 

mainly due to the lower number of contacts considered in each experiment. However, the 

experimental results validate and confirm the simulation results presented in Section 6.  
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Figure 11. Decoding probability vs. bundle size for HI (a) and SR (b).  
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Figure 12. Energy vs. bundle size for HI (a) and SR (b).  

From the energy point of view, note that the energy consumption shown in Figure 12 refers to the 

communication phase only. However, for a fair comparison among the two protocols, we have to 

consider also the encoding process, requested by HI, as it consumes energy at the sensor node. 

Note that in the simulation analysis presented in Section 6 this contribution has been neglected 

since it strictly depends on the technology used. On the contrary, this factor should be considered 
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when performing experiments with real testbed. To this aim in the following we also investigated 

the impact of the encoding process in terms of energy on the Tmote Sky sensor platform. The 

energy consumed for decoding messages at MS side is less importance since MSs are not energy-

constrained and for this reason it is not included in the following discussion. We measured that 

40.5µJ/byte are needed (on average) when using the highest level of redundancy (256 codes). In 

this case the energy consumption due to the encoding phase cannot be ignored since it is of the 

same order of magnitude of the energy consumption shown in Figure 12 (i.e., about 30µJ/byte for 

the 1 MS scenario). However, the energetic cost of the encoding phase can be significantly 

reduced using a lower degree of redundancy. For example, only 3.9 µJ/byte are needed when 

using the redundancy Level 2 (i.e., 32 codes), which represent a negligible factor (i.e., one order 

lower) with respect to the energy required for the communication. Hence, in a Tmote Sky 

implementation, 32 codes are a good compromise between performance and energy consumption. 

This confirms the advantages of using the HI protocol in comparison with the SR protocol in 

sparse sensor networks.  

8. DISCUSSION AND CONCLUSIONS 

In this paper we have investigated the problem of reliable and energy-efficient data delivery in 

sparse sensor networks with Mobile Sinks (MSs). In particular, we have defined the Hybrid 

Interleaved (HI) data delivery protocol, a hybrid adaptive data transfer protocol that combines 

efficiently Erasure Coding with ARQ. In HI the encoding process is performed in advance by the 

sensor node so as to save useful resources (i.e., contact time). In addition, the protocol is able to 

adapt the number of codes to be transmitted based on message loss patterns experienced by MSs. 

Focusing on the transmission phase, we have compared the performance of the proposed data 

transfer protocol with that of an alternative protocol based on a traditional ARQ scheme with 
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Selective Retransmissions. In addition, we have also complemented our simulation analysis by 

means of an experimental validation performed with real sensor nodes using an IEEE 802.15.4-

compliant physical layer. The obtained results have shown that the proposed data-transfer 

protocol largely outperforms the alternative protocol when there are multiple MSs. In addition, 

using the HI protocol is convenient also with a single MS, when the amount of data to be 

delivered is limited.  

The protocol version considered in the above analysis is based on Reed-Solomon codes and 

assumes to generate the maximum level of redundancy. Under such hypothesis, even in the 

maximum redundancy case, we have measured that the encoding process takes approximately 

26.5 ms to generate each code and, hence, a total time of about 6.5 s to generate the 256 codes 

composing each block when using the Tmote Sky sensor platform. This time is negligible if 

compared with times characterizing the sparse network scenario. Since MSs interact sporadically 

with sensor nodes, the inter-contact times are in the order of (dozen of) minutes, hence the sensor 

node can produce the required redundancy much earlier than next contact occurs and, as a 

consequence, not consuming the limited contact time. For completeness note that the decoding 

process is not critical as the MS envisioned in such scenario is typically resource rich. The most 

critical limitation imposed by the aforementioned platform is the available memory since it limits 

the size of the original bundle to be stored and the order of redundancy that can be added to the 

original data. In a real implementation this problem can be easily overcome taking into account a 

lower level of redundancy. In Section 6.1 we have shown that 32 codes (i.e., level 2)  guarantee a 

near optimal  performance and are affordable with the standard resource of the sensors currently 

available. Furthermore, since the technology is continuously evolving, sensor memory will 

increase further. For example, more recent sensor platforms have increased the memory 
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capabilities at least of one order (e.g., 96KB and 512KB for the Jennic7 and Sun Spot8 sensor 

platforms, respectively), hence guaranteeing the feasibility of using Reed-Solomon codes in real 

sensor nodes also in case of larger bundle size. 

Finally, note that any other encoding scheme, that run efficiently in sensor nodes with limited 

computational and memory capabilities, can be accommodated in our proposed protocol with 

minor modifications. 
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APPENDIX: REED-SOLOMON CODES 

Reed-Solomon codes [30] are a form of ( )k,n -codes. Assume a source data message is a word 

and let a sequence of k  words be represented by a vector, say , of  elements. Encoding is 

represented by an encoding function 

x k

( )⋅f  which is applied to  and produces an encoded vector 

of codewords. When the encoding function is linear, the code is said to be linear too. In the 

following a brief introduction to general linear codes will be given and then the focus will be on 

Reed-Solomon codes as they represent a special case of linear codes. 

x

n
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Linear Codes 

In linear codes the encoding function is linear and can be represented by a matrix G , throughout 

referred to as encoding matrix. Hence, encoding corresponds to working out a matrix-by-vector 

multiplication. Given vector x  of original words produced by the source node, the corresponding 

vector of codewords, y , is obtained as follows: 
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Where is the vector of source words, ( T
kxxx 110 −= Kx ) k ( )Tnyyy 110 −= Ky

′

 the 

vector of n codewords, and )  the encoding matrix. The destination node can decode the 

original data once it has received out of the  codewords totally produced. Let y  be the vector 

of the  codewords received, and G

( k×

k

nG

n

k ′  its encoding sub-matrix. 
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The encoding sub-matrix  is a ( )kn×′G kk ×  matrix obtained by extracting from the encoding 

matrix  those rows that correspond to the elements of vector ( )kn×G y′ . So, for example, if the 

 codeword (i.e., ) of original vector of codewords is inserted as the second element in th−j jy
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vector  (i.e., ), then the  row of matrix  is picked up and inserted as the second 

row in matrix G . Clearly, decoding means finding out the solution of linear equation 

, as follows. 

y′

x⋅′

x

1,jy

y⋅−1

th−j ( kn×G )

)

′

Gy =′

= G′          (A5) 

Note that the destination must be sure to identify the rows in  corresponding to any 

received element of 

( kn×G

y , and that the set of rows corresponding to y′  must be linearly independent. 

As is clear, for the decoding to be possible, the encoding matrix G must have rank k . 

Encoding process of RS-codes 

Reed-Solomon codes are a subset of linear codes. Source words are seen as the coefficients of a 

polynomial of degree , whereas codewords are seen as values of the polynomial worked out 

at different points that can be chosen arbitrarily. Let the polynomial be as follows.  

1−k

n

x

0a a

p
p
p

0x x

( ) 1
121

−
−+= k

k xaxax 2 ++K

−
2

1

2
2

2
1

2
0

nx

x
x
x

M

0 +a

1−ka

)

( )

( )

( )

=

⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

1

1−n

a

⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

p

1

⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

p

1

     (A6) 

,  , … ,  are the words generated at the source for transmission and  is a single 

codeword obtained by evaluating the polynomial at point x . The encoding process for a Reed-

Solomon ( -code is thus as follows. 
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,  , … ,  are the points selected for evaluation of the polynomial. They can be chosen 

arbitrarily, e.g., for simplicity of encoding, or alternatively they can be all possible integer values 

x n
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that can be represented over the number of bits available. The encoding matrix of Reed-Solomon 

codes is characterized by a geometric progression in each row. Such matrices are named 

Vandermonde matrices. When codewords include a verbatim copy of the source words, the code 

is said to be systematic. This corresponds to including the identity matrix  in the encoding 

matrix. The advantage of using a systematic code is that it simplifies the reconstruction of source 

words in case very few losses are expected. If, for example, only two (out of k ) received 

codewords are original words, the system of equations that must be solved to reconstruct the 

original words includes  equations instead of . 
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Decoding process of RS-codes 

The decoding process of RS-codes consists in reconstructing all polynomial coefficients ,  , 

… ,  in a unique way. Hence, the receiver has to receive  codewords which provide the 

polynomial value at exactly k points. Assuming that the identity (e.g., the sequence number) of 

codewords already received at the destination is known, the coefficients of polynomial can be 

computed by solving the following system: 
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The decoding process matrix is the sub-matrix of the encoding matrix obtained by selecting the 

rows which correspond to the codewords arrived (the k th−i , th−j , ..., and the l  rows in 

the example). The system admits a solution if the matrix is non singular. The determinant of a 

 Vandermonde matrix has the following expression. 

th−
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)( ) ( T
k,l,j,i

T
k xxxx̂x̂x̂ˆ 110110 −− == KKx is the second column of the Vandermonde 

matrix. Hence, the determinant is non-null if and only if all the  (ix̂ 110 −= k,...,,i ) are non- null 

and different from each other. Finally note that, to allow decoding Reed-Solomon codes, both the 

source and destination nodes must know the encoding matrix. 
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