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Abstract—In this paper, we study the performance of the on top of beaconing. For this reason, congestion control
beaconing mechanism underlying active safety vehicular ap protocols have been proposed in the literature, with theé goa
plications in presence of different levels of channel congéion. ot 4\ning communication parameters (such as transmission
The importance of this study lies in the fact that channel con b . t ¢ . der t fi h |
gestion is considered a major factor influencing communicabn power, _eaconlng rate, e_c.) In oraer to co_n Iné channe
performance in vehicular networks, and that ours is the first congestion below a certain threshold perceived as corre-
investigation of the effects of congestion based on extewsj sponding to “acceptable” channel conditions. For instance
real-world measurements. _ ETSI indicates a Channel Busy Time (CB¥®) 25% as an

The results of our study reveal that congestion has a “acceptable” congestion level for active safety appliasi

profound impact on the most important beaconing perfor- 41 F A f th ti trol bl d
mance metric, namely, packet (beacon) inter reception time [4]. For an overview of the congestion control problem an

influencing not only the average value, but also the shape relative solutions, the interested reader is referred 8. [1

of the distribution. Congestion also considerably increass the Despite the considerable body of literature devoted to con-
frequency of potentially dangerous situation-awarenesslack-  gestion control in vehicular networks, very little is known
outs, with a likely negative impact on the effectiveness of 1, gate on the effects of congestion level on beaconing
active safety applications. Our study also reveals that mdi- . . .

hop propagation of beaconing information can be used as an pe_rf(_)rmance in a real-world scenario. The Ilk_ely reason of
effective means of lessening the negative impact of congest this is that the IEEE 802.11p standard for vehicular commu-
on beaconing performance. nications, and corresponding vehicular communicatioir pla
forms, have been released only in 2010, and measurement
studies have been extensively published in the literature i
the last 2-3 years only — see Section Il.

Active safety applications are a class of vehicular applica In this paper, we fill this gap and present, to our best
tions aimed at improving a driver’s situation awarenesd, aknowledge, the first measurement-based study of beaconing
road safety conditions in general. Applications belongimg performance in presence of different levels of channel con-
this class build on top of a low-level beaconing mechanisrgestion. Experiments were performed with a five vehicles
according to which each vehicle periodically broadcasfgdatoon driven in a typical car following configuration in
its status information (position, kinematic data, etc.) tmormal vehicular traffic conditions. The vehicles at thechea
surrounding vehicles. The effectiveness of the beaconiagd tail of the platoon generated a constant traffic floor
mechanism, which can be informally understood as tlemulating congestion caused by a large number of vehi-
extent to which a vehicle ipromptly informed of the cles exchanging beacons, while the three central vehicles
status ofall surrounding vehicles, is the pre-requisite foexchanged beacons. By monitoring beaconing performance
any active safety application to meet its often strict desigpn the three vehicles in presence of increasing background
requirements. The importance of beaconing is well underaffic, we were able to characterize beaconing performance
stood within the vehicular networking community, which hasy presence of congestion. Beaconing performance was
devoted substantial efforts to characterizing its perfomoe  mostly evaluated in terms of packet inter-reception (PIR)
initially by means of analysis/simulation [3], [8], [14] dn time, which is identified in [3], [12] as the most important
more recently, based on real-world measurements [1], [1Bpaconing metric.

Early studies on beaconing performance [8], [14] have The results of our study reveals several interesting in-
revealed that the beaconing mechanism itself, if not adights. First, we discovered that congestion not only sdyer
equately designed, can cause channel congestion in piegpact the average PIR time, but also the shape of its
ence of medium to dense vehicular traffic conditions. Idistribution: while the PIR time distribution behaves like
turn, channel congestion can severely degrade beaconingower law in a congestion-free channel [12], it behaves
effectiveness, potentially impairing the strict commuation like a power law with exponential cutoff in presence of
requirements imposed by active safety applications runinongestion. This exponential cutoff is the consequence of a
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much heavier head of the distribution caused by congestion, I1l. EXPERIMENT SETUP
while the tail of the distribution remains heavier than i\ Hardware configuration

the case of congestion-free channel. A second importan
observation concerns the frequency of situation-awasene,

black-out events, which is increased of 3 to 4 times wh which was five instead of two. For vehicular communi
CBTisi d fromi8% to 29%. Interestingly, th It . ' ; L
's increased froms to 29%. Interestingly, the resilts cations we used IEEE 802.11p compliant NEC LinkBird-

also revealed that multi-hop propagation of beaconingrinfo

mation can be used as an effective means of lessening Wé units. Each one was dgployed_on a different vehicle,
(F gether with an omnidirectional WiMo antenn&)§ mm

tExperiments were performed with a setup similar to that
scribed in [12], except for the number of used vehicles

negative impact of congestion on beaconing performan c8>hg,5de' gain), a laptop and a GPS receiver. Channel 180

t 5.9 Ghz was selected for radio communication among
the vehicles, being it the one recommended for safety

when CBT is29%, multi-hop beaconing reduces the fre-
guency of black-out events of a factor 2.5 with respect

the case of single-hop beaconing. Finally, another majgpplications (control channel). The transmission powes wa
contribution of this study is presenting two Markov-chai . '
out 1S SICy 1S p ng N ! ixed to20 d Bm, with a PHY layer data rate &f M bps and

based models to accurately predict the average black- de

frequency observed on a vehicular link. a 10 Mh channel bandwidth. . . .
We used three compact cars as beaconing vehicles, with

the antennas installed at the centre of the roofs as recom-
mended in [9], [11]. Two mini-vans were instead employed
as background traffic sources; the antennas on their roofs
were instead shifted in the direction of the three beaconing
vehicles, as detailed below, in order to increase the impact
The problem of estimating beaconing performance of congestion on the beaconing process.

presence of channel congestion [8], [14], and of designing
conges_tion cont_rol protoco_ls [7], [10], [13], [15], havede B. Multihop beaconing application
extensively studied in the literature. To our best knowksdg ) .

The 802.11p protocol stack, together with the multi-hop

though, all existing studies are based on analysis and/or X Pt _
simulation. beaconing application, has been implemented through a

M t-based | fiqati b . fJava application running on each vehicle. The multi-hop
eas%remin i asedd |nvesd|g_a 'on fo eacor:mg per rr'opagation of data inherently requires two main elements.
mance nas been acdressed In a Tew recen papefs-o‘rﬁ‘ the one hand, the usage of an efficient data structure

[6], the authors consider an intersection collision Wagninis necessary to keep the information about surrounding

ahppl(|jc,jat|on, an;j Evaluate PhplT ar}d RSiI as a func;tlon I\%hicles updated; on the other hand, an effective way of
the distance of the two vehicles from the intersection. | cluding this information (or a portion of it) in the beacn

a similar study [11], Mangel et al. evaluates how NLO as to be designed, without violating the constraint on the

ponditions impact PDR and RSSI as vehi_cles approach B&acon size, which is fixed t000 B. As regards the first
intersection. The effects of visibility conditions on cimah issue, we remind that, in a real vehicular environment,

quall|ty are studied also in [5], w_herg the authors focus Lveral vehicles are encountered during a single trip.riglea
vehicle-to-infrastructure communications. it is useless to keep the information sent by every single
In [1], the authors present an extensive analysis of PDRnicle, since only the beacons sent by the closest ones are
in different scenarios for what concerns propagation enyjkely to be relevant for active safety applications.Afis
ronment, data rate, etc. The authors also analyze tempofay considered vehicle, we define ®{A) the subset of
spatial, and symmetric correlation of PDR values, anghijcles whose beacon packets carry relevant information
conclude that, while temporal and spatial correlation aggr 4. The elements ifR(A), as well as its cardinality, are
weak, symmetric correlation is instead quite strong. not fixed, but change over time. Therefore, a flexible and
In a previous work [12], some of the authors of thiglynamic data structure has to be employed. Our choice was
paper have characterized beaconing performance not otdyse theHashMap data structure, already available in Java.
in terms of PDR, but also in terms of the most relevant PIRhis structure storeskey, val ue> pairs, which can be
metric. In [12], it is shown that PDR and PIR are looselgasily inserted and deleted when necessary. In additid, it
correlated metrics, thus indicating that PDR cannot be uspdssible to set thinitial size and theload factor, indicating
as a representative metric of situation-awareness. Hawevhe fraction of occupancy which triggers an automatic size
all measurements reported in [12] were performed withcrease. Arefresh function is also available to remove
two vehicles communicating in a congested-free channelements not refreshed for a predefined time interval. As
Thus, characterizing real-world beaconing performance iagards the data stored, in our implementation we use the
presence of a congested channel is a problem remained opelicle ID askey, and the correspondirgjtuational infor-
so far. mationas theval ue. The former is uniquely associated to

Il. RELATED WORK



| Senderib | Tabsize| SF1 | SIF2 | SIF3 [paddnd  gntire packet is discarded, and no additional operatioas ar

13 e e = e He required; otherwise, the thread parses the rest of the adylo
For each SIF, it is first checked whether the corresponding
SIF vehicle ID equalsA. If this is the case, the information in
‘Vehif;e'D‘Pa"fBe“q Lai‘:de‘ L°”4“:t“de‘ S’iier" Hf:di”‘i’ Time | the SIF are ignored. If instead theshicle IDis different,
say C, then thepacketID in the SIF is compared with
Fig. 1. Beacon format. the one already recorded in thidashMap: if it is larger,

a given vehicle, while the latter consists of the followingt means that the information contained in the beacon is
fields: ID of the last received packet B), latitude (4 B), fresher than the stored one, and thereforevthkue in the
longitude (4 B), speed(4 B), heading(4 B) and GPStime HashMap corresponding to thkey C is updated with the
(8 B). In general, the number of entries in thashMap information contained in the beacon. If thecketID is
may vary. However, in our experiments we fix it to 3, sincemaller, an outdated information has been received, which
we know in advance that only three out of the five vehiclds then ignored.
are sending beacons. It can be observed that both tleend andrecei ve

In accordance with recommendations from standardizdweads have access to tHeshMap data structure. In order
tion bodies [2], [16] and previous studies [12], the beacdp avoid simultaneous operations on the structure, which
size is fixed t0100 B, not including security overhead. Itmay impair its consistency, we used t8enmaphor e class
follows that, in general, information regarding a limitedn Java, which is designed to ensure exclusive access to the
number of vehicles can be included in it. While this caflashMap.
be a problem in dense traffic situations, in our experimentsBoth the threads produce measurement logs in two dif-
the HashMap contains only the information of the threeferent text files, recording the content of thashMap at
beaconing vehicles, which can easily fit into a single beacemery send or receive event, together with the correspgndin
payload. As a result, the beacon contains: system time. In the log file of theecei ve thread, also the

« the sender vehicle ID1(B); ID of the sender vehicle contained in the received beacon

« the number of vehicles (up to three in our experiment& reported.
whosesituational information fields (SIFare included

in the beacon1(B); C. CBR application
« the SIFs of each beaconing vehicle, including the |n the experiments, two of the vehicles are devoted to
sender. background traffic generation. Rather than implementing an

Each SIF contains the ID of the vehicle and the correntirely new application, we preferred to slightly modihet
sponding situational information, as defined above, réagiir beaconing application to obtain a constant bit rate (CBR)
29 B overall. The resulting beacon payloadsé B, which transmission of interfering packets, whose rate can bedtune
is finally padded td 00 B, as shown in Figure 1. We remarkat the beginning of the experiment. While thecei ve
that in a general scenario with more than three beaconittgead does not require any modification, some details of
vehicles, more refined schemes are needed to define the send thread have to be changed, namely the packet
beacon payload. It could be possible to dynamically selecsize (and payload content) and the inter¥albetween the
subset of vehicles (belonging 10(A)) whose situational in- transmissions of two subsequent packets.
formation is broadcast through the beacon. Such a selectioThe size of the background packets payload is fixed to
could be done according to some priority requirements, or 00 B. Since this payload is never parsed in our experiments,
a round robin fashion. Alternatively, the data to be incllideonly the first byte must necessarily contain the sender
in the beacon could be compressed, with the aim of reducinghicle ID. In fact, as explained above, this byte is checked
the SIF size. The design of a more sophisticated multih@p the receiver to verify whether the received packet is a
beaconing strategy is outside the scope of this paper. valid beacon or a background packet.

The beaconing application running on vehigleconsists  Once the desired background traffic rdtes known, the
of asend and ar ecei ve thread. The former triggers thenumber of packets to be sent per second can be also derived,
transmission of a new beacon eveag0 ms. Before prepar- as well as the interval’;. Thesend threads then sends a
ing the beacon, it updates in thdashMap the situational packet everyl; milliseconds, including in the payload only
information of A through a GPS reading. Subsequently, the situational information of the sender vehicle itselfjoh
prepares the beacon payload with the data inHhehMap, is useful for data post-processing. The remainifig B are
as described above. Thieecei ve thread on vehicled is then padded to reach the required payload length.
in charge of updating thélashMap upon reception of a  Clearly, the effective rate is not exactly equal
beacon from vehicle3, if needed. It first checks the ID of due to two reasons. First, we are not taking into account
the sender vehicle at the beginning of the beacon payloadtié additional bytes of the headers; secondly, the Java
B is not one of the three nodes performing beaconing, thgplication can only send an integer number of packets per



L L Head-tail link
second. Nevertheless, we have verified by preliminary tests

performed in the lab that both these factors have only a ) ﬂ% (e

negligible impact on the effective resulting bitrate. ﬂ R0 A o %@ j
\/’

Outgoing links

IV. MEASUREMENT CAMPAIGN

The aim of our experiments was to shed light on thEg. 2. Reference vehicles configuration for experiments with
impact of wireless channel congestion on the beaconifgckaround traffic.

effectiveness. More precisely, we wanted to investigate thyostly over 2-lane roads, all the vehicles were allowed to
extent to which background traffic affects: change lane, when possible; this implies that a line of sight
« the Packet (beacon) Delivery Rate (PDR), defined agms often available also between non adjacent vehicles.
the ratio between the number of successfully receivedSince beacons are broadcast, we can identify 6 different
beacons and the number of sent beacons; beaconing links, between any pair of beaconing vehicles. We
« the Packet Inter-arrival Time (PIR), defined as theall outgoing linksthe ones froni/; towardsV;, and towards
interval between two subsequent beaconing receptio®s. We callingoing linksthe ones fromi; and V5 towards

We performed four different experiments, conducted dufa- Finally, direct communications betweéfy and V> are
ing four Pisa-Florence-Lucca trips. Similarly to [12], kacalso possible, although the presencelpfoften blocks the
tnp was aboutl60 km |ong, and consisted of two parts:line of Slght between them. We call the (bidireCtional) link
the former was on a freeway from Pisa to Florence, withetweenl, and Vs ashead-tail link
speed limit 0f90 km/h and two lanes per direction, while Each link (V;, V;) described above, with, j € {0,1,2},
the latter was on a highway from Florence to Lucca, wittf @ physical link, and its performance can be measured
speed limit of130 km/h and two/three lanes per directionby analyzing the beaconing packets transmittedvbyand

Three experiments were performed with a five vehickeceived byV;. However, the presence of a third beaconing
configuration — see Figure 2 — and const&background NodeV, makes it possible to define also a corresponding
traffic, with CBR adjusted to have a value Bfof 500 kbps, Multi-hop link (V;, V;)rx, which takes into account also the
650 kbps and800 kbps during the three experiments, correPackets sent by which are not directly received by, but
sponding to channel busy time values %, 24% and instead delivered via relaying through the p&th-Vj, —V;.
29%, respectively. A fourth experiment was performed witi\though multi-hop is more relevant for theead-taillink,
the three beaconing vehicles only (vehicles V3,1, in the augmented diversity offered by relaying can be benéficia
Figure 2) and no background traffic, to estimate the baseligis0 for the other links, as will be shown later. From
beaconing performance in absence of channel congestiBnPractical point of view, the measurement of each link
While we could have used data from previous measuremé@@fformance is done by observing the output files of the
campaigns [12] to estimate baseline beaconing performan@gaconing application. Since tireecei ve thread writes
we decided to undertake a more rigorous approach usiti§ content of thedashMap immediately after its update
exactly the same vehicle configuration and hardware d@:ery time a new packet is correctly received (together with
vices used during the five vehicle experiments, so to rulge sender vehicle ID), the evaluation of the physical link
out possible effects of vehicle heights and inhomogeneoué: V;) is obtained by considering only the records relative
hardware performance. to packets received frortf;. When multi-hop is considered,

Referring back to Figure 2, notice that vehiclgsand; ©ON the contrary, all the records are taken into account,
generating background traffic — calléaterfering vehicles thus including also thélashMap updates due to beaconing
in the following — where placed at the head and tail of theackets received fror..
platoon. Notice also thaf, and I;, with an approximate
height of 1.75 m and 2.07 m, were significantly taller than V. IMPACT OF WIRELESS CHANNEL CONGESTION
the beaconing vehiclek,, V; and V,, whose heights were  We first investigate the effect of different wireless chdnne
1.45m, 1.46 m and 1.54 m, respectively. Using relatively congestion levels on beaconing performance. Beaconing
taller vehicles in head and tail position was a design choiperformance is measured in terms of PIR time, which is
made to generate as a uniform traffic floor as possibldentified in [3], [12] as the most relevant beaconing metric
Vehicles I, and I; were intended to mimic a background In Figure 3, the complementary cumulative distribution
traffic which is likely to be present in a wider vehiculafunction (ccdf) of the PIR over the head-tail links is shown.
network, where also surrounding vehicles actively tramsni first observation concerns the shape of the distribution,
and receive data packets. Since performing experiments withich is strongly influenced by radio channel congestion:
a large number of vehicles is very expensive and logistivhile the PIR time ccdf behaves like a power law without
cally challenging, we adopted this feasible solution iadte congestion(confirming what found in [12])the distribu-
Finally, observe that since we performed the experimeriten behaves like a power law with exponential cutoff in



performance than the other link$his is due to the fact that
these links are relatively short, and that they are unlikely

- (VO, Vz), 500 kbps
-e- (V2, VO), 500 kbps

V), 650 kbps experience the hidden terminal problem. In fact, trangmitt
—6— (¥ V). 650 kbps vehicles (eithe}, of 13) are relatively close to the source
== Vg Vp). 800 kbps of background traffic, implying that, when gaining access
-0 (V2, VO), 800 kbps . . .
_ Ry =V Vi no et to the channel,_the_z respective interferer veh|d|@ for VO_
3 Y A (V,, V), no interf, and I; for 13) is likely to sense the ongoing beaconing
N 1 transmission, refraining from transmitting backgrouraf-tr
% SHae fic. Conversely, hidden terminal is likely to be the cause of

i the bad performance experienced by outgoing lirik5,(V5 )
i and(V1, 12)). In this case, transmitter vehiclg is relatively
R far from the two interferers; hence, its beacon transmissio
10? is likely not to be sensed by and/orl;. Thus, interferers
might not refrain from transmitting background traffic dur-
Fig. 3. PIR time ccdf of the head-tail links for different wirelessind V1's transmission, causing interference at the receiver
channel congestion levels. vehiclesl and/orVs. It is interesting to observe that hidden
o terminal effect slightly outweighs also the effect of NLOS,
' ( (1 | YA since performance of linkV;, V2) is slightly worse than that
J— VY of the longer, and likely NLOS, linKVjg, V4).
—o-(Vy V)i Focusing on the ingoing links, we also notice that the
: igl \\% performance orfVy, V1) is better than that ofVs, V7). This
'-e-(vz, v§>’ performance difference might be due to the average link
length, as reported in Figure 5. As seen from the figure,
] although the average length of tti&, V1) link is always
longer, this was particularly pronounced during the exper-
iment with R = 500 kbps. Furthermore, also the location
of the interferers play a significant role. Figures 6 and 7
, o S report the joint pdf of the lengths of the two link%}, V1)
10° o 10? and(Ip, Vo), and of links(V4, V1) and(Vz, I1 ), respectively.
Time periods (x 100 ms) Looking at thez-axis, we confirm that the average link
Fig. 4. PIR time ccdf of the six vehicular links, when thel€ngth Of(VO’Vl)_ is smaller than_thato(ﬂ/%yl)' as aIrea_ldy
congestion level is fixed td& = 500 kbps. assessed by Figure 5. In addition, looking at thaxis,
we also notice that the average link length (@, Vo) is
presence of congestioWhile we defer a more accuratelarger than that of V5, I;). In other words, not only i85
characterization of the PIR time distribution in presendarther fromV7, but its strongest interferer is also closer to
of congestion to Section VII, we would like to emphasizé, thus fully explaining the performance difference begnwe
here that, while the exponential cutoff of the distributtail  link (Vp, V1) and(V2, V1). A similar explanation can be used
caused by congestion might hint to a thinner tail of the PIRIso to justify the performance gap of the two outgoing links
time ccdfs with congestion as compared to the congestiamamely(V;, V) and (Va, V7).
free distribution, this is not actually the case. As repibrte The Packet Delivery Rate is also influenced by conges-
in Figure 3, channel congestion severely impactstead tion, as reported in Figure 8, where we plot the PDR as a
of the PIR distribution, implying that the tail of the PIRfunction of the link length for the ingoing and the outgoing
distribution with congestion, despite its exponentiahtte links. We focus on the scenario with the highest congestion
is still fatter than the tail of the congestion-free distition. |evel (R = 800 kbps) in order to highlight its impact. As
From Figure 3, we also observe that beaconing perfateticed above, the performance of the two ingoing links
mance does not depend on the link direction. A smadre quite similar to each other, as well as the one of the
difference between the linld;, V2) and the link(V2, Vo) is  two outgoing links. However, the trend of PDR vs. distance
observed only for the congestion levkl= 500 kbps, with is very different. The PDR on the outgoing links tends to
a slightly worse performance for the former. decrease with the link length, while the opposite is true for
To gain a better understanding of the effect of linkhe ingoing links From the joint pdfs of the link lengths
directionality at intermediate congestion levels, we gpal in the scenario withR = 800 kbps, which are not reported
the PIR time ccdf of the six links when congestion level ikere due to lack of space but are similar to those in figures
R = 500 kbps — see Figure 4. We first observe tliatoming 6 and 7, we observe that even when the lengths of the
links (Vo, V1) and (V2, V1)) consistently experience a bettedinks (5, V1) and(V1, V3) increase, the lengths of the links

Time periods (x100ms)

10

1076

ccar

10



‘9‘(\/0" Vl), 500kbps
-e '(Vz’ V1)' 500kbps i
+(Vo' V1)' 650kbps
- '(Vz’ Vl), 650kbps

_5_(V0, V1)’ 800kbps||
-8 -(Vz, Vl), 800kbps

PDR

0.05 @

0 20 40 60 80 100
Distance between vehicles [m]

40 60
Link length [m]
Fig. 8. Packet delivery rate as a function of the link length, when

Fig. 5. Probability distribution functions of the length of thethe congestion level is set t8 = 800 kbps.

ingoing links, for different congestion levels. )
(1o, Vo) and(V2, I;) do not change very much. Focusing on

the outgoing links, this means that as long as the distance
from the transmitter increases, the receiver remains quite
close to the interferer, and the likelihood of an interfgrin
transmission from, sayl; corrupting beacon reception at
V5 slowly increases. On the contrary, if we look at the
ingoing links, as long as the distance to the transmitter
increases, so do the distance to the interferer, due to the
fact that vehicle configuration was not changed during the
, experiments. Hence, the impact of a possible interfering
@ / transmission at vehicl®; tends to decrease with distance,
with a beneficial effect on the experienced PDR.

Link (Io' Vo) length [m]

VI. |MPACT OF MULTIHOP BEACONING

In a real vehicular network, especially in presence of
medium to heavy traffic, several vehicles are likely to
Fig. 6. Joint probability distribution function of the lengths dfet  communicate within the same area. Having a large number
wo links (Vo, V1) and (Io, Vo), when the congestion level is setq¢ oo mmynicating vehicles might cause channel congestion
to R = 500 kbps. . h . .

problems which, as shown in the previous section, can
severely impact beaconing performance. Spatial diversity
can be exploited as a way of counteract this effect. When
multi-hop beaconing is employed, each node includes, in its
beaconing packets, information about surrounding vesicle
thus actually relaying the beacons sent from other nodes.
As a result, the same information can be delivered to
the same vehicle through different paths, and a substantial
performance improvement can be achieved if the direct link
is weak.

As described in Section Ill, our beaconing application

includes in the beacon the information of all the three bea-
@ coning vehicles. In case multi-hop performance is evatijate
we derived the PIR on linkV;, V;)am considering all
80 90 the entries of the output file generated by thecei ve
thread of the beaconing application runningign By doing
Fig. 7. Joint probability distribution function of the lengths dfet this, we took into account all the updates regarding the

two links (Va, V1) and (V, I1), when the congestion level is setSituational information ofV; ?n the HashMa.p on Vj, no
to R = 500 kbps. matter whether the beaconing packet which triggered the

10 20 30 70 80 90

40 50 60
Link (V1’ VO) length [m]

Link (Vz’ |1) length [m]

40 50 60
Link (Vz, Vl) length [m]



l: ——500 kbps _(Vz, Vl)
F - - -MH, 500 kbps S (V. V), MH
L —6—650 kbps 2'
107k -©-MH, 650 kbps Vo Vo)
—&—800 kbps (Vo’ Vz)’ MH
-8-MH, 800 kbps VIR
—v—No interf. =V VY, I
—&—MH, no interf. -a-(V, V), MH

ccar

10° 10" 10° 10 ] 10 10
Time periods (x 100 ms) Time periods (x100 ms)

Fig. 9. PIR time ccdf on th€Vj, V2) link, with and without multi- Fig. 10. PIR time ccdf of the links from and towardg, when
hop beaconing, for different levels of congestion. R = 650 kbps, with and without multi-hop beaconing.

update was generated froli. On the contrary, when the higher congestion level.
performance of simple beaconing is evaluajese filtered In scenarios with a high interference level, as observed,
the output file written by ther ecei ve thread onV; relaying can be beneficial. It is worth noting that this
to contain only the lines corresponding to updates in theneficial effect may not be limited to threead-tail links.
HashMap due to beacons received frovj. In Figure 10, the ccdf curves of the PIR over the links from
Figure 9 depicts the ccdf of the PIR on the lifi, V), and towardsl; are reported, whetk = 650 kbps.
with and without multi-hop beaconing. The same perfor- We have already commented on the benefits on multihop
mance has been observed for thig, ;) link. As expected, beaconing on link(Vg, V2). However, measurements show
multi-hop beaconing offers a relevant improvement in ail trthat an improvement of beaconing performance with mul-
considered scenarios. In particular, we observe that whiéiop is clearly visible also for linkgVi, V2) and (Va, V1).
congestion level is low R = 500 kbps), or even absent, Interestingly, the beneficial effect of multihop beaconing
the entire ccdf curve is shifted downwards. In this situatiois more visible on the problematid’, V2), showing that
the impact of congestion on beaconing performance is riRatial diversity can be effectively used to lessen the atpa
overwhelming, and the effect of the link length and of thef the hidden terminal problem.
more frequent NLOS conditions diy, V) is still relevant.
When multi-hop is used, shorter links are involved, where VII. M ODELING CONGESTED LINKS
in addition LOS is often available, thus_ highly red_ucing the As observed in Section V, the shape of the PIR time
average PIR, especially for the scenario with no interierelyisyinytion is clearly influenced by congestion: while, as
When congestion level is higheri( = 650 kbps and gjready observed in [12], it behaves like a power law
R = 800 kbps), its effect on beaconing performance bey, apsence of congestion, it instead follows a power law
comes predominant. In this case, the multi-hop curvggi, exponential cutoff in presence of congestion. In this
show a considerable improvement only in the tails. In faclection, we assess the latter statement, showing how well

even if we can assume that linky, V1) is more reliable, e measurement data can be fitted by the following power
due to vehicle configuration, the two linkS/4,V2) and |5 with exponential cutoff:

(V4,V2) are hampered by the same interferer nodg.(
Therefore, each of them is _Iiker to experi(_ance rela_lti_vely P[PIR > k] = ak~be~ck 1)
long PIRs. However, assuming that the fading coefficients
of the two channels are almost uncorrelated, the averagberea, b and ¢ are parameters to be determined. More
time necessary to decode a packet over either one of fhrecisely,a and b jointly influences the ccdf behavior for
two links is statistically lower. This explains why the spat low PIR values, which is close to that of a power law,
diversity benefit then becomes more evident in the ccdfile c determines the shape of the distribution tail. On the
tails. In absolute termsmultihop beaconing reduces thegrounds of the measured data, we performed an iterative
probability of experiencing a black-out ever®{R > 10) procedure based on Gauss-Newton algorithm to derive the
of approximately one order of magnitudeith a relatively three parameters of the distributions which best approtdma
smaller reduction in black-out probability for relativelythe curves of interest.
As an example, we report in Figures 11 and 12 the ccdf of
1The data reported in Section V refers to simple beaconing. the PIR in some of the analyzed cases. In Figure 11 we plot



10° particularly effective in reducing the distribution tail,
S where spatial diversity can offer the highest benefits,
] as explained in Section VI,

« the values ofu are relatively larger for outgoing links

1 than for the ingoing links, while the opposite holds for
% e the values ofh, as expected, since the outgoing links
TRl are relatively more impaired by congestion;

10 &

V., V), R=500,7data . .
° Vo), RSO0, fit '%, » when congestion is not present, the ccdf curves are
L[| — (v, V), R=500, . l X . .
074, (v, V.), Re650, data % approximated by a power law, which can be obtained
=== (Vg V), R=650, ft from the general expression in (1) by setting= 0.
1078 o (v, V,). R=800, data k E This is consistent with the results assessed in previous
oo Vg V). R=800, it work [12].
1010O 161 107

Time periods (x100 ms)
VIIl. M ODELING BLACK-OUT EVENTS

Fig. 11. PIR time ccdf of link (Vo, V2) for different congestion | this section, we present Markov chain-based models
levels: measured data and fittina curves. .

for modeling black-out events. Black-out events are de-
fined as occurrence of a PIR time exceeding a threshold,
empirically set tolsec, corresponding to loosing at least
g ¢ = 10 consecutive beacons. As explained in [12], black-out

&

R %% events severely impair onboard situation-awareness,hwhic
10 o (v, V,), R=500, data E N i motivates our i_nterest in modeling these events.. .
g [ —(v,,V,). R=500, fit Andy In the following, we analyze the black-out statistics col-
o

a (V. V,), MH, R=500, data
- --(V,, V), MH, R=500, fit
o (v, V,), R=800, data
107l - - (v, V), R=800, fit
a (V,,V,), MH, R=800, data
(V,, V), MH, R=800, fit

lected during the experiments, and compare these with pre-
dictions obtained from different models. The first conséder
black-out model is the one proposed in [12], according to
3 which the average inter-black out tin¥g,, defined as the
S ot average interval between two successive black-outs, can be
estimated as follows:

1
Time periods (x 100ms)

1
Tvo = E[PIR] - — (2)
Fig. 12. PIR time ccdf of link(V1, V2) and (V2, V1) for different Pbo
congestion levels, with and without multi-hop beaconingasured where p,, = P[PIR > k] is the black-out probabilil?y
data and fitting curves. and E[PIR] is the expected PIR time, both derived from

the ccdf of the PIR on linKV, V), for different levels of the measured PIR time distribution. In fact, a new PIR

congestion. The curves obtained through proper selectibng/@lU€ is expected to be observed eviéfy’/ k] seconds and,
the parameters, b and ¢ are always quite accurate, which®SSUMing independence of black-out events, we can model

confirms the good approximation offered by a power laff®m as Bemoulli trials.
with exponential decay. The same can be observed for thd"deed, equation (2) is inaccurate, due to the fact that,

PIR ccdf of ingoing and outgoing links, with and withou@S observed in [12], black-out everdge notindependent.
multi-hop beaconing, as illustrated in Figure 12. In fact, black-outs are typically caused by bad channel
conditions, which usually show strong temporal correlatio

After deriving the optimal parameters for all the curvesjence, the expression in (2) can be considered an upper
which are reported in Table I, we can make the followingound to the actual inter-blackout time, which is tighter
observations: in scenarios with low channel congestion. In fact, in such

« when increasing the congestion level, the valuezof scenarios black-outs occur with relatively low probapilit

also quickly increases, whilé becomes lower and T;, is larger, and the temporal correlation between two

is unaffected or does not show a clear trend. This s&ibsequent black-outs is lower. On the contrary, when
consistent with the fact that congestion mainly impaciaterference is high, channel conditions are worse, black-
on low PIR values, being large PIR values also due muts are much more frequent, and also their time correlation
link length or NLOS conditions; increases. As a result, the expression in (2) becomes too

« when enabling multi-hop beaconing, both and b

show very small variationSa( inghtIy increases.b 2In the following, we assume that the PIR can take only values i
: 7+ (Tg), that is, multiples of the inter-beaconing peri@g = 100 ms.

slightly decreases), Wh”e_becom_e much higher_ (Often_Therefore, we omit the termi’g and considerP[PIR > k] as the
more than doubled). This confirms that multi-hop igrobability that PIR is larger thahTs.



0 kbps (c=0) 500 kbps 650 kbps 800 kbps
a b a b c a b c a b [§

Vo, V1) 0.008 3.1917| 0.089 0.6648 0.4261 0.3563 0.3394 0.3552 0.7375 0.1112  0.433§
(V1, Vo) 0.0089 3.3109| 0.4289 0.4696 0.2813 0.7060 0.2477 0.3017 0.9576  0.0844  0.2314
(Va, V1) 0.0579 2.5031| 0.1239 1.3697 0.1711 0.4146 0.3110 0.3991 0.7371  0.1715 0.3814
(V1,V2) 0.0686 2.2716| 0.6741 0.3701 0.2183 0.7192 0.1241  0.2757 0.8863  0.1105  0.2157
(Vo, V2) 0.0362 2.4589| 0.5837 0.4232 0.2568 0.6636 0.1571  0.2340 0.7788 0.1301  0.2084

(Va, Vo) 0.0366 2.5139| 0.4235 0.4872 0.2564 0.6471 0.3151 0.220§ 0.8462 0.1372  0.202§
(Vo,Vi)me | 0.0029 4.6356] 0.0983 0.5190 0.517§ 0.4239 0.0980 0.5076 0.8275 -0.0665 0.5449
(Vi,Vo)mm | 0.0034 5.6724| 0.4979 0.2544 0.4126 0.8089 0.0259  0.4346 1.063 -0.1126 0.34664
(Va,Vi)mm | 0.0256  4.9623| 0.1395 1.1761 0.3126 0.4862 0.0827 0.5428 0.8283 -0.0121  0.492§
(Vi,Ve)p | 0.0064  3.4325| 0.7953 0.1335 0.4203 0.8621 -0.1437 0.4427 0.9921 -0.0879 0.3274

)
)

(Vo,Vo)m g | 0.0063 3.3136| 0.5886 0.4148 0.4295 0.8444 -0.1308 0.4736 0.979 -0.1654 0.4158§
(Va,Vo)amer | 0.0055 3.3025| 0.4032 0.4855 0.4576 0.8039 0.034 0.459 1.0278 -0-1682 0.396(

TABLE |
VALUES OF THE PARAMETERS FOR THEPIR CCDF FITTING CURVES OF THE ANALYZED LINKS

The corresponding transition matrix is:

po  1—po 0 0o ... 0 0

p1 0 1—p1 0 e 0 0

D2 0 0 1—po ... 0 0

Fig. 13. Graphical representation of the Markov Chain modeling ' : : ' : :

processH. Po—1 0 0 0 . 1—piq1 0O

Lo ) 0 0 0 0 e 0 1
optimistic in presence of congestion. The results pregsente - (6)

in the remainder of this section confirm this intuition. The expected absorbing time is computed through matrix
A different approach to model black-out events, whicly, which is obtained from matri® by deleting the rows
partially takes into account the channel time-correlatisn and columns corresponding to the absorbing states (in our
based on Markov chains. We can define a Markov proceggse, therefore, by deleting the last row and the last column
*H to model beaconing packet reception as follows. Considghe ¢ x 1 column vectorT contains, as the—th element,
a process with stateS;, 0 < ¢ < {. A state change occursthe expected absorbing time starting from stéte;. It is
every time a new beacon is sent from the transmitter {erived asT = (I,—Q)~'1,, wherel , is the identity matrix
the receiver. The process is in st#eif the lasti beacons of size ¢ and 1, is a column vector of lengthf with all
have been lost. Therefore, the corresponding Markov chaements equal to 1. Since we are interested in computing the
is represented in Figure 13. average timel}!! between two subsequent black-out events,
We observe that stat&, is an absorbing state, andye have thal )/ = (T(1)—¢)Ts, where we need to subtract
correponds to a black-out event. As a result, the average tipo identify the instant before the black-out beginning, iehi
between two subsequent black-outs can be approximatedfy is the beaconing interval.

the eXpeCted abSOI’bing time of the Markov Chain, Starting Given the particu'ar structure M' a closed form expres-

from stateSp. N o sion also exists:
In order to do this, the transition probabilitips with 0 <
i < £—1 are to be known. These probabilities can be derived TH _ (it 1 o\ T 7
from the PIR time cdf, already analyzed in the previous bo ™ z; ; 1—p; - B @
i=0 j=0—1—i

sections. In factp;, with 1 < ¢ < £ — 1, is the probability
that the PIR is no larger thar-1 beaconing intervals, given  The inter-black out time estimate derived from this model
that it is larger than beaconing intervals (missingbeacons can be considered an upper bound to the actual one. In
corresponds to a PIR time of- 1 beaconing interval). Thus fact, the channel time correlation is significant over saver

we can write: beaconing times. In our model, this means that the tramsitio
1—p;=P[PIR>i+1|PIR > 1] , 3) probabilities among the states closer to t_he absor.bing stat
Sy are more accurate. In fact, the probability of going from
which implies S; to S;41 implicitly takes into account the entire Markov
P[PIR > i+ 1] process evolution in the previousstates. Conversely, this
pi=1- W (4) is not true for the states closer t&y, and especially for

The casei = 0 corresponds to the probability that twoS0 itself. In fact, when the process entess, it completely
) . T loses the memory about the previous state which, however,
consecutive beacons are received, i.e.: . . "
is likely to have a strong influence on the transition to the
po=1—P[PIR > 1] (5) next state. Intuition suggests that if several beacons have
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been lost before the last reception, the probability ofrigsi Channet busy time

the next one is higher than in the case of having successfqﬂb{ 15. Average inter-black out time on the linki, Vo), for
received also the previous beacons. When computing #iferent values of the congestion levél (expressed as a CBT
expected value, it results higher than in reality, since&S@as value).
is reached, the model forgets the consecutive losses of the
previous beacons. As confirmed by the results reported inWe first notice thaf}, < T;Z. In fact, the two processes
the following, 7;Z is an upper bound of the measured intefollow the same behaviour along stat&ss. Nonetheless,
black out time, which becomes tighter when the channehen a beacon is received, procedsmoves to stateSy,
conditions are bad (e.qg., relatively high contention), siade While processH moves to staté,. Now, it can be shown
Sp is visited fewer times. that o < po. In fact, both represent the probability of
A more refined Markov chain model can be definedeceiving the following beacon and are obtained from the
by keeping memory of past states also when beacons greasurements collected during the experiments; however,
successfully received. A simple way to do this is to intraglugvhile po is measured over all the received beacogs,
some states?;, with 0 < i < k. The system is in stat€; iS measured only over the beacons received immediately
when the previous beacons have been correctly receivedfter a packet loss. Since the channel is time correlated,
The number of additional statés can be tuned (it is set it follows that the probability of receiving two consecgiv
to 9 in the following), and we calll the new Markov beacons after a packet loss is lower than the unconditioned
process, which is reported in Figure 14. Whenever a bead@igbability of receiving two consecutive beacons.
is lost, procesg behaves a%{; however, upon reception of Also the values obtained through proceéssire approxi-
a beacon, it moves to stafey, rather thanS,. The process mated. In fact, memory is lost whenever the process enters
then proceeds along th@, states as long as beacons arstateG, and state5;. This is more evident for sparse beacon
received, finally arriving int. If instead a beacon is lost, thelosses, since frony; the only available transition is t6'g.
process moves t6, as before. This second model, whicHn this state, the packet loss probability is higher than in
better represents the channel behaviour after a packet losglity, since it is averaged over all the beacons received
requires in turn additional information. If we calV, the after a loss. It follows thafi is often even lower than the
number of correctly received consecutive beacons betwesstual expected time interval between black-out events, as
two packet losses, the probabilitgss can be found based confirmed by the results.
on the ccdf of the distribution oiV,: We report in Figures 15, 16 and 17 the values of the inter-
black out time computed with the three models, compared

g = PN, >1] _ ®) with the measured value. The plots refer to different links
G = M (9) and different congestion levels. The results confirm gt
PNy > i —1] assuming independence between black-out events, always

The derivation of the corresponding transition matily, ~gives an optimistic estimate of the true inter-black outetim
is straightforward. By callingQ;, the matrix obtained by independently of the congestion level. Conversely, ath
removing the row and the column Correspondiné’ko the andTbLo, which take into account channel correlation, predict

vector of the average absorbing times of the process is: inter black-out times increasingly closer to the measured
values as congestion level increases. This is due to the fact

Tr = (lerrser — Qp) ™' Loyrra (10)  that correlation is better modeled during periods with no
SSLIJCCESSfu| beacon reception, which happen more frequently
wﬁen congestion is high.

TE = (Tp(1) — )T (11) As explained above, we always halg’ > TiL; while the

and the expected time between two consecutive blackout
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inter-black out time at CBR29% is increased of a factor 2.5
when multi-hop beaconing is used on lifky, V3), with a
corresponding decrease of black-out frequency.

IX. CONCLUSIONS

In this paper, we have presented the first measurement-
based study of beaconing performance in presence of chan-
nel congestion. Our study has revealed the profound impact
of congestion on beaconing performance, thus strongly mo-
tivating further research on congestion control algorghm
Another major finding of this study is showing the ef-
fectiveness of multi-hop beaconing in lessening the nega-
tive impact of congested channel conditions on beaconing
performance. While we have proven the effectiveness of

different values of the congestion levél (expressed as a CBT multi-hop beaconing, it is important to observe that such

value).
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Fig. 17. Average inter-black out time on the linld/%, V2)arm,
when multi-hop beaconing is enabled, for different valuéshe
Congestion leveR (expressed as a CBT value).

former is also higher than the effective black-out frequenc[3]
the latter is instead always below. This last inequality is

not necessarily true, but in most case§ and7}% can be

effectively used to identify an upper and a lower bound to

the actual inter-black out time, respectively.

Before ending this section, we want to comment on thEs]
notable effect of congestion on inter-black out time: when

CBT is increased from abou% to about29%, the inter-
black out time is reduced of a factor 4 in th¥, 14) link,
and of a factor 3 in thgV;, V4) link. Thus, anincrease

benefits were achieved in a scenario in which beacons
reported information orall surrounding vehicles. Report-
ing such complete information within limited size beacons
is likely to be unfeasible in presence of dense vehicular
traffic conditions, which are exactly those causing channel
congestion. For this reason, implementing “smart” muétph
beaconing protocols that include only partial information
the beacon while substantially benefiting situation awassn

is an interesting direction for future research.
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