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REGULARITY OF INVARIANT DENSITIES FOR 1D-SYSTEMS
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Abstract. This is a detailed analysis of invariant measures for one-dimensional
dynamical systems with random switching. In particular, we prove smoothness
of the invariant densities away from critical points and describe the asymp-
totics of the invariant densities at critical points.
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1. Introduction

In this paper, we study the regularity theory for invariant densities of dynamical
systems with random switching (switching systems, in short) with one-dimensional
continuous component. Dynamical systems with random switching are also known
as piecewise deterministic Markov processes.

We show that smoothness of the vector fields governing the dynamics translates
into smoothness of invariant densities away from critical points of the vector fields
(Theorem 1). For analytic vector fields, we derive the asymptotically dominant
term of an invariant density as its argument approaches a critical point of the
corresponding vector field (Theorem 2).

In the literature, regularity properties of invariant densities are often assumed in
order to derive other features of the densities. For instance, it is shown in [FGRC09,
Proposition 3.1] that if invariant densities are C 1 on a set Ω, they satisfy the
Fokker–Planck equations associated to the switching system in the interior of Ω.
From this differential characterization, the authors deduce time-reversibility of sta-
tionary piecewise deterministic Markov processes and derive explicit formulas for
the invariant densities of certain switching systems that they call exactly solvable.
A result similar to [FGRC09, Proposition 3.1] can be found in [HKNT98, Theorem
1]. In this paper, we give sufficient conditions for continuity and differentiability
of invariant densities that are stated in terms of the vector fields, and are easily
verifiable. In particular, we show that if none of the vector fields vanish at a point
ξ ∈ R and if all vector fields are C n+1 in a neighborhood of ξ, then the invariant
densities are C n at ξ. This statement is not surprising, but as far as we know, no
rigorous proof of it has been given yet.

The second question addressed in this paper is how invariant densities behave
at critical points of the vector fields. In the case of two vector fields on a bounded
interval that point in opposite directions, [FGRC09, Proposition 3.12] gives an
explicit formula for the invariant densities. From this formula, one obtains the
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exact asymptotic behavior of the densities close to critical points. However, com-
puting invariant densities explicitly is in general very difficult ([FGRC09, Section
3.3]). Finding necessary and sufficient conditions for boundedness of invariant den-
sities is already challenging. In the one-dimensional case, invariant densities are
bounded away from critical points (Lemma 5), but we expect to find switching sys-
tems with two-dimensional continuous component whose invariant densities become
unbounded along curves that do not contain any critical points. If the continuous
component is one-dimensional, [BHK+11, Theorem 1] provides sufficient conditions
for boundedness of an invariant density close to a critical point of its associated
vector field. For vector fields that behave linearly close to a critical point, we give
necessary conditions and sufficient conditions for boundedness in terms of the vec-
tor fields and the switching rates (Corollary 1). These conditions recover part of the
results in [BHK+11]. For analytic vector fields, we also compute the asymptotically
dominant term of an invariant density as its argument approaches a critical point of
the associated vector field (Theorem 2). Even if the vector fields are not analytic,
we can derive the asymptotically dominant term in certain cases (Theorem 3).

The basic tools in our investigation are two integral equations satisfied by invari-
ant densities. These equations are closely related to the Fokker–Planck equations
(see Appendix A), but do not require differentiablity of the densities. When de-
riving the asymptotically dominant terms in the case of analytic vector fields, we
use the theory of regular singular points for systems of linear ordinary differential
equations. We follow [Tay11, Section 3.11].

The paper is organized as follows. In Section 2, we describe the class of switching
systems we consider and introduce some notation and terminology needed in the
rest of the paper. Our main results are stated in Section 3. In Section 4, we
formulate the integral equations mentioned earlier. One of these equations plays
an important role in the proof of Theorem 1 that can be found in Section 5. In
Section 6, we describe the support of invariant measures for switching systems with
one-dimensional continuous component. We exploit this description of the support
in Section 7, which is devoted to proving Theorems 2 and 3. Section 8 contains the
proofs of the integral equations from Section 4. The appendix contains a remark on
how the integral equations relate to the Fokker–Planck equations for the invariant
densities.

Acknowledgements. JCM acknowledges the support of the National Science
Foundation(DMS-0854879) and the Simons Foundation.

2. Definitions and Notation

We consider a similar setup as in [BH12], but we restrict our analysis to switching
systems with one-dimensional continuous component. Let D be a finite collection
of continuously differentiable and forward-complete vector fields on R. We denote
these vector fields by ui, where i is some element of the index set S = {1, . . . , n}.

Our assumptions on the vector fields imply that the initial-value problem

ẋ(t) = ui(x(t)),

x(0) = ξ

induced by ui ∈ D and by ξ ∈ R has a unique solution defined for all t ≥ 0. We de-
fine a stochastic process X = (Xt)t≥0 on R as follows. Given an initial point ξ ∈ R
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and an initial driving vector field ui ∈ D, the process X follows the solution tra-
jectory of the corresponding initial-value problem for an exponentially distributed
random time, with intensity parameter λi > 0. Then, a new driving vector field uj

is selected at random from D\{ui}, and X follows the corresponding trajectory for
another exponentially distributed random time, with intensity parameter λj > 0.
Using exponential times is required to make the resulting process Markovian. This
construction is iterated to obtain a continuous trajectory on R that is defined for
any time t ≥ 0 and driven by exactly one of the vector fields in D between any two
switches. We call the intensity parameters (λi)i∈S switching rates. For j 6= i, let
λi,j be the rate of switching from ui to uj . Then,

λi =
∑

j 6=i

λi,j .

As in [BH12], we assume that the exponential times between any two switches are
independent conditioned on the sequence of driving vector fields, that the switching
rate λi depends only on the current state i (in particular not on the value of X at
the given time), and that for any two states i, j ∈ S there is a positive probability
of switching from i to j. In many papers on dynamical systems with random
switching, the switching rates are allowed to depend on the location of the process
X , and it is only required that the transition mechanism on S be irreducible (see for
instance [FGRC09], [BLBMZ12a] and [CH13]). We hope to simplify our exposition
by not studying more general classes of switching systems.

While X alone is not Markov, we can build a Markov process by adjoining a
second stochastic process A = (At)t≥0 that captures the current driving vector
field at any given time. The product space R × S is then the state space of the
2-component Markov process (X,A) with Markov semigroup (Pt)t≥0. We denote
the associated distributions on paths starting at points (ξ, i) by Pξ,i, and the corre-
sponding transition probability measures by Pt

ξ,i, t ≥ 0. We call X the continuous

and A the discrete component of (X,A).
Recall that a probability measure µ on R × S is called an invariant measure of

(Pt)t≥0 if

(1) µ(E × {i}) = µPt(E × {i}) :=
∑

j∈S

∫

R

Pt
ξ,j(E × {i}) µ(dξ × {j})

holds for any Borel set E ⊂ R, for any i ∈ S and for any t ≥ 0. We denote the
projection µ(· × {i}) by µi.

In general, an invariant measure doesn’t have to be absolutely continuous with
respect to the product of Lebesgue measure on R and counting measure on S (in
the sequel, we will simply say “with respect to Lebesgue measure”). When it is,
the density of the invariant measure with respect to Lebesgue measure (which is
guaranteed by the Radon–Nikodym theorem) will be called an invariant density. An
invariant density ρ is defined on R×S, and we will usually consider the projections
(ρi)i∈S that are defined on R by ρi(ξ) = ρ(ξ, i). In an abuse of terminology, we refer
to these projections as invariant densities of the invariant measure. These invariant
densities are, of course, elements of L1(R) and whenever we state a regularity
property of ρi, we mean to say that the equivalence class ρi has a representative
with this regularity property.
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We call a point ξ ∈ R noncritical if ui(ξ) 6= 0 for all i ∈ S. We call ξ ∈ R

uniformly critical if ui(ξ) = 0 for all i ∈ S. Throughout this paper, we assume
that the set of critical points of the vector fields in D has no accumulation points.
If ξ is a critical point of a vector field ui for some i ∈ S, we write that ui is positive
to the right of ξ if there exists an open interval with left endpoint ξ on which ui is
positive. In this definition, “right” can be replaced with “left” and “positive” with
“negative”.

For i ∈ S, we denote the flow function of the vector field ui by Φi. Due to
forward completeness of ui, the flow function is uniquely defined for any t ≥ 0 and
for any η ∈ R by

d

dt
Φt

i(η) = ui(Φ
t
i(η)),

Φ0
i (η) = η.

Wewrite R+ to denote the positive real line (0,∞). For any vector t = (t1, . . . , tm) ∈
R

m
+ of times between subsequent switches, and for any corresponding vector i =

(i1, . . . , im) ∈ Sm of driving states, we define

Φt

i (η) := Φtm
im

(Φ
tm−1

im−1
(. . .Φt1

i1
(η)) . . .)

as the cumulative flow along the trajectories of ui1 , . . . , uim with starting point
η ∈ R.

3. Main results

Let µ be an invariant measure of (Pt)t≥0 that is absolutely continuous with
respect to Lebesgue measure. Let (ρi)i∈S denote the invariant densities associated
to µ.

3.1. Smoothness at noncritical points. If n is a positive integer, we call a
function C n on a set I or at a point ξ if the function is n times continuously
differentiable on I or at ξ. Being C 0 means being continuous.

Theorem 1. Let ξ ∈ R be noncritical, and assume that there exist an integer n ≥ 1
and a closed interval I containing ξ in its interior on which all vector fields in D

are C n+1. Then, the invariant densities (ρi)i∈S are C n at ξ.

Remark 1. The following statement is an immediate consequence of Theorem 1:
If ξ ∈ R is noncritical and if all vector fields in D are C∞ on a closed interval I
containing ξ in its interior, then the invariant densities are C∞ at ξ.

Remark 2. According to [BH12, Theorem 1], the following is a sufficient condition
for absolute continuity (and also for uniqueness) of the invariant measure on R×S,
provided that an invariant measure exists:

There is a point ξ ∈ R that is not uniformly critical and that is D-accessible
from any starting point η ∈ R. We say that a point ξ is D-accessible from η if for
any open interval I containing ξ, there exist a finite sequence of vector fields in D

and a corresponding sequence of switching times such that some point in I can be
reached from η by following the flows composed of these vector fields and switching
times.

If the process X is eventually confined to a bounded subset of R, existence of
an invariant measure is guaranteed by the Krylov–Bogoliubov method. This is for
instance the case if each vector field in D has finitely many critical points, with
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the smallest critical point attracting from the left and the largest critical point
attracting from the right.

A sufficient condition for existence and exponential ergodicity that can also be
applied in a noncompact setting has been provided in [BLBMZ12b, Assumption
1.8]:

Let (Φi)i∈S be the flow functions associated to the vector fields (ui)i∈S , and
assume that Φt

i is globally Lipschitz continuous with Lipschitz constant Lt
i for any

i ∈ S and for any t ≥ 0. Furthermore, suppose that

αi := inf
t>0

(

−
ln(Lt

i)

t

)

is a well-defined real number for any i ∈ S. If one assumes, as we do, that the
switching rates are independent of the position of X , the stochastic process A on
S is Markov and has an invariant measure ν. The condition

(2)
∑

i∈S

ν({i})αi > 0

then implies existence of an invariant measure µ for (X,A) such that the distribution
of (X,A)t converges to µ in a certain Wasserstein distance as t goes to infinity.

Condition 2 can be interpreted as (X,A) contracting in mean, see [CH13, page
5]. In [CH13, Assumption 1.3], the authors state a generalization of Condition 2 for
switching between members of a finite family of Markov processes. See also [YZ10,
Sections 3.3 and 3.4] for criteria for recurrence and positive recurrence of the process
(X,A).

3.2. Asymptotics at critical points. Let ξ be a critical point of ui for some
i ∈ S, and assume that none of the other vector fields in D have ξ as a critical
point. This assumption is made to simplify the asymptotic analysis (see [BHK+11,
Section 2]). Without loss of generality, let u = u1 and let ξ = 0. Recall our standing
assumption that for all vector fields uj ∈ D, the set of critical points of uj has no
accumulation point (see Section 2). Then, there is a δ > 0 such that none of the
vector fields in D \ {u1} have a critical point in [0, δ] and u1 has no critical point
in (0, δ]. To simplify the analysis further, we assume that there is a constant a 6= 0
so that

u1(η) = −aη +O(η2)

as η approaches 0 from the right, i.e. u1 behaves almost linearly near 0. The
constant a can be thought of as the contraction or expansion coefficient of u1 near
0.

If u1 was of order O(ηα) for α < 1, the vector field would not be Lipschitz
continuous and the resulting ODE could fail to have unique solutions. If u1 was of
order O(ηα) for α > 1, identifying the asymptotically dominant term would become
more complicated.

Under these assumptions, we study the asymptotic behavior of ρ1 as η approaches
0 from the right. Due to the symmetric nature of the problem, there is no need to
investigate the case of η approaching 0 from the left separately.

In Section 6, we show that the support of the measures (µi)i∈S can be represented
as a finite union of closed intervals of positive length (see Corollary 3). Let I denote
the collection of these intervals. If µ is ergodic, I contains only one interval.

Exactly one of the following statements holds:
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(A) 0 is the left endpoint of an open interval that does not contain any points from
the support of (µi)i∈S .

(B) 0 is contained in the interior of an interval I ∈ I .
(C) 0 is the left endpoint of an interval I ∈ I .

Although these statements are not formulated in terms of the given vector fields,
it is easy to see which of them holds by using the algorithm at the beginning of
Section 6. In case A, ρ1 is constantly equal to zero on an open interval with left
endpoint 0. Cases B and C are more intricate and are dealt with in Theorems 2
and 3. In case C, either 0 is the right endpoint of an open interval that does not
contain any points from the support of (µi)i∈S , or 0 is the right endpoint of an
interval J ∈ I . But if 0 is both left endpoint of an interval I ∈ I and right
endpoint of an interval J ∈ I , it is uniformly critical (see Section 6). Since we
assume that 0 is only critical for u1, this second scenario cannot occur.

To illustrate cases B and C, we give two simple examples of PDMPs: one that
corresponds to case B and one that corresponds to case C.

Example 1. Let D be the collection of vector fields u1(η) := −η, u2(η) := 1 and
u3(η) := −1. At any given time, the process X is either attracted to the critical
point 0 or moves to the left or to the right at constant speed. The associated
flow functions are Φt

1(η) = ηe−t, Φt
2(η) = η + t and Φt

3(η) = η − t, with global
Lipschitz constants Lt

1 = e−t and Lt
2 = Lt

3 = 1 for any t ≥ 0. If we define α1, α2, α3

as in Remark 2, we have α1 = 1 and α2 = α3 = 0. Since we allow switching
from any vector field to any other vector field, criterion (2) implies existence of
an invariant measure. Theorem 1 in [BH12] implies that the invariant measure is
unique and absolutely continuous. The projections (µi)i∈S of this invariant measure
are supported on R (see Section 6). This is then an example of case B.

Example 2. Let D be the collection of vector fields u1(η) := −η and u2(η) := 1−η.
The process X is alternately attracted by 0 and 1, and is eventually confined to
the interval (0, 1). By the Krylov–Bogoliubov theorem, (Pt)t≥0 has an invariant
measure. The invariant measure is unique and absolutely continuous. The support
of the measures (µi)i∈S is the closed interval [0, 1], so this is an example of case C.

3.2.1. Asymptotics for analytic vector fields. In this subsection, we suppose in ad-
dition to the assumptions of Subsection 3.2 that all vector fields in D are analytic
in an open interval around 0. To state our result on the asymptotically dominant
term of ρ1, we introduce the function

ρ̄(η) :=
∑

i>1

λi,1ρi(η).

Theorem 2. Under the assumptions above, the following statements hold.

(1) Let λ1 < a. In cases B and C, there is a constant c > 0 such that

ρ1(η) = cη
λ1
a

−1 + o(η
λ1
a

−1)

as η approaches 0 from the right.
(2) Let λ1 > a > 0. In case B,

lim
η↓0

ρ1(η) =
ρ̄(0)

λ1 − a
> 0.



REGULARITY OF INVARIANT DENSITIES 7

In case C, there is a constant c > 0 such that

ρ1(η) = cη
λ1
a

−1 + o(η
λ1
a

−1)

as η approaches 0 from the right.
(3) Let λ1 = a. In case B, there is a constant c > 0 such that

ρ1(η) = −c ln(η) + o(ln(η))

as η approaches 0 from the right. In case C, ρ1(η) converges to a positive
constant as η approaches 0 from the right.

Theorem 2 is proved in Section 7. Note that in the critical case λ1 = a, the
density ρ1 is unbounded to the right of η = 0 in case B and bounded in case C.

3.2.2. Asymptotics in the nonanalytic case. In the absence of analyticity, we can
still recover some of the results from Theorem 2.

Theorem 3. Under the assumptions above, without analyticity of the vector fields,
the following statements hold.

(1) Let λ1 < a. In cases B and C, there is a constant c > 0 such that

ρ1(η) = cη
λ1
a

−1 + o(η
λ1
a

−1)

as η approaches 0 from the right.
(2) Let λ1 > a > 0. In case B,

lim
η↓0

ρ1(η) =
ρ̄(0)

λ1 − a
> 0.

In case C,

lim
η↓0

ρ1(η) =
ρ̄(0)

λ1 − a
= 0.

(3) Let λ1 = a. In case B, there exist constants c′, c > 0 such that

−c′ ln(η) ≤ ρ1(η) ≤ −c ln(η)

for η sufficiently small. In case C, there is a constant c > 0 such that

ρ1(η) ≤ −c ln(η).

(4) Let a < 0, i.e. 0 is a repelling critical point of u1. In case B,

lim
η↓0

ρ1(η) =
ρ̄(0)

λ1 − a
> 0.

Case C is not possible.

Theorem 3 is proved in Section 7. Theorem 3 implies the following conditions
for boundedness of ρ1 to the right of 0.

Corollary 1. (1) If λ1 < a, ρ1 is unbounded to the right of 0 in cases B and
C.

(2) If λ1 > a > 0, ρ1 is bounded to the right of 0 in cases B and C.
(3) If λ1 = a, ρ1 is unbounded to the right of 0 in case B. In case C, our

analysis is inconclusive.
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Remark 3. The conditions in Corollary 1 align with intuition. If λ1 < a, the rate
of switching away from u1 is lower than the rate at which u1 contracts to its critical
point 0. In this case, the rate at which mass accumulates in the vicinity of 0 is
high, which results in a singularity of the invariant density at 0. If λ1 > a > 0, the
rate of switching away from u1 is higher than the rate of contracting to 0. The rate
at which mass accumulates at 0 is low and ρ1 is bounded near 0 (see [BHK+11,
Theorem 1, part c]).

4. Integral equations for the densities

In this section, we present two integral equations satisfied almost everywhere by
invariant densities of (Pt)t≥0. Loosely stated, these equations illustrate how mass
with respect to an invariant density ρi accumulates at a point η ∈ R. At some
point in time, there is a switch from a vector field in D \ {ui} to ui, and the flow
associated to ui transports mass to η. In a sense, we condition on the time and
nature of this last switch to ui. The family of equations in Lemma 1 describe the
mass transport for a finite history of the process. In this case, there is a positive
probability of having no switch. The equation in Lemma 2 describes the transport
mechanism for an infinite history. This guarantees that with probability 1, there is
at least one switch.

Let µ be an absolutely continuous invariant measure of (Pt)t≥0, with invariant
densities (ρi)i∈S . Since we do not assume backward completeness of the vector fields
in D, we have to be careful when studying the history of a switching trajectory.
It could happen that the backward flow associated to a vector field goes off to
−∞ or ∞ in finite time. For any η ∈ R and for any i ∈ S, let τi(η) denote the
supremum over the set of times t ≥ 0 for which t 7→ Φ−t

i (η) is well-defined. With
this definition, we introduce the shorthand

(3) Φt
i#h(η) :=







h(Φ−t
i (η))

DΦt
i(Φ

−t
i (η))

, t < τi(η)

0, t ≥ τi(η)

for the pushforward of the function h under the flow map Φt
i. We think of h as a

density function on the real line. Note that DΦt
i > 0 in dimension one, so there is

no need for absolute value in the denominator. Since ui is assumed to be C 1, so is
η 7→ Φt

i(η), and the differential DΦt
i is well-defined.

Let L1
+(R) be the set of L1-functions on the real line that have a nonnegative

representative. In other words, L1
+(R) is the space of densities for finite measures

on R.
For any h ∈ L1

+(R) and for any T > 0, define the Perron–Frobenius operators

(4) P̄T
i h(η) :=

1

T

∫ T

0

e−λit Φt
i#h(η) dt

and

(5) P̂T
i h(η) :=

1

T

∫ T

0

e−λit(T − t)Φt
i#h(η) dt.

We can now state the truncated version of the integral equation.
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Lemma 1. For any i ∈ S and for any T > 0,

ρi ≡ P̄T
i ρi +

∑

j 6=i

λj,iP̂
T
i ρj .

To state the integral equation over an infinite time horizon, we define the oper-
ators

P̄ih(η) :=

∫ ∞

0

e−λit Φt
i#h(η) dt, i ∈ S

for densities h ∈ L1
+(R).

Lemma 2. For any i ∈ S,

ρi =
∑

j 6=i

λj,iP̄iρj .

Lemmas 1 and 2 are proved in Section 8. As will become apparent from these
proofs, the lemmas continue to hold if the state space R of the continuous component
X is replaced with a finite-dimensional smooth manifold.

5. Smoothness of the densities at noncritical points

In this section, we prove Theorem 1, which was stated at the beginning of Sec-
tion 3. By assumption, there exist an integer n ≥ 1 and a closed interval I, with
ξ in its interior, on which all vector fields in D are C n+1. Since ξ is noncritical
and since for each vector field in D, the set of critical points has no accumulation
point, we may assume without loss of generality that I does not contain any critical
points. Let I0 ⊂ I be another compact interval containing ξ in its interior, whose
endpoints are a positive distance away from the endpoints of I. As the trajecto-
ries of the X-component of the switching process have bounded speed on compact
subsets of R, there is a small time T0 > 0 such that (Φs

i
)−1(η) ∈ I for any finite

index sequence i, any corresponding sequence of nonnegative switching times s with
l1-norm less than or equal to T0 and for any η ∈ I0.

We define the integration kernels

(6) Ki(ζ, η) :=
exp

(

λi

∫ ζ

η
dx

ui(x)

)

ui(η)

and

(7) K̂T0

i (ζ, η) :=
(

T0 +

∫ ζ

η

dx

ui(x)

)

Ki(ζ, η)

for i ∈ S and (ζ, η) ∈ I × I0. With these definitions, we have the following rep-

resentations of P̄T0

i ρi and P̂
T0

i ρj . See (4) and (5) for the definitions of P̄T0

i and

P̂
T0

i .

Lemma 3. For any i ∈ S and for any η ∈ I0,

(8) P̄
T0

i ρi(η) =
1

T0

∫ η

Φ
−T0
i (η)

ρi(ζ)Ki(ζ, η) dζ.

For any i, j ∈ S, i 6= j, and for any η ∈ I0,

(9) P̂
T0

i ρj(η) =
1

T0

∫ η

Φ
−T0
i (η)

ρj(ζ)K̂
T0

i (ζ, η) dζ.
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Our definition of T0 implies that the interval [Φ−T0

i (η), η] (or [η,Φ−T0

i (η)] if
ui(ξ) < 0) is contained in I, so the integrals on the right are well-defined. Notice
in particular that this reasoning still holds if ui is not backward complete.

Proof: Fix an η ∈ I0 and recall the definition of Φt
i#ρi in (3). Linearity of the

Jacobi flow gives

DΦt
i(Φ

−t
i (η)) =

ui(η)

ui(Φ
−t
i (η))

,

hence

Φt
i#ρi(η) = ρi(Φ

−t
i (η))

ui(Φ
−t
i (η))

ui(η)

for any t ∈ [0, T0]. The change of variables ζ = Φ−t
i (η) then yields (8). Formula (9)

is proved similarly. �

In (8) and (9), the expressions on the right still make sense if Ki and K̂T0

i are
replaced with arbitrary kernels on I×I0. For any such kernel K and for any i, j ∈ S,
set

(10) KT0

i ρj(η) :=
1

T0

∫ η

Φ
−T0
i (η)

ρj(ζ)K(ζ, η) dζ.

The following lemma addresses regularity of the integration kernels (Ki)i∈S and

(K̂T0

i )i∈S .

Lemma 4. The kernels (Ki)i∈S and (K̂T0

i )i∈S are C n+1 on I × I0.

Proof: This follows from the fact that ui is C n+1 and nonzero on I. �

The following lemmas illustrate the smoothening effect of the operators (P̄T0

i )i∈S

and (P̂T0

i )i∈S . We begin by showing that, away from critical points, the densities
(ρi)i∈S are bounded.

Lemma 5. The densities (ρi)i∈S are bounded on the interval I0.

Proof: Fix an i ∈ S. By Lemma 1, it is enough to show that P̄T0

i ρi and (P̂T0

i ρj)j 6=i

are bounded on I0. Since Ki and K̂T0

i are C 1 on the compact set I× I0 (Lemma 4),
they are also bounded on I × I0 by constants ki and ki,T0 . For j ∈ S, let ‖ρj‖1
denote the L1-norm of ρj on R. Using (8),

P̄
T0

i ρi(η) ≤
ki

T0

∫ η

Φ
−T0
i (η)

ρi(ζ) dζ ≤
ki‖ρi‖1

T0

for any η ∈ I0.
And using (9),

P̂
T0

i ρj(η) ≤
ki,T0

T0

∫ η

Φ
−T0
i (η)

ρj(ζ) dζ ≤
ki,T0‖ρj‖1

T0

for any j 6= i, η ∈ I0. �

Remark 4. In the proof of Lemma 5, we did not use any concrete information
about Ki or K̂

T0

i other than boundedness on I × I0. The result still holds if Ki and

K̂T0

i are replaced with arbitrary kernels that are bounded on I × I0. Furthermore,
the time T0 can be replaced with any time T ∈ (0, T0).
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The following corollary will be useful in Section 7 when we derive asymptotics
for invariant densities at critical points.

Corollary 2. Let i ∈ S and assume that ξ ∈ R is not a critical point of ui. Then,
there is a compact interval I with ξ in its interior, such that ρi is bounded on I.

In Lemma 5, we assumed that ξ is noncritical. Here, the point ξ may be critical
for some of the vector fields in D, just not for the particular vector field ui whose
corresponding density function we are interested in.

Proof: Since ui(ξ) 6= 0 and since the set of critical points of ui has no accumulation
points, there is a compact interval I that has ξ in its interior, but does not contain
any critical points of ui. Let I0 ⊂ I be another compact interval with ξ in its interior
such that the endpoints of I0 are a positive distance away from the endpoints of
I. Choose T > 0 so small that Φ−t

i (η) ∈ I for any η ∈ I0 and for any t ∈ [0, T ].

Define the kernels Ki and K̂T
i according to (6) and (7). These kernels are bounded

on I × I0, and we can repeat the proof of Lemma 5 to finish the argument. �

Let I1 ⊂ I0 be a compact interval that contains ξ in its interior and whose
endpoints are a positive distance away from the endpoints of I0. Let T1 ∈ (0, T0] be
so small that (Φs

i
)−1(η) ∈ I0 for any index sequence i, any corresponding sequence

of nonnegative switching times s with l1-norm less than or equal to T1, and for any
η ∈ I1.

Lemma 6. The densities (ρi)i∈S are Lipschitz continuous on I1.

Proof: Fix an i ∈ S. By Lemma 1, it is enough to show that P̄T1

i ρi and (P̂T1

i ρj)j 6=i

are Lipschitz continuous on I1. By Lemma 5, ρi is bounded on I0 by some constant
ri. Let L be a Lipschitz constant of Ki on I × I0 and let L̃ be a Lipschitz constant
of the flow function Φi on [−T1, 0]× I1. The constant ki is defined as in the proof
of Lemma 5 and ki,T1 is defined in analogy to ki,T0 . Fix two points η, ϑ ∈ I1. As

Φ−T1

i (η) and Φ−T1
t (ϑ) are both contained in I0, we obtain the estimate

|P̄T1

i ρi(η)− P̄T1

i ρi(ϑ)|

=
1

T1

∣

∣

∣

∫ η

Φ
−T1
i (η)

ρi(ζ)Ki(ζ, η) dζ −

∫ ϑ

Φ
−T1
i (ϑ)

ρi(ζ)Ki(ζ, ϑ) dζ
∣

∣

∣

≤
1

T1

(∣

∣

∣

∫ Φ
−T1
i (ϑ)

Φ
−T1
i (η)

ρi(ζ)Ki(ζ, η) dζ
∣

∣

∣+
∣

∣

∣

∫ ϑ

η

ρi(ζ)Ki(ζ, ϑ) dζ
∣

∣

∣

+
∣

∣

∣

∫ η

Φ
−T1
i (ϑ)

ρi(ζ)(Ki(ζ, η) −Ki(ζ, ϑ)) dζ
∣

∣

∣

)

≤‖ϑ− η‖
1

T1
(riki(1 + L̃) + L‖ρi‖1).

Let L̂ be a Lipschitz constant of K̂T1

i on I × I0. For a fixed j 6= i, the density ρj
is bounded on I0 by a constant rj , and

(11) |P̂T1

i ρj(η)− P̂
T1

i ρj(ϑ)| ≤ |ϑ− η|
1

T1
(rjki,T1(1 + L̃) + L̂‖ρj‖1).

�
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Remark 5. Lemma 6 continues to hold if Ki and K̂T1

i are replaced with arbitrary
kernels that are Lipschitz continuous on I×I0 and if T1 is replaced with an arbitrary
time T ∈ (0, T1).

Remark 6. Lemma 6 implies the following: If an open interval I does not contain
any critical points, then all invariant densities ρi are Lipschitz continuous on I.
Slightly modifying the proof of Lemma 6, one can show a related statement:

If an open interval I does not contain any critical points of a particular vector
field ui (but possibly critical points of other vector fields), the invariant density ρi
is continuous on I.

Notice that we can only guarantee the continuity of ρi, not its Lipschitz con-
tinuity. Since we allow for critical points of the other vector fields (uj)j 6=i on I,
we also can no longer ascertain boundedness of the corresponding densities (ρj)j 6=i.
Instead of (11), we obtain the weaker estimate

|P̂T1

i ρj(η)− P̂
T1

i ρj(ϑ)| ≤
ki,T1

T1

(∣

∣

∣

∫ Φ
−T1
i (η)

Φ
−T1
i (ϑ)

ρj(ζ) dζ
∣

∣

∣ +
∣

∣

∣

∫ η

ϑ

ρj(ζ) dζ
∣

∣

∣

)

+
‖ρj‖1
T1

L̂|ϑ− η|.

Lemma 7 illustrates the actual smoothening mechanism.

Lemma 7. For any integer k ∈ {0, . . . , n− 1}, the following statement holds:

If the densities (ρi)i∈S are C k on a compact interval Ĩ ⊂ I1 that contains ξ in

its interior, there exist a compact interval Ĩ ′ ⊂ Ĩ with ξ in its interior and a time
T ∈ (0, T1] such that for any C k+2-kernel K on I × I0, the functions (KT

i ρj)i,j∈S

are C k+1 on Ĩ ′.

Recall that we defined KT
i ρj in (10).

Proof: We prove Lemma 7 by induction on k. In the base case, assume that the
densities (ρi)i∈S are continuous on Ĩ ⊂ I1. Let Ĩ ′ ⊂ Ĩ be a compact interval that
contains ξ in its interior and whose endpoints are a positive distance away from
the endpoints of Ĩ. Let T ∈ (0, T1] be so small that (Φs

i
)−1(η) ∈ Ĩ for any index

sequence i, any corresponding sequences of nonnegative switching times s with l1-
norm less than or equal to T , and for any η ∈ Ĩ ′. For any C 2-kernel K on I × I0,
for any η ∈ Ĩ ′ and for any i, j ∈ S,

d

dη
KT

i ρj(η) =
1

T

(

ρj(η)K(η, η) − ρj(Φ
−T
i (η))K(Φ−T

i (η), η)
d

dη
Φ−T

i (η)
)

+
1

T

∫ η

Φ−T
i (η)

ρj(ζ)∂2K(ζ, η) dζ

=
1

T

(

ρj(η)K(η, η) − ρj(Φ
−T
i (η))K(Φ−T

i (η), η)
d

dη
Φ−T

i (η)
)

(12)

+ (∂2K)Ti ρj(η).

Here, ∂2K denotes the partial derivative of K with respect to its second component.
Since ρj is assumed to be C 0 on Ĩ, since K is C 2 on I × I0 and since ui is C n+1 on

I, the first term in (12) is C 0 on Ĩ ′.
It remains to show that (∂2K)Ti ρj is C 0, but this follows along the lines of

Lemma 6, keeping in mind that ∂2K is C
1 and hence Lipschitz continuous on I×I0
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and that T ≤ T1 (see Remark 5). Since d
dη
KT

i ρj(η) is C 0 on Ĩ ′, it follows that KT
i ρj

is C 1 on Ĩ ′. This completes the base case.
In the induction step, let k be a fixed integer in {1, . . . , n− 1} and assume that

the statement holds for k− 1. Assume that the densities (ρi)i∈S are C k on Ĩ ⊂ I1.

The densities (ρi)i∈S are then also C k−1 on Ĩ. By induction hypothesis, there exist

a compact interval Ĩ ′ ⊂ Ĩ with ξ in its interior and a time T ∈ (0, T1] such that

for any C k+1-kernel K on I × I0, the functions (KT
i ρj)i,j∈S are C k on Ĩ ′. Without

loss of generality, we can assume that the endpoints of Ĩ ′ are a positive distance
away from the endpoints of Ĩ and that T is so small that (Φs

i
)−1(η) ∈ Ĩ for any

index sequence i, any corresponding sequence of nonnegative switching times s with
l1-norm less than or equal to T , and for any η ∈ Ĩ ′. Let K be a C k+2-kernel on
I × I0. Then, (12) holds for any η ∈ Ĩ ′ and for any i, j ∈ S.

Since ρj is by assumption C
k on Ĩ, since K is C

k+2 on I × I0 and since ui is

C n+1 on I, the first term in (12) is C k on Ĩ ′. In addition, ∂2K is a C k+1-kernel on

I × I0. By induction hypothesis, (∂2K)Ti ρj is C
k on Ĩ ′, so d

dη
KT

i ρj(η) is C
k on Ĩ ′.

From this, it follows that KT
i ρj is C k+1 on Ĩ ′. �

Proof of Theorem 1: In order to prove Theorem 1, it suffices to show the
following statement: For any integer k ∈ {0, . . . , n}, there is a compact interval
Ik+1 with ξ in its interior such that the densities (ρi)i∈S are C k on Ik+1.

We prove this statement by induction on k. By Lemma 6, the densities (ρi)i∈S

are Lipschitz continuous on I1. This takes care of the base case. In the induction
step, let k be an integer in {1, . . . , n} and assume that the densities (ρi)i∈S are
C k−1 on a compact interval Ik ⊂ I1 with ξ in its interior. By Lemma 7, there exist
a compact interval Ik+1 ⊂ Ik with ξ in its interior and a time T ∈ (0, T1] such that
for any C

k+1-kernel K on I × I0, the functions (KT
i ρj)i,j∈S are C

k on Ik+1.
Fixing an i ∈ S, Lemma 7 applied to the integration kernel Ki yields that P̄

T
i ρi

is C k on Ik+1. Applying Lemma 7 to K̂T
i yields that for any j 6= i, P̂T

i ρj is C k on
Ik+1. By Lemma 1, ρi is C

k on Ik+1. �

6. The support of invariant measures on the real line

Let µ be an invariant measure of the Markov semigroup (Pt)t≥0. In this section,
we describe the support of the measures (µi)i∈S , which are measures on the real
line. Recall that a point ξ ∈ R lies in the support of µi if and only if µi(U) > 0 for
any open neighborhood U of ξ.

We say that a point ξ ∈ R is D-reachable from a point η ∈ R if there exist
a finite index sequence i and a corresponding sequence of nonnegative switching
times t such that

Φt

i (η) = ξ.

For any ξ ∈ R, we define L(ξ) as the set of points that are D-reachable from ξ.
We call a point ξ ∈ R D-accessible from η ∈ R if for any open neighborhood U of

ξ there exist a finite index sequence i and a corresponding sequence of nonnegative
switching times t such that

Φt

i (η) ∈ U.

Let L denote the set of points on the real line that are D-accessible from any point
in R.
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6.1. Minimal invariant sets. A nonempty set I ⊂ R is called invariant if

Φt

i
(ξ) ∈ I

for any ξ ∈ I, any finite index sequence i and any corresponding sequence of
nonnegative switching times t. A minimal invariant set is an invariant set for which
any nonempty strict subset is not invariant. Alternatively, a minimal invariant set
is a nonempty set I with the property that

(13) L(ξ) = I

for any ξ ∈ I.
The following algorithm yields exactly the minimal invariant sets of our switching

system.

(1) Mark −∞ with the label “l” and mark +∞ with the label “r”.
(2) Mark those critical points where all vector fields in D are nonnegative

with an “l” and mark those critical points where all vector fields in D are
nonpositive with an “r”. If a critical point has both labels “l” and “r”, it
is uniformly critical. All uniformly critical points form minimal invariant
sets.

(3) Consider all points, including −∞, with the label “l”. This includes those
points that carry both labels. As +∞ doesn’t have label “l”, each of these
points has a closest labeled point to its right. If this point has label “r”,
the open, possibly infinite, interval with the “l”-labeled and the “r”-labeled
points as its endpoints is a candidate for a minimal invariant set. It is
indeed a minimal invariant set if and only if it contains two not necessarily
distinct points ξ and η for which there are vector fields u, v ∈ D with
u(ξ) > 0 and v(η) < 0.

Proposition 1. The algorithm above characterizes the minimal invariant sets of
the switching system completely. Minimal invariant sets are thus either open inter-
vals or point sets with exactly one element.

Proof: We first show that any set identified by the algorithm as a minimal invari-
ant set is indeed a minimal invariant set. Let S be a set identified by the algorithm
as a minimal invariant set. Then, either S = {ξ}, where ξ is a uniformly critical
point, or S is an open interval (l, r), where l < r are elements of the extended real
line such that

(a) l = −∞ or ui(l) ≥ 0 for any i ∈ S

(b) r = ∞ or ui(r) ≤ 0 for any i ∈ S

(c) for any critical point ξ in (l, r) there exist indices i, j ∈ S with ui(ξ) < 0 < uj(ξ)
(d) if there are no critical points in (l, r), there are at least points ξ, η ∈ (l, r) and

indices i, j ∈ S with ui(ξ) < 0 < uj(η).

If S = {ξ}, it is clear that S is a minimal invariant set: The only strict subset of S
is the empty set, and S is invariant because ξ is uniformly critical.

If S = (l, r), no switching trajectory starting in S can get to the left of l or to the
right of r. This is obvious if l = −∞ or r = ∞. If l or r are finite, it is guaranteed
by Conditions a and b, respectively. Hence, S is invariant. Next, we show that S
is also minimal. Assume that S is not minimal. Then, there is a nonempty strict
subset R of S that is invariant. In addition, there is a point ζ ∈ S with ui(ζ) ≤ 0
for any i ∈ S. To see this, fix a point η ∈ S \R and a point ξ ∈ R. We can assume
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without loss of generality that η > ξ. Since R is invariant, η is not D-reachable
from ξ. Thus, there is a point ζ ∈ [ξ, η] with ui(ζ) ≤ 0 for any i ∈ S.

In light of Condition c, ζ is not critical. On the other hand, Condition d implies
that there exist a ζ̃ ∈ S and a j ∈ S with uj(ζ̃) > 0. Assume without loss of

generality that ζ̃ > ζ, and let

ζ̂ := sup{θ ∈ [ζ, ζ̃] : ui(θ) < 0 ∀i ∈ S}.

The point ζ̂ is a critical point in S with ui(ζ̂) ≤ 0 for any i ∈ S. This violates
Condition c.

Conversely, let I be a minimal invariant set. We need to show that the algorithm
correctly identifies I as a minimal invariant set. Due to the minimality assumption,
I is an interval. If I contains exactly one point, this point is uniformly critical, for
otherwise, I would not be invariant.

If I has at least two elements, it is an interval with distinct endpoints. We now
show that if an endpoint of I is finite, it must be a critical point. Let ξ be a finite
endpoint of I, say its left endpoint, and assume that ξ is noncritical. Since I is
invariant, ui(ξ) > 0 for any i ∈ S. By continuity of the vector fields, there is an
ǫ > 0 such that ui(η) > 0 for any i ∈ S and for any η ∈ [ξ, ξ + ǫ]. By choosing ǫ

sufficiently small, we can then ensure that I \ [ξ, ξ + ǫ] is a nonempty strict subset
of I that is invariant. This contradicts the minimality assumption on I.

Invariance of I also implies that the endpoints of I are not D-reachable from a
starting point in the interior of I. Hence, I is an open interval (l, r), where l and r

may be finite or infinite.
It remains to show that Conditions c and d are satisfied. Let ξ ∈ I be a critical

point. If ui(ξ) ≥ 0 for any i ∈ S, the interval (ξ, r) ⊂ (l, r) is invariant as well which
is a contradiction. Similarly, ui(ξ) cannot be nonpositive for all i ∈ S, so we can
find i, j ∈ S with ui(ξ) < 0 < uj(ξ). To show that Condition d holds, assume that
ui(η) ≥ 0 for all η ∈ I and for all i ∈ S. For ξ ∈ I, the interval (ξ, r) is invariant,
which contradicts the minimality assumption. �

Proposition 2. Minimal invariant sets are pairwise disjoint.

Proof: Let I and J be minimal invariant sets with I ∩ J 6= ∅. As the intersection
of invariant sets, I ∩ J is invariant. Since I and J are minimal, it follows that
I = I ∩ J = J . �

6.2. How minimal invariant sets relate to the support of invariant mea-

sures. We begin by relating invariant measures of the global dynamics on R×S to
invariant measures of the switching dynamics confined to a minimal invariant set.

Let I ⊂ R be a minimal invariant set. On I×S, we define the semigroup (pt)t≥0

by
ptξ,i(E × {j}) := Pt

ξ,i(E × {j})

for any (ξ, i) ∈ I ×S and for any set E in the Borel σ-algebra on I. Hence, (pt)t≥0

can be thought of as the restriction of (Pt)t≥0 to I × S. It is well-defined because
I is invariant.

Proposition 3. There is a one-to-one correspondence between invariant measures
of (pt)t≥0 and those invariant measures of (Pt)t≥0 that assign mass 1 to I × S.
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This is easy to see. We omit the proof.

Next, we show that the support of the measure µ(· × S) does not contain points
outside of the closure of minimal invariant sets.

Proposition 4. Let ξ ∈ R be a point that is not contained in the closure of a
minimal invariant set. Then, ξ is not contained in the support of µ(· × S).

Sketch of proof: We record two statements without proofs.
First, there exist an open neighborhood U of ξ, an open set V ⊂ R, a time T > 0,

a positive integer m, an index sequence i = (i1, . . . , im) of length m and an open
subset ∆ of the simplex

{

s ∈ (0,∞)m−1 :

m−1
∑

l=1

sl < T
}

such that Φ
(s,T−

∑m−1
l=1 sl)

i
(η) ∈ V for any η ∈ U, s ∈ ∆, and such that U ∩ L(ϑ) = ∅

for any ϑ ∈ V .
Second, there are constants ǫ′, c′ > 0 and an open set U ′ ⊂ U such that

inf
η∈U ′;i,j∈S

Pǫ′

η,i(U × {j}) ≥ c′.

The second statement is shown in [BLBMZ12a]. It is an immediate consequence of
the fact that the speed of the process X is bounded on bounded sets.

To derive a contradiction, we assume that ξ belongs to the support of µ(· × S).
As U ′ is an open neighborhood of ξ,

c := µ(U ′ × S) > 0.

Therefore,

∑

i∈S

∫

U ′

PT+ǫ′

θ,i (V × S) µi(dθ) =
∑

i∈S

∫

U ′

∑

l∈S

∫

R

PT
η,l(V × S)Pǫ′

θ,i(dη × {l})µi(dθ)

≥
∑

i∈S

∫

U ′

∫

U

PT
η,i1

(V × S)Pǫ′

θ,i(dη × {i1})µi(dθ)

≥cc′ inf
η∈U

PT
η,i1

(V × S).

Next, we show that infη∈U PT
η,i1

(V × S) > 0. Fix a point η ∈ U and let Ci denote
the event that the driving vector fields up to time T appear in the order given by
i. Let Pi be the probability that the first m driving vector fields appear in the
order given by i, conditioned on ui1 being the first driving vector field. Similarly
to Lemma 17 in Section 8, we have

PT
η,i1

(V × S) ≥Pη,i1(XT ∈ V,Ci)

≥Pi

∫

∆

m−1
∏

l=1

λile
−λil

sle−λim (T−(s1+...+sm−1))ds.(14)

The term in (14) is strictly positive and does not depend on η. We conclude that

a :=
∑

i∈S

∫

U ′

PT+ǫ′

θ,i (V × S) µi(dθ) > 0.
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Hence, there is a positive integer N with Na > 1. Let µP denote the distribution
of the Markov process (X,A) with initial distribution µ. For 0 ≤ k ≤ N − 1, define
the event

Ek := {Xk(T+ǫ′) ∈ U ′, X(k+1)(T+ǫ′) ∈ V,Xj(T+ǫ′) ∈ U ′c for k + 2 ≤ j ≤ N}.

Since the sets (Ek)0≤k≤N−1 are pairwise disjoint,

µP(XN(T+ǫ′) ∈ U ′c) ≥
N−1
∑

k=0

µP(Ek).

Since U ′ cannot be reached from any point in V , we have

Ek = {Xk(T+ǫ′) ∈ U ′, X(k+1)(T+ǫ′) ∈ V }.

Then, for 0 ≤ k ≤ N − 1,

µP(Ek) =
∑

i∈S

∫

R

∑

j∈S

∫

U ′

PT+ǫ′

η,j (V × S)P
k(T+ǫ′)
θ,i (dη × {j})µi(dθ) = a

because µ is an invariant measure. We infer that

µP(XN(T+ǫ′) ∈ U ′c) ≥ Na > 1,

which is impossible. Hence, ξ is not contained in the support of µ(· × S). �

In Proposition 3, we saw that invariant measures on minimal invariant sets cor-
respond to invariant measures on R that are supported on a minimal invariant set.
In the following proposition, we show uniqueness of the invariant measure on a
given minimal invariant set.

Proposition 5. Any minimal invariant set admits at most one invariant measure.

Proof: Let I be a minimal invariant set. If I = {ξ} for some uniformly critical
point ξ, uniqueness of the invariant measure is clear.

If I is an open interval, it does not contain any uniformly critical points by
Proposition 1. By the alternative characterization of minimal invariant sets in (13),
I = L(η) for any η ∈ I. Thus, any point in I is D-reachable from all starting points
in I. By [BH12, Theorem 1], this implies uniqueness of the invariant measure of
the restricted semigroup (pt)t≥0. �

Now, assume that the invariant measure µ is ergodic. If I is a minimal invariant
set, ergodicity of µ implies that µ(I × S) is either 0 or 1. It is then natural to ask
whether we can assign a unique minimal invariant set I to µ for which µ(I×S) = 1.
The following proposition shows that this can be done.

Proposition 6. If µ is ergodic, there is a unique minimal invariant set I with
µ(I × S) = 1.

Proof: Let us begin by showing that such a minimal invariant set exists. Since µ

is ergodic, it is enough to show that µ(I ×S) > 0 for some minimal invariant set I.
We denote the set of points not contained in the closure of a minimal invariant

set by T . According to Proposition 4, the intersection of T and of the support
of µ(· × S) is empty, so there is a point ξ ∈ T c that also lies in the support of
µ(· × S). As ξ ∈ T c, there is a minimal invariant set I whose closure contains ξ.
We distinguish between several cases.
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First, assume that I = {ξ}. Then, ξ is uniformly critical and may or may not be
an endpoint of one or two additional minimal invariant sets. If there are no minimal
invariant sets adjacent to {ξ}, we can find an open neighborhood U of ξ such that
U \ {ξ} ⊂ T . Since the complement of the support of µ(· × S) has measure 0, it
follows that µ(U \ {ξ} × S) = 0. Therefore, µ({ξ} × S) > 0.

If there is at least one open minimal invariant set adjacent to {ξ}, we have
µ({ξ} × S) > 0, or at least one of the adjacent minimal invariant sets has strictly
positive µ(· × S)-measure.

Now, assume that I = (l, r). If ξ ∈ I, it is immediate from the definition of
the support that µ(I × S) > 0. If ξ is an endpoint of I, assume without loss of
generality that ξ = l. We have already dealt with the case where ξ is uniformly
critical. If ξ is critical but not uniformly critical, we still have µ({ξ} × S) > 0 or
µ(I × S) > 0 or µ(J × S) > 0, provided that J is an open minimal invariant set
with ξ as its right endpoint. We only need to exclude the case that µ({ξ}×S) > 0.
This can be done similarly to the proof of Proposition 4.

Uniqueness of the minimal invariant set follows from Proposition 2. �

Proposition 7. If µ is ergodic, there is a unique minimal invariant set I such that
the support of the measures (µi)i∈S equals the closure of I.

Proof: Let I be the unique minimal invariant set for which µ(I × S) = 1 and
whose existence is postulated in Proposition 6. By characterization (13) of minimal
invariant sets, every point in I is D-reachable from any other point in I. By [BH12,
Lemma 6], I is then contained in the support of (µi)i∈S . With µ(I × S) = 1, the
statement follows. �

Corollary 3. Let µ be an invariant measure, not necessarily ergodic. Then, there
exist minimal invariant sets I1, . . . , IN such that the support of µj equals the closure

of
⋃N

i=1 Ii for any j ∈ S. If µ is absolutely continuous, each of the minimal invariant
sets Ii is an open interval.

Proof: This follows from Proposition 7, the Birkhoff Ergodic Theorem and the
Ergodic Decomposition Theorem. See [Hai06] for discussion adapted precisely to
this setting and [CFS82] for more general considerations. �

7. Asymptotics for the densities at critical points

7.1. Asymptotic analysis for nonanalytic vector fields. In this subsection,
we prove Theorem 3. In both cases B and C, there is an open interval I with left
endpoint 0 such that

ρi(η) > 0

for any η ∈ I and for any i ∈ S. This is a consequence of the following lemma.

Lemma 8. Let I be an open interval that is contained in the support of (µi)i∈S .
If the vector field ui does not have any critical points in I, then ρi(η) > 0 for any
η ∈ I.
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Proof: Fix a point η ∈ I. Let Ĩ be a closed subinterval of I, with η contained in
the interior of Ĩ. Let T > 0 be so small that Φs

i
(η) ∈ Ĩ for any finite index sequence

i and any corresponding sequence of switching times s with ‖s‖1 ≤ T .
Since ui does not have any critical points in I, the function

ζ 7→ exp
(

−λi

∫ η

ζ

dx

ui(x)

)

is bounded below on [Φ−T
i (η), η] by a constant c > 0. Using Lemma 1 and (8), we

obtain the estimate

ρi(η) ≥
1

ui(η)

1

T

∫ η

Φ−T
i (η)

ρi(ζ) exp
(

−λi

∫ η

ζ

dx

ui(x)

)

dζ

≥
c

T

1

|ui(η)|

∣

∣

∣

∫ η

Φ−T
i (η)

ρi(ζ) dζ
∣

∣

∣

=
c

T

1

|ui(η)|
µi((Φ

−T
i (η), η)) > 0.(15)

For (15), we used that (Φ−T
i (η), η) is contained in the support of µi. �

Let δ > 0 be so small that none of the vector fields (ui)i>1 have a critical point
in [0, δ], and that u1 has no critical point in (0, δ]. Let a > 0. The vector field u1

is then strictly negative on (0, δ].
For η ∈ (0, δ), define ϑ := limt→τ1(η) Φ

−t
1 (η), where τ1(η) was introduced in

Section 4. This limit is independent of the concrete choice of η. By Lemma 8, there
is a constant c > 0 such that ρ̄(η) ≥ c for any η ∈ [ δ2 , δ]. In case B, we can even
assume that ρ̄(η) ≥ c for any η ∈ [0, δ]. And by Remark 6, ρ̄ is continuous on [0, δ],
which implies that ρ̄ is bounded from above on [0, δ] by some constant ρ̄∞.

Set

r(η) := −
1

u1(η)
−

1

aη
, η ∈ (0, ϑ).

It is not hard to see that r(η) is bounded on (0, δ] by a constant r∞ > 0. Further-
more, as u1 < 0 on (0, ϑ), we have r(η) ≥ − 1

aη
for any η ∈ (0, ϑ).

For η, ζ ∈ [0, ϑ], define

E(η, ζ) := exp
(

−λ1

∫ ζ

η

r(x) dx
)

.

Lemma 9. The function ζ 7→ ζ−
λ1
a ρ̄(ζ)E(η, ζ) is integrable on (δ, ϑ) for any η ∈

[0, δ].

Proof: For η ∈ [0, δ] and ζ ∈ (δ, ϑ),

ζ−
λ1
a ρ̄(ζ)E(η, ζ) =ζ−

λ1
a ρ̄(ζ)E(η, δ)E(δ, ζ)

≤ζ−
λ1
a ρ̄(ζ)eλ1δr∞ exp

(

λ1

∫ ζ

δ

dx

ax

)

=ρ̄(ζ)eλ1δr∞δ−
λ1
a .

The fact that ρ̄ is integrable implies the statement. �

In analogy to Lemma 3, we have the following representation for ρ1.
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Lemma 10. For any η ∈ (0, δ),

ρ1(η) =
(η

λ1
a

−1

a
+ r(η)η

λ1
a

)

∫ ϑ

η

ζ−
λ1
a ρ̄(ζ)E(η, ζ) dζ.

Proof: Fix an η ∈ (0, δ). Using Lemma 2 and the change of variables ζ = Φ−t
1 (η),

we obtain

(16) ρ1(η) = −
1

u1(η)

∫ ϑ

η

ρ̄(ζ) exp
(

λ1

∫ ζ

η

dx

u1(x)

)

dζ.

Since

exp
(

λ1

∫ ζ

η

dx

u1(x)

)

= exp
(

−λ1

∫ ζ

η

dx

ax

)

E(η, ζ) = η
λ1
a ζ−

λ1
a E(η, ζ)

for any ζ ∈ (η, ϑ), and since ζ 7→ ζ−
λ1
a ρ̄(ζ)E(η, ζ) is integrable by Lemma 9, the

statement follows. �

Proof of Theorem 3: Fix an η ∈ (0, δ). Throughout the proof, we work with
the formula for ρ1 provided in Lemma 10.

First, let λ1 < a. Observe that ζ 7→ ζ−
λ1
a ρ̄(ζ)E(0, ζ) is integrable on (0, δ)

because

ζ−
λ1
a ρ̄(ζ)E(0, ζ) ≤ ζ−

λ1
a ρ̄∞eλ1δr∞ .

Together with Lemma 9, we see that this function is integrable on (0, ϑ), which
implies that

lim
η↓0

(

∫ ϑ

η

ζ−
λ1
a ρ̄(ζ)E(η, ζ) dζ

)

=

∫ ϑ

0

ζ−
λ1
a ρ̄(ζ)E(0, ζ) dζ < ∞

by dominated convergence. In addition,
∫ ϑ

0

ζ−
λ1
a ρ̄(ζ)E(0, ζ) dζ ≥

∫ δ

δ
2

ζ−
λ1
a ρ̄(ζ)E(0, ζ) dζ

≥
δ1−

λ1
a

2
ce−λ1δr∞ > 0.

And since r(η) is bounded on (0, δ), limη↓0(r(η)η
λ1
a ) = 0. Part 1 of Theorem 3

follows then from Lemma 10.

Now, let λ1 > a > 0. In case B, ρ̄(0) > 0 by Lemma 8. In case C, ρ̄(0) = 0
because 0 is the right endpoint of an open interval that does not contain any points
from the support of (µi)i∈S .

Since λ1 > a > 0, there is a small α > 0 such that

λ1

a
(1− α) > 1.

Let η ∈ (0, δ) so that η < ηα < δ. Then,

ρ1(η) =
(η

λ1
a

−1

a
+ r(η)η

λ1
a

)

∫ ηα

η

ζ−
λ1
a ρ̄(ζ)E(η, ζ) dζ(17)

+
(η

λ1
a

−1

a
+ r(η)η

λ1
a

)

∫ ϑ

ηα

ζ−
λ1
a ρ̄(ζ)E(η, ζ) dζ.(18)
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The term in (18) is bounded from above by

(η
λ1
a

−1

a
+ r∞η

λ1
a

)(

∫ δ

ηα

ζ−
λ1
a ρ̄(ζ)E(η, ζ) dζ +

∫ ϑ

δ

ζ−
λ1
a ρ̄(ζ)E(η, ζ) dζ

)

≤
(η

λ1
a

−1

a
+ r∞η

λ1
a

)

(η−
λ1
a

αeλ1δr∞‖ρ̄‖1 + δ−
λ1
a eλ1δr∞‖ρ̄‖1)

=eλ1δr∞‖ρ̄‖1
(η

λ1
a

(1−α)−1

a
+ r∞η

λ1
a

(1−α) +
δ−

λ1
a

a
η

λ1
a

−1 + r∞δ−
λ1
a η

λ1
a

)

,

which converges to 0 as η approaches 0 from the right.
Since ηα < δ, the function ζ 7→ ρ̄(ζ)E(η, ζ) is continuous on [η, ηα]. By the

mean-value theorem for integration, there exists ζη ∈ (η, ηα) such that the term to
the right of the equality sign in (17) equals

(η
λ1
a

−1

a
+ r(η)η

λ1
a

)

∫ ηα

η

ζ−
λ1
a dζρ̄(ζη)E(η, ζη)

=
(1

a
(1− η(1−α)(

λ1
a

−1)) + r(η)(η − ηα+(1−α)
λ1
a )

) a

λ1 − a
ρ̄(ζη)E(η, ζη).

Since ζη ∈ (η, ηα) for any η, it is clear that limη↓0 ζη = 0. Continuity of ρ̄ at η = 0
and integrability of r(x) on (0, δ) then imply that

lim
η↓0

(

ρ̄(ζη)E(η, ζη)
a

λ1 − a

)

= a
ρ̄(0)

λ1 − a
.

Furthermore,

lim
η↓0

(1

a
(1− η(1−α)(

λ1
a

−1))
)

=
1

a
.

Finally, for small η > 0, we have η > ηα+(1−α)
λ1
a . It follows that

|r(η)|(η − ηα+(1−α)
λ1
a ) ≤ r∞(η − ηα+(1−α)

λ1
a ),

which converges to 0 as η approaches 0 from the right. This completes the proof of
part 2 of Theorem 3.

Next, assume that λ1 = a. For η ∈ (0, δ),

ρ1(η) =
(1

a
+ r(η)η

)

∫ δ

η

ζ−1ρ̄(ζ)E(η, ζ) dζ

+
(1

a
+ r(η)η

)

∫ ϑ

δ

ζ−1ρ̄(ζ)E(η, ζ) dζ.(19)

By Lemma 9, the term in (19) is bounded on (0, δ). In case B, c ≤ ρ̄(η) ≤ ρ̄∞ for
any η ∈ [0, δ]. Therefore,

− ce−λ1δr∞ ln(η) + ce−λ1δr∞ ln(δ)

≤

∫ δ

η

ζ−1ρ̄(ζ)E(η, ζ) dζ

≤− ρ̄∞eλ1δr∞ ln(η) + ρ̄∞eλ1δr∞ ln(δ)

for η ∈ (0, δ). As

lim
η↓0

(1

a
+ r(η)η

)

=
1

a
,
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this establishes part 3 of Theorem 3 for case B. In case C, we only have ρ̄(η) ≤ ρ̄∞,
which is why we obtain a weaker statement. The proof of part 4 is similar to the
proof of part 2 and we omit it.

�

7.2. Asymptotic analysis for analytic vector fields. In this subsection, we
prove Theorem 2. The ensuing paragraph follows [BHK+11].

For any i ∈ S, we introduce the probability flux

ϕi(η) = ρi(η)ui(η).

The vector of probability fluxes (ϕ1(η), . . . , ϕn(η))
T is denoted by ϕ(η). As in

Subsection 7.1, we let δ > 0 be so small that the vector fields (ui)i>1 have no
critical point in [0, δ] and u1 has no critical point in (0, δ].

Since the invariant densities (ρi)i∈S are C 1 on (0, δ), they satisfy the Fokker–
Planck equations

(20) ρ′i(η)ui(η) + ρi(η)u
′
i(η) = −λiρi(η) +

∑

l 6=i

λl,iρl(η), i ∈ S,

on (0, δ), see [FGRC09]. Written in terms of the probability fluxes, (20) becomes

(21) ϕ′
i(η) = −

λi

ui(η)
ϕi(η) +

∑

l 6=i

λl,i

ul(η)
ϕl(η), i ∈ S.

In Appendix A, we show how Equation (16) can be derived directly from the Fokker–
Planck equations if the invariant densities are C 1.

Our approach is to derive the asymptotically dominant term for the probability
flux ϕ1, which will then immediately give the asymptotically dominant term for ρ1.
We begin by showing that limη↓0 ϕ1(η) = 0.

Lemma 11. We have limη↓0 ϕ1(η) = 0.

Proof: By Remark 6, the limit limη↓0 ϕi(η) exists for any i > 1.
It is an easy corollary of (21) that

∑

i∈S

ϕ′
i(η) = 0

for any η ∈ (0, δ). Thus, the sum of all probability fluxes is equal to a constant k
on this interval. Since

ϕ1(η) = k −
∑

i>1

ϕi(η)

for any η ∈ (0, δ), the limit l := limη↓0 ϕ1(η) exists as well. It remains to show that
l = 0.

To obtain a contradiction, assume that l 6= 0. Then, there is no loss of generality
in assuming that

|ϕ1(η)| ≥
|l|

2
for any η ∈ (0, δ). Since u1(η) = −aη + o(η) as η approaches 0 from the right, we
may also assume that

∣

∣

∣

∣

u1(η)

η

∣

∣

∣

∣

≤ 2|a|, η ∈ (0, δ).
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But this yields

∫ δ

0

ρ1(η) dη =

∫ δ

0

|ϕ1(η)|

|u1(η)|
dη ≥

|l|

4|a|

∫ δ

0

dη

η
= ∞,

which contradicts the fact that ρ1 is integrable. �

Corollary 4. In case C from Section 3.2, limη↓0 ϕ(η) = 0.

Proof: In case C, the invariant densities (ρi)i∈S vanish to the left of 0. By Re-
mark 6, the densities (ρi)i>1 are continuous at 0, which implies that limη↓0 ρi(η) = 0
for any i > 1. Hence, limη↓0 ϕi(η) = 0 for any i > 1, and limη↓0 ϕ1(η) = 0 by
Lemma 11. �

We introduce the matrix of switching rates

Λ :=











−λ1 λ2,1 · · · λn,1

λ1,2 −λ2 · · · λn,2

...
...

. . .
...

λ1,n λ2,n · · · −λn











,

and let U(η) be the diagonal matrix with diagonal entries 1
u1(η)

, . . . , 1
un(η)

.

For a fixed ǫ ∈ (0, δ), we consider the initial-value problem

φ′(η) = ΛU(η)φ(η),(22)

φ(ǫ) = ϕ(ǫ),

whose unique solution is ϕ(η). Initial-value problem (22) can be written equiva-
lently as

φ′(η) =
1

η
B(η)φ(η),(23)

φ(ǫ) = ϕ(ǫ).

Here,

B(η) := ΛŨ(η),

where Ũ(η) is the diagonal matrix with diagonal entries η
u1(η)

, . . . , η
un(η)

. Note that

B(η) is analytic at η = 0. This follows from the fact that the diagonal entries of

Ũ(η) are analytic at η = 0, which is easily derived from analyticity of the vector
fields. The linear system (23) then has a so-called regular singular point at η = 0
(see [Tay11, Section 3.11]).

Since B(η) is analytic at η = 0, there exist a ρ ∈ (0, δ) and a sequence of matrices
(Bk)k≥0 such that

(24) B(η) =

∞
∑

k=0

ηkBk

for any η ∈ (−ρ, ρ). There is no loss of generality in assuming that ρ = δ.
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Since u1(η) = −aη + O(η2), and since ui(η) 6= 0 for any i > 1, the matrix B0

in (24) has the form

B0 =











λ1

a
0 · · · 0

−λ1,2

a
0 · · · 0

...
...

. . .
...

−λ1,n

a
0 · · · 0











.

It is easy to give a complete description of the eigenvalues and corresponding
eigenspaces of B0.

Lemma 12. The matrix B0 has eigenvalues λ1

a
and 0. The eigenspace

corresponding to λ1

a
is spanned by the vector λ := (λ1,−λ1,2,−λ1,3, . . . ,−λ1,n)

T .
The eigenspace corresponding to 0 is the orthogonal complement to the span of
{(1, 0, . . . , 0)T }.

We omit the proof of Lemma 12.

At this point, we need to distinguish between two cases. First, assume that λ1

a

is not an integer. Such a condition is sometimes referred to as a nonresonance
condition. The following statement is then a reformulation of [Tay11, Proposition
11.2].

Lemma 13. There is a function

(25) V (η) = 1+

∞
∑

k=1

ηkVk

that satisfies the normal equation

(26) ηV ′(η) = B(η)V (η)− V (η)B0, η ∈ (0, δ)

and for which

ϕ(η) = V (η) exp
(

ln
(η

ǫ

)

B0

)

V (ǫ)−1ϕ(ǫ), η ∈ (0, δ).

Now, we consider the resonance case, i.e we assume that λ1

a
is a positive integer.

In this case, we may not be able to construct a solution of the form (25) to (26).
Instead, we consider the modified version

(27) ηV ′(η) = B(η)V (η)− V (η)(B0 + η
λ1
a Y ),

where Y is a matrix satisfying

(28) B0Y = Y
(

B0 +
λ1

a
1

)

.

In this setting, we have the following reformulation of [Tay11, Proposition 11.5].

Lemma 14. There exist a function V (η) of the form (25) and a matrix Y satisfy-
ing (28) such that V (η) satisfies (27) with Y and

ϕ(η) = V (η) exp
(

ln
(η

ǫ

)

B0

)

exp
(

ln
(η

ǫ

)

Y
)

V (ǫ)−1ϕ(ǫ), η ∈ (0, δ).
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Proof of Theorem 2: Comparing Theorems 2 and 3, we see that we only need
to show part 2 for case C and part 3 for both cases.

Let ν ∈ R and let ỹ ∈ R
n with first component equal to 0 such that

V (ǫ)−1ϕ(ǫ) = νλ+ ỹ,

where λ was defined in Lemma 12.
In the nonresonance case, Lemma 12 implies that

exp
(

ln
(η

ǫ

)

B0

)

V (ǫ)−1ϕ(ǫ) =

∞
∑

k=0

1

k!

(

ln
(η

ǫ

))k

(νBk
0λ+Bk

0 ỹ)

= ỹ + νλ +
∞
∑

k=1

1

k!

(

ln
(η

ǫ

))k

ν
(λ1

a

)k

λ

= ỹ + ν exp
(λ1

a
ln
(η

ǫ

))

λ

= ỹ + νǫ−
λ1
a η

λ1
a λ,(29)

so

(30) ϕ(η) =
(

1+
∞
∑

k=1

ηkVk

)

(ỹ + νǫ−
λ1
a η

λ1
a λ), η ∈ (0, δ)

by Lemma 13. From (30), we infer that

ỹ = lim
η↓0

ϕ(η).

In case C, Corollary 4 implies that ỹ = 0. If ν was equal to 0, it would then follow
that ϕ ≡ 0 on (0, δ). This is impossible in light of Lemma 8. As a result,

ϕ(η) = νǫ−
λ1
a η

λ1
a λ+ o(η

λ1
a )

as η approaches 0 from the right. This establishes part 2 of Theorem 2 for case C
and under the assumption that λ1

a
is not an integer.

In the resonance case, Proposition 11.6 in [Tay11] implies that Y 2 = 0, that

Y λ = 0 and that Y ỹ is an eigenvector of B0 corresponding to the eigenvalue λ1

a
.

Together with Lemma 14, this yields

ϕ(η) =V (η) exp
(

ln
(η

ǫ

)

B0

)(

νλ+ ỹ + ln
(η

ǫ

)

Y (νλ + ỹ)
)

=V (η)
(

exp
(

ln
(η

ǫ

)

B0

)

(νλ + ỹ)(31)

+ ln
(η

ǫ

)(

Y ỹ +

∞
∑

k=1

1

k!

(

ln
(η

ǫ

))k(λ1

a

)k

Y ỹ
))

.(32)

Using (29) and (25), the term in (31) and (32) becomes

(33)
(

1+

∞
∑

k=1

ηkVk

)

(ỹ + ǫ−
λ1
a η

λ1
a (νλ− ln(ǫ)Y ỹ) + ǫ−

λ1
a η

λ1
a ln(η)Y ỹ).

Let us first consider the situation where λ1

a
> 1. In case C, ỹ = 0 and we obtain

ϕ(η) = νǫ−
λ1
a η

λ1
a λ+ o(η

λ1
a )
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as η approaches 0 from the right. Since ν 6= 0 by Lemma 8, we have established
part 2 of Theorem 2 for case C under the assumption that λ1

a
is an integer larger

than 1.

Now, suppose that λ1

a
= 1. In case C, Representation (33) of ϕ(η) implies that

ϕ(η) = νǫ−1ηλ+ o(η),

and part 3 of Theorem 2 follows for case C.
In case B, (33) yields

ϕ(η) = ỹ + ǫ−1η ln(η)Y ỹ + o(η ln(η)).

Since Y ỹ is an eigenvector of B0 with corresponding eigenvalue λ1

a
, Lemma 12

implies that the first component of Y ỹ is nonzero. This yields part 3 of Theorem 2
for case B. �

8. Proof of Lemmas 1 and 2

For t ≥ 0, as defined in (1) let µPt denote the distribution of (X,A)t starting
from the initial distribution µ. Since µ is invariant under (Pt)t≥0,

(34) µi() =

∫ T (2)

T (1)

π(t)µPt(×{i}) dt

for any T (1) < T (2) in [0,∞] and for any probability density π(t) on (T (1), T (2)).
We will expand the expression on the right with respect to the sequences of

driving vector fields and will ultimately see how ρi gets transformed through the
action of the Markov semigroup and through time-averaging.

The following formula is the key to Lemmas 1 and 2.

Lemma 15. Let E ⊂ R be a Borel set and let i ∈ S. For any T (1) < T (2) in [0,∞]
and for any probability density π(t) on (T (1), T (2)),

µi(E) =

∫

E

(

∫ T (2)

T (1)

π(t)e−λit Φt
i#ρi(η) dt

+
∑

j 6=i

λj,i

(

∫ T (1)

0

e−λit Φt
i#ρj(η) dt+

∫ T (2)

T (1)

c(t)e−λit Φt
i#ρj(η) dt

))

dη,

where c(t) :=
∫ T (2)−t

0 π(s+ t) ds.

Given this representation for µi, we first show Lemma 1 and then Lemma 2.
Finally, we prove the representation itself.

8.1. Proof of Lemma 1. When we set T (1) = 0, T (2) = T and π(t) = 1
T
, the

identity in Lemma 15 becomes

µi(E) =

∫

E

( 1

T

∫ T

0

e−λit Φt
i#ρi(η) dt

+
∑

j 6=i

λj,i

1

T

∫ T

0

(T − t)e−λit Φt
i#ρj(η) dt

)

dη.

This implies Lemma 1.
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8.2. Proof of Lemma 2. When we set T (1) = T for some time T > 0, T (2) = ∞
and π(t) = eT−t, the identity in Lemma 15 becomes

µi(E) =

∫

E

(

∫ ∞

T

eT−te−λit Φt
i#ρi(η) dt

+
∑

j 6=i

λj,i

(

∫ T

0

e−λit Φt
i#ρj(η) dt+

∫ ∞

T

eT−te−λit Φt
i#ρj(η) dt

))

dη.

Since µ is a probability measure,
∫

E

∫ ∞

T

eT−te−λit Φt
i#ρi(η) dt dη =

∫ ∞

T

eT−te−λitµi((Φ
t
i)

−1(E)) dt

≤e−λiT

∫ ∞

T

eT−t dt = e−λiT ,

where one should observe that the set (Φt
i)

−1(E) is well-defined even if Φ−t
i (η) is

undefined for some η ∈ E. Similarly,

∑

j 6=i

λj,i

∫

E

∫ ∞

T

eT−te−λit Φt
i#ρj(η) dt dη ≤

∑

j 6=i

λj,ie
−λiT .

Letting T go to infinity, we obtain that

µi(E) =

∫

E

∑

j 6=i

λj,i

∫ ∞

0

e−λit Φt
i#ρj(η) dt dη,

and Lemma 2 follows.

8.3. Proof of Lemma 15. Fix an i ∈ S. We introduce some notation. For any
t > 0 and for any index sequence i with terminal index i, let Ct

i
denote the event

that the driving vector fields up to time t appear in the order given by i. For
any index sequence i = (i1, . . . , im−1, i) of length m ≥ 2, let Pi be the probability
that the first m driving vector fields appear in the order given by i, conditioned
on ui1 being the first driving vector field. For T > 0 and m ∈ N, we define the
simplex ∆T,m as the interior of the convex hull of the vectors 0, T e1, . . . , T em in
R

m. For any vector v with m components, no matter whether v is a vector of
indices, switching times or switching rates, let v(m−1) denote the projection of v
onto its first (m− 1) coordinates. Moreover, let ‖v‖1 be the sum of the coordinates
of v and let 〈·, ·〉 denote the Euclidean inner product on the space that fits the
context (usually R

m−1 or Rm).

Lemma 16. For any T (1) < T (2) in [0,∞] and for any function π(t) that is non-
negative and integrable on (T (1), T (2)),

∫ T (2)

T (1)

π(t)Pξ,i(C
t
(i))

∫

R

Pξ,i(Xt ∈ E|Ct
(i))µi(dξ) dt

=

∫

E

∫ T (2)

T (1)

π(t)e−λit Φt
i#ρi(η) dt dη.

Proof: This is immediate. �
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Lemma 17. For any index sequence i = (i1, . . . , im−1, i) of length m ≥ 2, for any
T (1) < T (2) in [0,∞] and for any function π(t) that is nonnegative and integrable
on (T (1), T (2)),

∫ T (2)

T (1)

π(t)Pξ,i1 (C
t
i
)

∫

R

Pξ,i1(Xt ∈ E|Ct
i
)µi1(dξ) dt

= Pi

m−1
∏

l=1

λil

∫

∆
T(2),m

\∆
T (1),m

π(‖s‖1)e
−〈λ(m−1),s(m−1)〉e−λismµi1((Φ

s

i )
−1(E)) ds,

where λ(m−1) = (λi1 , . . . , λim−1 )
T .

Proof: Fix an index sequence i = (i1, . . . , im−1, i) of length m, T (1) < T (2) ∈
[0,∞] and a nonnegative integrable function π on (T (1), T (2)). Let T1, . . . , Tm be
independent, exponentially distributed random variables such that Tl has parameter
λil for 1 ≤ l ≤ m− 1 and Tm has parameter λi. For any t ≥ T (1),

(35)

∫

R

Pξ,i1(Xt ∈ E|Ct
i
)µi1(dξ)

=
1

P(Rt
i
)

∫

R

P(Φ
(T1,...,Tm−1,t−

∑m−1
l=1 Tl)

i
(ξ) ∈ E,Rt

i
) µi1(dξ),

where

Rt
i :=

{

m−1
∑

l=1

Tl < t ≤
m
∑

l=1

Tl

}

.

As a notational shorthand, we introduce the functions

f
ξ
t,i : R

m−1 → R, (s1, . . . , sm−1) 7→ Φ
(s1,...,sm−1,t−

∑m−1
l=1

sl)

i
(ξ).

Then,

P(Φ
(T1,...,Tm−1,t−

∑m−1
l=1 Tl)

i
(ξ) ∈ E;Rt

i)

=

∫

∆t,m−1

1{fξ

t,i
(s)∈E}(s)

m−1
∏

l=1

λile
−λil

sle−λi(t−‖s‖1) ds,

which implies that (35) can be written as

(36)
1

P(Rt
i
)

∫

R

∫

∆t,m−1

1{fξ

t,i
(s)∈E}(s)

m−1
∏

l=1

λile
−λil

sle−λi(t−‖s‖1) dsµi1(dξ).

Interchanging the order of integration,the righthand side of (36) becomes

1

P(Rt
i
)

∫

∆t,m−1

m−1
∏

l=1

λile
−λil

sl−λi(t−‖s‖1)µi1((f
·
t,i(s))

−1(E)) ds.

We have thus shown that

∫ T (2)

T (1)

π(t)Pξ,i1 (C
t
i )

∫

R

Pξ,i1(Xt ∈ E|Ct
i )µi1(dξ) dt =

∫ T (2)

T (1)

π(t)
Pξ,i1(C

t
i
)

P(Rt
i
)

·

∫

∆t,m−1

m−1
∏

l=1

λile
−λil

sl−λi(t−‖s‖1)µi1((f
·
t,i(s))

−1(E)) ds dt.
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The term
Pξ,i1

(Ct
i
)

P(Rt
i
) gives the probability that the first m driving vector fields appear

according to index sequence i, conditioned on ui1 being the first driving vector field.
It is therefore equal to Pi. Interchanging the order of integration and substituting
sm = t− ‖s‖1, Lemma 17 follows. �

Lemma 18. For any index sequence i = (i1, . . . , im−1, i) of length m ≥ 2, for any
T (1) < T (2) in [0,∞] and for any function π(t) that is nonnegative and integrable
on (T (1), T (2)),

∫ T (2)

T (1)

π(t)Pξ,i1 (C
t
i
)

∫

R

Pξ,i1(Xt ∈ E|Ct
i
)µi1(dξ) dt =

∫

∆
T(2),2

\∆
T(1),2

λim−1,ie
−λitπ(s+ t)Pξ,i1(C

s
i(m−1) )

·

∫

R

Pξ,i1(Xs ∈ (Φt
i)

−1(E)|Cs
i(m−1) )µi1(dξ) d(s, t).

Proof: For notational compactness momentarily we introduce the notation ∆̃i(m, t) :=
∆T (i)−t,m−1. Then by Tonelli’s theorem, the term to the right of the equality sign
in Lemma 17 can be written as

∫ T (1)

0

Pi

m−1
∏

l=1

λil

∫

(∆̃2\∆̃1)(m,t)

π(‖s‖1 + t)e−〈λ(m−1),s〉−λitµi1((Φ
(s,t)
i

)−1(E)) ds dt

+

∫ T (2)

T (1)

Pi

m−1
∏

l=1

λil

∫

∆̃2(m,t)

π(‖s‖1 + t)e−〈λ(m−1),s〉e−λit

· µi1((Φ
(s,t)
i

)−1(E)) ds dt

=

∫ T (1)

0

λim−1,ie
−λitPi(m−1)

m−2
∏

l=1

λil

∫

(∆̃2\∆̃1)(m,t)

πt(‖s‖1)e
−〈λ(m−1),s〉

· µi1((Φ
s

i(m−1))
−1((Φt

i)
−1(E))) ds dt

+

∫ T (2)

T (1)

λim−1,ie
−λitPi(m−1)

m−2
∏

l=1

λil

∫

∆̃2(m,t)

πt(‖s‖1)e
−〈λ(m−1),s〉

· µi1((Φ
s

i(m−1))
−1((Φt

i)
−1(E))) ds dt,

where the function πt(s) := π(s+t) is nonnegative and integrable on (T (1)−t, T (2)−
t) if t < T (1), and is nonnegative and integrable on (0, T (2) − t) if t > T (1).
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By another application of Lemma 17 (if m > 2) or of Lemma 16 (if m = 2), the
previous term becomes

∫ T (1)

0

λim−1,ie
−λit

∫ T (2)−t

T (1)−t

πt(s)Pξ,i1(C
s
i(m−1) )

·

∫

R

Pξ,i1(Xs ∈ (Φt
i)

−1(E)|Cs
i(m−1))µi1(dξ) ds dt

+

∫ T (2)

T (1)

λim−1,ie
−λit

∫ T (2)−t

0

πt(s)Pξ,i1(C
s
i(m−1) )

·

∫

R

Pξ,i1(Xs ∈ (Φt
i)

−1(E)|Cs
i(m−1))µi1(dξ) ds dt

=

∫

∆
T (2),2

\∆
T(1),2

λim−1,ie
−λitπ(s+ t)Pξ,i1(C

s
i(m−1))

·

∫

R

Pξ,i1(Xs ∈ (Φt
i)

−1(E)|Cs
i(m−1) )µi1(dξ) d(s, t).

�

Proof of Lemma 15: Fix a Borel set E, T (1) < T (2) ∈ [0,∞] and a probability
density π on (T (1), T (2)). Expanding the term to the right of the equality sign
in (34) by conditioning on the sequences of driving vector fields, we obtain

µi(E) =

∫ T (2)

T (1)

π(t)Pξ,i(C
t
(i))

∫

R

Pξ,i(Xt ∈ E|Ct
(i))µi(dξ) dt

+
∑

i:|i|≥2

∫ T (2)

T (1)

π(t)Pξ,i1 (C
t
i
)

∫

R

Pξ,i1(Xt ∈ E|Ct
i
)µi1(dξ) dt,(37)

where
∑

i:|i|≥2 extends over all index sequences i = (i1, . . . , im−1, i) with terminal

index i and length m ≥ 2.
By Lemma 16, it is enough to show that the term in (37) equals

∑

j 6=i

λj,i

∫

E

(

∫ T (1)

0

e−λit Φt
i#ρj(η) dt +

∫ T (2)

T (1)

c(t)e−λitΦt
i#ρj(η) dt

)

dη,

where c(t) is defined as in Lemma 15. For any m ≥ 2, let
∑

i:|i|=m be the sum over

all index sequences of length m with terminal index i. For any j ∈ S, let
∑(j)

i
be

the sum over all index sequences i with terminal index j. By Lemma 18, the term
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in (37) can be written as

(38)

∞
∑

m=2

∑

i:|i|=m

∫

∆
T(2),2

\∆
T (1),2

λim−1,ie
−λitπ(s+ t)Pξ,i1 (C

s
i(m−1))

·

∫

R

Pξ,i1(Xs ∈ (Φt
i)

−1(E)|Cs
i(m−1) )µi1(dξ) d(s, t)

=
∑

j 6=i

∫

∆
T (2),2

\∆
T (1),2

λj,ie
−λitπ(s+ t)

·

(j)
∑

i

Pξ,i1(C
s
i )

∫

R

Pξ,i1(Xs ∈ (Φt
i)

−1(E)|Cs
i ) µi1(dξ) d(s, t).

Moreover, for any fixed s,

(j)
∑

i

Pξ,i1(C
s
i
)

∫

R

Pξ,i1(Xs ∈ (Φt
i)

−1(E)|Cs
i
) µi1(dξ) = µPs((Φt

i)
−1(E)× {j}).

Since µ is invariant, µPs((Φt
i)

−1(E) × {j}) equals µj((Φ
t
i)

−1(E)) and is thus inde-
pendent of s.

As a result, the right side of (38) equals

∑

j 6=i

∫

∆
T (2),2

\∆
T (1),2

λj,ie
−λitπ(s+ t)µj((Φ

t
i)

−1(E)) d(s, t)

=
∑

j 6=i

∫ T (1)

0

λj,ie
−λitµj((Φ

t
i)

−1(E))

∫ T (2)−t

T (1)−t

π(s+ t) ds dt

+
∑

j 6=i

∫ T (2)

T (1)

λj,ie
−λitµj((Φ

t
i)

−1(E))

∫ T (2)−t

0

π(s+ t) ds dt,

and Lemma 15 follows. �

Appendix A. How Equation (16) relates to the Fokker–Planck

equations

Equation (16) in the proof of Lemma 10 can also be derived from the Fokker–
Planck equations, but in order to do this, one needs to assume that the invariant
densities are C 1.

It is an immediate consequence of (20) that

ρ̄(ζ) = (λ1 + u′
1(ζ))ρ1(ζ) + u1(ζ)ρ

′
1(ζ),

see [BHK+11]. Hence, the term to the right of the equality sign in (16) equals

−
1

u1(η)

∫ ϑ

η

(λ1 + u′
1(ζ))ρ1(ζ) exp

(

λ1

∫ ζ

η

dx

u1(x)

)

dζ(39)

−
1

u1(η)

∫ ϑ

η

ρ′1(ζ)u1(ζ) exp
(

λ1

∫ ζ

η

dx

u1(x)

)

dζ.(40)
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As

lim
ζ↑ϑ

(

ρ1(ζ)u1(ζ) exp
(

λ1

∫ ζ

η

dx

u1(x)

))

= 0

if u1 is smooth and forward-complete, integration by parts implies that the term
in (40) equals

(41) ρ1(η) +
1

u1(η)

∫ ϑ

η

(λ1 + u′
1(ζ))ρ1(ζ) exp

(

λ1

∫ ζ

η

dx

u1(x)

)

dζ.

Since the second term in (41) cancels with the term in (39), we obtain (16).
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