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#### Abstract

Using recent mathematical advances, a geometric approach to rare noise-driven transition events in nonequilibrium systems is given, and an algorithm for computing the maximum likelihood transition curve is generalized to the case of state-dependent noise. It is applied to a model of electronic transport in semiconductor superlattices to investigate transitions between metastable electric field distributions. When the applied voltage $V$ is varied near a saddle-node bifurcation at $V_{t h}$, the mean life time $\langle T\rangle$ of the initial metastable state is shown to scale like $\log \langle T\rangle \propto\left|V_{t h}-V\right|^{3 / 2}$ as $V \nearrow V_{t h}$.


PACS numbers: 05.40.-a, 05.10.-a, 05.10.Gg, $72.70 .+\mathrm{m}$

The study of noise-driven transitions between metastable states is of current interest for a range of systems, for example, chemical reaction systems [1], nanoand micromechanical oscillators [2-4], magnetic tunnel junctions [5], and biochemical networks [6]. Accordingly, the development of mathematical and numerical methods [ $7-10$ ] for understanding in particular the mean transition (or escape) time and the most probable escape path is an active area with implications for a variety of fields. Since the widely-used string method [7] is restricted to the case of gradient drift, the geometric minimum action method (gMAM) [9-11] was recently introduced for nongradient systems (as a successor of the minimum action method, MAM [8]). However, none of its implementations can at present deal with multiplicative (i.e., statedependent) noise, leaving it inapplicable to a number of important physical problems.

In this paper we fill this gap by extending gMAM to systems with multiplicative noise, and we also introduce a useful new method for locating unstable equilibrium points in high-dimensional systems. The mathematical framework, large deviation theory [12], is presented in a non-standard geometric way (i.e., based on unparameterized curves), which allows us to incorporate a key result of a recent study [13] proving the existence of a maximum likelihood transition curve $\gamma^{\star}$.

These techniques are illustrated by applying them to the problem of stochastic current switching in a semiconductor superlattice (SL), which is a linear array of $N>1$ quantum wells that are coupled to each other via electron tunneling. While the deterministic nonlinear properties of SLs have been studied extensively and are generally well-understood [14], very little theoretical work [15] exists for explaining experimental measurements [16] of noise-induced current switching in this system. One object of interest is the mean escape time $\langle T\rangle$ from the metastable states in the SL system, and its dependence on key control parameters such as the applied voltage $V$. Since the noise in the SL model is multiplicative, previous studies could not yet use gMAM and instead
relied on direct simulation of the underlying stochastic differential equations (SDEs) [15]. The resulting lack of accuracy and high computational cost (note that $\langle T\rangle$ becomes exponentially large in the zero-noise limit) can now be circumvented by the non-trivial extension of gMAM introduced here.

This allows us, for the first time, to determine the scaling behavior of $\langle T\rangle$ for the SL system. Specifically, we show that $\log \langle T\rangle \propto\left|V_{t h}-V\right|^{3 / 2}$ as $V \nearrow V_{t h}$, where $V_{t h}$ is the value above which the initial metastable state ceases to exist. Previously, this scaling result was only established for the one-dimensional case, i.e., for the case of a single quantum well with small cross-sectional size [17].

We begin by presenting the SDE model for the SL system. Electronic transport properties of weakly-coupled superlattices are accurately described by a spatially discrete model that incorporates sequential resonant tunneling between successive quantum wells [14, 18]. For a superlattice with $N$ quantum wells, this model consists of the Poisson and the charge continuity equations

$$
\begin{align*}
F_{i}-F_{i-1} & =\frac{e}{\varepsilon}\left(n_{i}-N_{D}\right), & i & =1, \ldots, N  \tag{1}\\
J_{i}-J_{i-1} & =-e \frac{d n_{i}}{d t}, & i & =1, \ldots, N \tag{2}
\end{align*}
$$

where $F_{i}$ denotes the spatially-averaged electric field in the $i^{\text {th }}$ period of the $\mathrm{SL}, n_{i}$ is the 2 D electron density in the $i^{\text {th }}$ well, $e$ is the elementary charge, $\varepsilon$ is the dielectric constant, $N_{D}=1.5 \times 10^{11} \mathrm{~cm}^{-2}$ is the 2 D doping density, and $J_{i}$ is the tunneling current density from the $i^{\text {th }}$ to the $(i+1)^{\text {th }}$ well [19]. Differentiating (1) with respect to time and inserting the result into (2) gives

$$
\begin{equation*}
\varepsilon \frac{d F_{i}}{d t}+J_{i}=J(t), \quad i=0, \ldots, N \tag{3}
\end{equation*}
$$

where the total current density $J(t)$ is the same for all periods. The bias condition is

$$
\begin{equation*}
\sum_{i=0}^{N} F_{i}=\frac{V}{\ell} \tag{4}
\end{equation*}
$$



FIG. 1. (a) The $f\left(F_{i} / F_{\max }\right)$ curve. (b) The $J-V$ curve. Every point on the two solid branches corresponds to an attractor of our system, points on the dotted branch correspond to a saddle point. The vertical line at $V_{t h}$ marks the location of the saddle node bifurcation.
where $V$ is the time-independent voltage bias across the entire SL (which is the control parameter for this system), and where $\ell$ is the distance between successive wells.

The current density $J_{i}$ is developed using a transfer Hamiltonian, and it can be written as a function of the local field and the neighboring charge densities [18]:

$$
\begin{align*}
J_{i} & =\frac{e v_{M} f\left(F_{i} / F_{\max }\right)}{\ell}\left[n_{i}-c_{1} \ln \left\{1+e^{-c_{2} F_{i}}\left(e^{n_{i+1} / c_{1}}-1\right)\right\}\right] \\
& =J_{i}\left(F_{i}, n_{i}, n_{i+1}\right) \tag{5}
\end{align*}
$$

for $i=1, \ldots, N-1$, where $c_{1}=1.68 \cdot 10^{10} \mathrm{~cm}^{-2}, c_{2}=$ $3.0145 \mathrm{~cm} / \mathrm{kV}, v_{M}=1.691 \mathrm{~m} / \mathrm{s}, F_{\max }=3.945 \mathrm{kV} / \mathrm{cm}$, and where the function $f\left(F_{i} / F_{\max }\right)$ is shown in Fig. 1(a) [20]. For the present study, we use standard Ohmic boundary conditions

$$
\begin{equation*}
J_{0}=g F_{0} \quad \text { and } \quad J_{N}=g F_{N} \frac{n_{N}}{N_{D}} \tag{6}
\end{equation*}
$$

where $g=0.08(\Omega \mathrm{~m})^{-1}$ denotes the effective contact conductivity.

Equations (1) and (3)-(6) constitute a complete dynamical system in $\left(F_{0}, \ldots, F_{N}\right)$ describing electronic transport in the SL system and, for the parameters used here, are well-known to yield two stable points within a range of bias values $V[18]$. By (3), (5)-(6) and (1), for each equilibrium solution we have $J_{0}=\cdots=J_{N}=$ $J=$ const, and so the bistability can be illustrated by the current-voltage curve in Fig. 1(b) which for every equilibrium point shows the associated value for $J$.

The full curve consists of $N+1$ stable current branches, the first $N$ of which each ends in a saddle node bifurcation; Fig. 1(b) shows only the $4^{\text {th }}$ and $5^{\text {th }}$ branches (the two solid curves), which are the focus of our study. Within the $n^{\text {th }}$ current branch (counted from $V=0$ ), every stable state $\left(F_{0}, \ldots, F_{N}\right)$ consists of two domains $\left(F_{0}, \ldots, F_{N-n}\right)$ and $\left(F_{N-n+1}, \ldots, F_{N}\right)$ within which the entries $F_{i}$ are roughly constant (low in the first and high in the second domain).

Let us now consider the effect of shot noise, which results from the discrete and random nature of the tunneling electrons [15, 21]. This noise induces rare transitions from the metastable state on branch $n$ to the one on branch $n+1$, which causes the overall current to jump and the high field domain to expand by one period. Adding this noise to the tunneling current density, we modify (3) as

$$
\begin{equation*}
J(t)=\varepsilon \frac{d F_{i}}{d t}+J_{i}+J_{i}^{(r)}(t), \quad i=0, \ldots, N \tag{7}
\end{equation*}
$$

Using that the noise terms $J_{i}^{(r)}(t)$ are delta-correlated in time and space, one can solve (7) for $d F_{i}$ to write [21]

$$
\begin{align*}
d F_{i}= & \frac{1}{\varepsilon}\left[\frac{1}{N+1} \sum_{j=0}^{N} J_{j}-J_{i}\right] d t \\
& +\frac{1}{\varepsilon}\left[\frac{1}{N+1} \sum_{j=0}^{N} B_{j} d W^{j}-B_{i} d W^{i}\right] \tag{8}
\end{align*}
$$

for $i=0, \ldots, N$, where $B_{i}^{2}=\frac{e J_{i}}{a}$ (here $a$ denotes the cross-sectional area of the SL), and where the $W^{i}$ are independent Brownian motions.

In order to apply gMAM to this model, we need to resolve the problem that the noise terms in the $(N+1)$ dimensional system (8) are dependent (note that, because of (4), summing the second bracket in (8) over all $i$ gives 0 ). We will therefore instead consider the $N$ dimensional transformed system for the variables $n_{i}$,

$$
\begin{align*}
d n_{i} & =\frac{\varepsilon}{e}\left(d F_{i}-d F_{i-1}\right) \\
& =\frac{1}{e}\left(J_{i-1}-J_{i}\right) d t+\frac{1}{e}\left(B_{i-1} d W^{i-1}-B_{i} d W^{i}\right)  \tag{9}\\
& =\frac{1}{e}\left(J_{i-1}-J_{i}\right) d t+\frac{1}{\sqrt{e a}}\left(\sqrt{J_{i-1}} d W^{i-1}-\sqrt{J_{i}} d W^{i}\right)
\end{align*}
$$

for $i=1, \ldots, N$. To see that this is a closed system, observe that the linear system for the $F_{i}$ given by (1) and (4) is solved by
$F_{i}=\frac{V}{(N+1) \ell}+\frac{e}{\varepsilon}\left[\left(\frac{N}{2}-i\right) N_{D}+\sum_{j=1}^{N}\left(\frac{j}{N+1}-\mathbb{1}_{j>i}\right) n_{j}\right]$
for $i=0, \ldots, N$, and so by (5)-(6) we actually have $J_{i}=J_{i}\left(n_{1}, \ldots, n_{N}\right)$ for $\forall i=0, \ldots, N$. Denoting $X:=$ $\left(n_{1}, \ldots, n_{N}\right)$, the system (9) is thus of the form

$$
\begin{equation*}
d X_{t}^{\eta}=b\left(X_{t}^{\eta}\right) d t+\sqrt{\eta} \sigma\left(X_{t}^{\eta}\right) d W_{t} \tag{10}
\end{equation*}
$$

where $\left(W_{t}\right)_{t \geq 0}$ is an $N$-dimensional Brownian motion, $\eta=(e a)^{-1}$ is a small parameter, and where the drift vector field $b(X)$ and the diffusion matrix $\sigma(X)$ are given by

$$
\begin{align*}
b(X) & =\frac{1}{e}\left(J_{0}-J_{1}, \ldots, J_{N-1}-J_{N}\right)  \tag{11}\\
\sigma(X) & =\left(\begin{array}{ccccc}
\sqrt{J_{0}} & -\sqrt{J_{1}} & & 0 & \cdots \\
0 & \sqrt{J_{1}} & -\sqrt{J_{2}} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \sqrt{J_{N-1}} & -\sqrt{J_{N}}
\end{array}\right) \tag{12}
\end{align*}
$$

with $J_{i}=J_{i}(X)$. As we will see below, this solves our problem of degenerate noise.

One of the central results of large deviation theory is that the mean time for a transition from one metastable state $x_{1}$ to another, $x_{2}$, in a system of the form (10), is given by $\left\langle T_{\eta}\right\rangle \approx e^{\hat{U}\left(x_{1}, x_{2}\right) / \eta}$ as $\eta \searrow 0$, where $\hat{U}$ is the quasipotential [12]. It is well-known that in the gradient case (i.e., if $b=-\nabla U$ for some potential $U$, and if $\sigma$ is the identity matrix) we have $\hat{U}\left(x_{1}, x_{2}\right)=U\left(x_{s}\right)-U\left(x_{1}\right)$, where $x_{s}$ is the lowest-energy saddle point between the two basins of attraction; the maximum likelihood transition path is in this case the path of minimum energy, which can be numerically computed using the string method [7]. However, the theory extends to the general case (10), and the quasipotential $\hat{U}$ is then given by

$$
\begin{equation*}
\hat{U}\left(x_{1}, x_{2}\right)=\inf _{\gamma \in \Gamma_{x_{1}}^{x_{2}}} \int_{\gamma}\left(|b(x)|_{x}|d x|_{x}-\langle b(x), d x\rangle_{x}\right) \tag{13}
\end{equation*}
$$

where $\Gamma_{x_{1}}^{x_{2}}$ is the set of rectifiable (i.e., finite-length) curves leading from $x_{1}$ to $x_{2}$, and where $\langle u, v\rangle_{x}:=$ $\left\langle u, A(x)^{-1} v\right\rangle$ and $|u|_{x}:=\langle u, u\rangle_{x}^{1 / 2}$ for $\forall u, v \in \mathbb{R}^{N}$. Here we define $A(x):=\sigma(x) \sigma(x)^{T}$, which we require to be positive definite for every $x$.

Equation (13) is a geometric reformulation [9] of a more common formula for $\hat{U}$ that is based on timeparameterized paths [12, Eqns. (3.5) and (4.1)], and it has gotten some attention recently for its analytical and numerical advantages. In particular, the infimum in (13) is typically achieved at some minimizing curve $\gamma^{\star} \in \Gamma_{x_{1}}^{x_{2}}$ [13], i.e., the maximum likelihood transition curve, and so denoting the integral in (13) by $S(\gamma)$, we have

$$
\begin{equation*}
\hat{U}\left(x_{1}, x_{2}\right)=S\left(\gamma^{\star}\right) \tag{14}
\end{equation*}
$$

Furthermore, (13) is the basis of an efficient algorithm (the geometric Minimum Action Method, or gMAM) for computing $\gamma^{\star}$. The algorithm works by moving some initial curve $\gamma_{0} \in \Gamma_{x_{1}}^{x_{2}}$ successively into the direction of steepest descent while keeping the end points fixed. If we write

$$
S(\gamma)=S(\varphi)=\int_{0}^{1}\left(|b(\varphi)|_{\varphi}\left|\varphi^{\prime}\right|_{\varphi}-\left\langle b(\varphi), \varphi^{\prime}\right\rangle_{\varphi}\right) d \alpha
$$

for some parameterization $\varphi(\alpha):[0,1] \rightarrow \mathbb{R}^{N}$ of $\gamma$ then gMAM numerically solves the $\operatorname{PDE} \partial_{\tau} \varphi(\tau, \alpha)=-\delta S(\varphi)$, $(\tau, \alpha) \in[0, \infty) \times[0,1]$, subject to the boundary conditions $\varphi(\tau=0, \cdot)=\varphi_{0}, \varphi(\cdot, \alpha=0)=x_{1}, \varphi(\cdot, \alpha=1)=x_{2}$. After preconditioning [9], this PDE can be written as

$$
\begin{align*}
\partial_{\tau} \varphi=\lambda^{2} \varphi^{\prime \prime}- & \lambda(\nabla b(\varphi)+C) \varphi^{\prime} \\
& +A(\varphi)\left(\nabla b(\varphi)+\frac{1}{2} C\right)^{T} \theta+\lambda \lambda^{\prime} \varphi^{\prime} \tag{15}
\end{align*}
$$

where $\varphi^{\prime}$ and $\varphi^{\prime \prime}$ denote the $\alpha$-derivatives of $\varphi, \lambda\left(\varphi, \varphi^{\prime}\right)$ $:=|b(\varphi)|_{\varphi} /\left.\varphi^{\prime}\right|_{\varphi}, \quad \theta\left(\varphi, \varphi^{\prime}\right):=A(\varphi)^{-1}\left(\lambda \varphi^{\prime}-b(\varphi)\right)$, and $C\left(\varphi, \varphi^{\prime}\right)$ is the $(N \times N)$-matrix whose $i^{\text {th }}$ column is $\left.\left[\partial_{x_{i}} A\right]\right|_{x=\varphi} \theta$. To stabilize the algorithm, a semi-implicit code is used for the $\varphi^{\prime \prime}$ term, and the discretization points are redistributed equidistantly along the curve after each iteration step. See $[9,10]$ for the derivation of (15) in the additive case (i.e., if $A$ is the identity matrix) and for further details on the implementation of gMAM.

To see that gMAM is applicable to our system (10)(12), first note that

$$
\left.A=\sigma \sigma^{T}=\left(\begin{array}{ccccc}
J_{0}+J_{1} & -J_{1} & 0 & \cdots & 0 \\
-J_{1} & J_{1}+J_{2} & -J_{2} & \ddots & \vdots \\
0 & & \ddots & \ddots & \ddots
\end{array}\right) 0 \quad \begin{array}{c} 
\\
\vdots \\
\ddots
\end{array}\right)
$$

it is then straightforward to show by induction on $N$ that $\operatorname{det}(A)=\sum_{k=0}^{N} \prod_{i=0, i \neq k}^{N} J_{i}$, which is positive since $J_{i}>0$ for $\forall i=0, \ldots, N$.

To apply gMAM to the SL system, we first fix $V=$ 0.52 Volt (see Fig. 1(b)) and locate the two stable points $\left(n_{1}, \ldots, n_{N}\right)$ of the transformed system with Newton's method. To find the saddle point in between, we make a novel application of the string method [7]. Briefly, the string method is a fast and easy algorithm for finding a curve that connects the two attractors and is everywhere parallel or antiparallel to the drift $b$. While the original purpose of this algorithm was to find transition curves in gradient systems (which have this geometric property), in general systems one can still make use of the fact that by construction such a curve must contain an equilibrium point. One can therefore find the saddle point by (i) applying the string method, (ii) searching for an equilibrium point along the obtained curve, and (iii) increase its accuracy by using Newton's method.

Finally, we find the minimum action curve $\gamma^{\star}$ leading from the first attractor to the saddle point, and we compute the associated action $S\left(\gamma^{\star}\right)$. (Note that, as a consequence of the non-gradient nature of this system, the curve $\gamma^{\star}$ is found to deviate significantly from the unstable manifold of the saddle point, see also [4].) By increasing $V$ and using continuity, we determine the three equilibrium points, and then $\gamma^{\star}$ and $S\left(\gamma^{\star}\right)$, all as functions of $V$. We identify $V_{t h}=0.5578288$ Volt as the value $V$


FIG. 2. (a) $S(V)$, (b) $S_{c}^{\prime}(V)$. The solid circles are the values found by gMAM, solid and dotted curves are the approximations (16) and (17), respectively. The vertical lines mark $V_{t h}$.
at which the attractor on the upper branch collides with the saddle point.

Fig. 2(a) shows plots of the action $S(V)=S\left(\gamma^{\star}(V)\right)$. The values found by gMAM are shown as solid circles, the solid and dotted curves are the approximations found below. As the log-log plot in the inset illustrates, near the threshold $V_{t h}$ we obtain the lowest-order approximation

$$
\begin{equation*}
S(V) \approx s_{0} v^{\beta}, \quad \text { where } v=\left|V_{t h}-V\right| / V_{t h} \tag{16}
\end{equation*}
$$

$\beta=1.5 \pm 0.0001$ and $s_{0}=(1.905 \pm 0.0002) \cdot 10^{30} \mathrm{C}^{-1} \mathrm{~cm}^{-2}$. The arrows mark the data point at which the slope of the log-log plot increases to 1.6 , and so we find that in this sense (16) is valid for 0.55 Volt $\lesssim V \leq V_{t h}$.

To obtain higher-order terms, we consider $S_{c}(V):=$ $S(V) /\left(s_{0} v^{3 / 2}\right)$, which by construction fulfills $S_{c}\left(V_{t h}\right)=1$. The linear approximation of $S_{c}^{\prime}(V)$ in Fig. 2(b) leads to a quadratic approximation of $S_{c}(V)$, which yields

$$
\begin{equation*}
S(V) \approx s_{0} v^{3 / 2}+s_{1} v^{5 / 2}+s_{2} v^{7 / 2} \tag{17}
\end{equation*}
$$

where $s_{1}=2.35 \cdot 10^{31} \mathrm{C}^{-1} \mathrm{~cm}^{-2}$ and $s_{2}=10^{32} \mathrm{C}^{-1} \mathrm{~cm}^{-2}$. This appears to be a good fit in the entire voltage range 0.52 Volt $\leq V \leq V_{t h}$, see the dotted line in Fig. 2(a).

In this paper, we have generalized the gMAM algorithm for finding transition curves and their associated actions to SDE systems with multiplicative noise. We have used a new method for locating saddle points, and
we have demonstrated the use of a geometric formulation (13) of the quasipotential.

We have applied our techniques to the problem of stochastic current switching in semiconductor SLs, and to do so, we transformed the standard SL model into a form with non-degenerate noise matrix. Our results for the SL show that in the zero-noise limit we have $\log \langle T\rangle \propto\left|V_{t h}-V\right|^{3 / 2}$ as $V \nearrow V_{t h}$, and we are able to quantify the range in which this scaling is valid. In addition, we have found a higher-order approximation that is valid also for larger values of $\left|V_{t h}-V\right|$.
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