
 

 Universidade de São Paulo

 

2015-02 

An energy efficient joint localization and

synchronization solution for wireless sensor

networks using unmanned aerial vehicle
 
 
Wireless Networks,Berlin : Springer,v. 21, n. 2, p. 485-498, fev 2015
http://www.producao.usp.br/handle/BDPI/50225
 

Downloaded from: Biblioteca Digital da Produção Intelectual - BDPI, Universidade de São Paulo

Biblioteca Digital da Produção Intelectual - BDPI

Departamento de Sistemas de Computação - ICMC/SSC Artigos e Materiais de Revistas Científicas - ICMC/SSC

CORE Metadata, citation and similar papers at core.ac.uk

Provided by Biblioteca Digital da Produção Intelectual da Universidade de São Paulo (BDPI/USP)

https://core.ac.uk/display/37526255?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://www.producao.usp.br
http://www.producao.usp.br/handle/BDPI/50225


An energy efficient joint localization and synchronization solution
for wireless sensor networks using unmanned aerial vehicle

Leandro A. Villas • Daniel L. Guidoni •

Guilherme Maia • Richard W. Pazzi •
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Abstract Localization and synchronization are funda-

mental services for many applications in wireless sensor

networks (WSNs), since it is often required to know the

sensor nodes’ position and global time to relate a given

event detection to a specific location and time. However,

the localization and synchronization tasks are often per-

formed after the sensor nodes’ deployment on the sensor

field. Since manual configuration of sensor nodes is usually

an impractical activity, it is necessary to rely on specific

algorithms to solve both localization and clock synchro-

nization problems of sensor nodes. With this in mind, in

this work we propose a joint solution for the problem of 3D

localization and time synchronization in WSNs using an

unmanned aerial vehicle (UAV). A UAV equipped with

GPS flies over the sensor field broadcasting its geograph-

ical position. Therefore, sensor nodes are able to estimate

their geographical position and global time without the

need of equipping them with a GPS device. Through

simulation experiments, we show that our proposed joint

solution reduces time synchronization and localization

errors as well as energy consumption when compared to

solutions found in the literature.

Keywords Energy efficient � Wireless sensor networks �
Unmanned aerial vehicle � Localization � Synchronization

problems

1 Introduction

A wireless sensor network (WSN) can be defined as a

cooperative network composed of thousands of small and

resource-constrained sensor nodes [1]. These nodes are

equipped with a wireless interface, processor, memory and

sensing devices. Moreover, they have the ability to collect

data about physical properties close to their physical

location, such as temperature, humidity, pressure, move-

ment and other properties. Despite the possibility for sensor

nodes to harness energy from its surrounding environ-

ment [2–4], the attached battery still is the main power

source. Therefore, solutions for this kind of network should

focus on a low energy consumption footprint in order to

maximize the network lifetime.

The main tasks of a WSN are the monitoring of physical

phenomena and the transmission of the collected data to a

special node, called sink node, through multi-hop com-

munication. In this case, the sensor network is guided by
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events that generate data to be forwarded to the sink.

Furthermore, in order to correlate events in space and time,

it is necessary to have localization and synchronization

systems in place.

Besides the task of localizing the collected data, some

routing algorithms also use localization information to

improve their performance, e.g., to reduce routing delays,

number of hops, energy consumption and others, by cre-

ating routes that consider the node’s position [5]. However,

depending on the precision of localization information,

such routes may not contain the correct nodes, thus

decreasing the performance of these algorithms. Moreover,

synchronization systems can also be used to increase the

performance of routing protocols. There are some routing

algorithms that consider a transmission delay/schedule to

increase the routing performance [6]. Finally, some algo-

rithms consider a joint localization and synchronization

solution in their design. For instance, routing solutions that

create overlapping routes to aggregate spatial-temporal

correlated data [7].

Typically, a localization and synchronization solution

uses a recursive approach [8–10]. In this scheme, a node

estimates its localization and clock time, based on the

position and clock time received from other nodes that

already possess such information. Then, when a node is

localized in space and time, it broadcasts its information to

assist other nodes in their estimation. However, these

solutions have some drawbacks. For instance, due to errors

in the estimation process, after a node estimates its own

position and clock based on the received and estimated

information, it propagates the estimation error to other

nodes. Furthermore, in a 3D scenario, a node must receive

at least four positions from reference nodes to estimate its

own position. Therefore, this may limit the number of

nodes that are able to estimate their own position, since a

node might not receive the proper amount of information to

perform the estimation. Finally, to start the recursion pro-

cess, 4–10 % of the network nodes must be equipped with

a GPS receiver (beacon nodes) [8, 10]. This assumption

increases the network cost, since it is reasonable to assume

that the cost of a beacon node is much higher when com-

pared to a node without a GPS receiver.

This work aims to eliminate some of the drawbacks

described above, in particular, reducing the number of

beacon nodes and avoiding the error propagation. For that,

we propose a joint solution for a 3D localization and time

synchronization system that uses an unmanned aerial

vehicle (UAV) in WSNs. The UAV is equipped with a GPS

receiver and traverses the sensor field broadcasting its

position and clock time, allowing the sensor nodes to

estimate their positions and clocks. The proposed solution

exhibits three main contributions for localization and syn-

chronization systems: (1) all network nodes are able to

estimate their localization and local time with high accu-

racy, since the nodes receive information directly from the

UAV; (2) the proposed solution is efficient for both sparse

and dense networks, unlike most solutions in the literature

that are affected by this network feature [10] and (3) the

proposed solution reduces the network cost, since it is

necessary for just one node (UAV) to be equipped with a

GPS receiver.

2 Problem statement

Consider a WSN composed of n resource-constrained

sensor nodes with a communication range rc, which are

scattered in a 3D field. Such network can be represented by

an Euclidian graph G ¼ ðV ;EÞ, with the following

properties:

• V ¼ fv1; v2; . . .; vng is the set of sensor nodes;

• hi; ji 2 E if and only if vi reaches vj, i.e., the distance

between vi and vj is smaller than rc;

• wðeÞ is the edge weight for edge e ¼ hi; ji, which

corresponds to the distance between vi and vj.

Moreover, the following terms are used to describe the

status of a sensor node during the localization and syn-

chronization processes.

• Unknown nodes—D: the set of nodes that do not know

their locations and their clocks are not synchronized;

• Reference nodes—R: the set of nodes that were able to

estimate their positions and synchronize their clocks

using the proposed solution. Therefore, the goal of any

localization and synchronization algorithm is to turn

Unknown nodes into Reference nodes by consuming the

least amount of resources from the network;

• Beacon nodes—B: the set of nodes that do know their

real physical positions and their clock is synchronized.

This information is obtained through a GPS receiver or

manual configuration. These nodes are the basis for

most localization and synchronization systems for

WSNs. Furthermore, they usually do not suffer from

the same resource constraints as ordinary sensor nodes

that need to be localized and synchronized.

Given the above terms, a definition for the joint locali-

zation and synchronization problem can be stated as

follows:

Definition 1 (Problem statement) Assume a WSN rep-

resented by G ¼ ðV ;EÞ. Furthermore, assume that for all b

2 B, there is a set of Beacon nodes B with known positions

ðxb; yb; zbÞ and synchronized clocks (time_stamp_b).

Therefore, the joint problem consists in finding

ðxu; yu; zu; clockuÞ for the largest number of u 2 D, thus
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converting Unknown nodes into Reference nodes by

incurring a low communication overhead. Assuming that

the communication is the most energy-intensive task in

WSNs [11], the lower the communication cost (consider-

ing the number of transmitted and received messages) for

the localization and synchronization algorithms, the lower

the energy consumption of sensor nodes, thus increasing

the network lifetime.

A straightforward solution for the aforementioned

problem in a WSN is to equip all sensor nodes with a GPS

receiver. Despite some clear advantages, such as relatively

small localization and synchronization errors (2–15 m and

2–10 ls depending on the GPS receiver [5]) and high

accuracy, since the errors would be similar for all sensor

nodes in the network, this approach also possesses several

drawbacks. For instance, the increase in the form factor of

sensor nodes, the lack of visibility to satellites when used

indoors, and finally and most serious, the increase in

energy consumption and cost of sensor nodes. Therefore,

this solution promptly becomes impractical for networks

with hundreds or thousands of sensor nodes, which leads us

to design and integrate a localization and synchronization

system that consumes the least amount of resources from

sensor nodes.

3 Related work

In this section, we describe some existing proposals in the

literature. First, we present the literature’s localization

algorithms and then the synchronization solutions for WSNs.

3.1 Localization algorithms

Existing solutions in the literature, in one way or another,

try to improve either the Ad Hoc position system (APS) [9]

or the recursive position estimation (RPE) [8]. In the APS,

a reduced number of beacon nodes (at least 3) is deployed

in the sensor field. Each beacon node starts a broadcast

message containing its position. Then, each unknown node

calculates the distance from each beacon node using multi-

hop communication. Once the distances are calculated, the

unknown nodes can estimate their positions using, for

instance, trilateration, thus becoming reference nodes. The

RPE algorithm uses a different approach. The unknown

nodes estimate their positions based on a set of beacon

nodes (usually 5–10 % of the total number of sensor

nodes). The algorithm is divided into four phases. In the

first one, each beacon node sends its position to its

neighbors. In the second phase, when an unknown node

receives the beacon messages, it estimates the distance

from each beacon using the RSSI technique. In the third

phase, the unknown nodes estimate their positions based on

the received information. Finally, in the fourth phase, the

unknown nodes become reference nodes and send their

positions to their neighbors; this increases the number of

available positions by converting an unknown node into a

reference node. The disadvantage of this algorithm is that

the error in the position estimation is spread over the net-

work; thus, the error increases during the estimation pro-

cess performed during the localization process. There are

other algorithms in the literature for the localization

problem in WSNs. Most of them evolves from the APS and

RPE algorithms by focusing on specific features of some

scenarios [12–16]. For instance, [14] use a heterogeneous

topology, where the beacon nodes have a powerful com-

munication range. Galstyan et al. [15] use different tech-

niques to compute a node position, such as a bounding box.

However, all the previously mentioned algorithms are

interactive in nature, i.e., an unknown node must receive

reference positions from beacons or reference nodes to

calculate its position. This turns an unknown node into a

reference node, and then it continues with this process to

help other unknown nodes. Such fact increases the com-

munication cost of these algorithms, thus leading to an

increase in the energy consumption of sensor nodes, which

might compromised the network lifetime. With this in

mind, [17] proposed the LISTEN algorithm for localization

of wireless camera sensor networks (WCSNs). In LISTEN,

all unknown nodes need only to listen to the broadcast

messages from a beacon node to determine their own

locations. Such an approach decreases the communication

cost of the localization task, thus decreasing the energy

consumption. Our solution uses this same principle, i.e.,

unknown nodes need to just listen carefully to the broad-

cast messages from the UAV in order to calculate their

positions. In our case, we use an UAV, which is a mobile

element, to broadcast the location information to sensor

nodes, whereas in LISTEN this information always comes

from a fixed node. The advantage of our solution is that

sensor nodes can improve their position information along

the time, since they can receive multiple information

packets. In case of LISTEN, the reception of multiple

packets does not help improving the location information.

3.2 Synchronization algorithms

The problem of time synchronization can be divided into

three cases: (1) relative time synchronization, which is used

to order messages and events; (2) independent clock, where a

node keeps track of drift and offset, and (3) global time

synchronization, where there is a global time throughout the

network. In this paper we are interested in the latter case.

There are a number of synchronization algorithms available

to solve global time synchronization in WSNs [18–23].
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In [19], the authors propose the flooding time synchro-

nization protocol (FTSP). The goal of FTSP is to syn-

chronize the local clock of all network nodes based on a

global clock. On such approach, initially, the clock of a

given node is synchronized. Thereafter, this node transmits

a message containing its timing information to its neigh-

bors. After receiving such message, the neighbors are able

to synchronize their clocks and the process continues until

all nodes are synchronized. It is important to notice that,

instead of using a fixed communication infrastructure, the

node that starts the synchronization process broadcasts its

synchronized clock to all other nodes in a multi-hop way

using an ad-hoc structure. FTSP takes advantage of the

MAC-layer time to send a message, called one hop syn-

chronization (OHS). A root node, which has a synchro-

nized global clock, creates a message with its clock and

broadcasts this message to its neighbors. When an unsyn-

chronized node receives this message, it gets the timestamp

inside the message, then it adds a pre-defined OHS value to

this timestamp and finally, it synchronizes its clock.

Thereafter, the node broadcasts its synchronized clock to

its neighbors. FTSP was evaluated in a real WSN and the

OHS presented a precision of 2–4 ls in a Berkeley Mica2

platform [24].

In the FTSP protocol, the node transmits its time

information after a predefined period of time. Such method

is known in the literature as slow-flooding. In [21], the

authors show that slow-flooding has some drawbacks

regarding the accuracy and scalability. Therefore, they

propose the flooding with clock speed agreement (FCSA)

algorithm to overcome these drawbacks. For instance,

FCSA forces all nodes to forward their time information

using the same predefined period of time.

In [25], the authors propose the PulseSync algorithm, a

new clock synchronization algorithm that is asymptotically

optimal. The idea is to have a reference node to dissemi-

nate its clock as quickly as possible into the network to

synchronize other nodes. [26] propose three schemes to

achieve global clock synchronization: all-node-based,

cluster-based and localized diffusion-based algorithms. In

all three schemes, the number of exchanged messages

among nodes is high due to several reference broadcast

exchanges between a node and its neighbors. Thus, the

schemes are not scalable when the number of nodes

increases in the network. In [18], the authors propose an

hierarchical approach to solve the time synchronization

problem. In this hierarchical approach, there is a base

station, the cluster heads and the ordinary nodes. The

cluster heads and ordinary nodes do not have a synchro-

nized clock. First, the cluster heads synchronize their

clocks using the information from a base station. There-

after, the ordinary nodes synchronize their clocks using the

information provided by the cluster heads.

4 Proposed solution

This section presents the proposed solution to the 3D

localization and synchronization problems using an UAV.

Our solution aims to integrate both problems, since they

are intimately related. Moreover, for a proper use of WSNs

in real scenarios, it is necessary to solve both problems

together. For instance, if a node has a synchronized clock

but does not know its geographical location, it will prob-

ably not be useful for the network operation. In our solu-

tion, initially, all sensor nodes belong to set D and only the

UAV belongs to the set B.

Figure 1 illustrates our proposed joint solution that uses

an UAV. The UAV traverses the sensor field area where

the nodes are deployed. During the flight, the UAV is

responsible for periodically broadcasting its geographical

position and its local timestamp. This information is based

on the GPS receiver information.

After receiving four or more messages containing the

position and timestamp from the UAV, the node is able to

calculate its position and to synchronize its clock. Notice

that, while in a 2D scenario it takes only three reference

points to calculate the position of a node, in a 3D scenario,

four reference points are required. Hereafter, we present all

components of the localization and synchronization sys-

tems for the operation of our proposed solution. Further-

more, we show the integrated solution for a WSN using

UAV.

4.1 Localization system

The localization system can be divided into two phases:

distance estimation and position computation. First, we

show how our solution estimates the distance between two

nodes and then we show how it computes the nodes

positions.

There are several methods to estimate the distance

between two nodes in a WSN [5]. The most commonly used

method is RSSI, since it requires no extra hardware besides a

radio transmitter/receiver built into the sensor node. Unlike

other distance estimation techniques [5], RSSI does not

require any control message to estimate the distance between

two nodes. That is, a node can estimate the distance between

itself and another node based on the signal strength of any

received data packet. Figure 2 illustrates the signal strength

of a node when it sends a message considering three

dimensions. The node sends out a signal with a certain

power, which reduces as the signal is propagated. In this case,

if the node that received the signal is further away from the

node that sent it, then the received signal strength is low.

As already stated, the sensor node needs four reference

points to calculate its position. These reference points are

provided by the UAV during its flight over the sensor field.
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Furthermore, the node also needs to know the distance

between itself and each reference point. This can be per-

formed by measuring the signal strength (RSSI) of each

transmission from the UAV. Finally, when the sensor node

has at least four reference points and has determined the

distance to each point, it is able to estimate its position.

Multilateration is the most common method used to esti-

mate the position when a node is in possession of four or

more reference points.

In the multilateration method, we have a system of at

least four equations with three variables ðx; y; zÞ. Each

equation in the system is constructed from the received

reference positions and their respective distances. The

system of equations can be represented as follows:

ðx� x1Þ2 þ ðy� y1Þ2 þ ðz� z1Þ2 ¼ d2
1

ðx� x2Þ2 þ ðy� y2Þ2 þ ðz� z2Þ2 ¼ d2
2

..

.

ðx� xnÞ2 þ ðy� ynÞ2 þ ðz� znÞ2 ¼ d2
n

where ðxi; yi; ziÞ and di are, respectively, a reference posi-

tion and the estimated distance to this reference position as

calculated by the RSSI technique.

This system of equations is linearized by subtracting the

last equation, that is ðx� xnÞ2 þ ðy� ynÞ2 þ ðz� znÞ2 ¼ d2
n

from the other. Once linearized, we have a linear system

that can be solved. In this work, the least squares [27]

method was used to solve this linear system, since it is a

simple and low cost method, which are important factors in

designing solutions for WSNs. The solution of the linear

system represents the position ðx; y; zÞ of the node that

performed the described steps.

4.2 Synchronization system

Some of the synchronization protocols are sender-receiver

based and others are receiver-receiver based [28]. In the

sender-receiver schema, the clock synchronization process

is based on the time in which the message was sent [19].

On the other side, in the receiver-receiver schema, it is

based on the time of arrival of the synchronization mes-

sage [29]. In this work, we use a sender-receiver based

protocol that reduces the number of messages to perform

the clock synchronization of sensor nodes [28]. In a sen-

der-receiver design, there are different ways to perform

time synchronization. Some protocols use a two-way

communication to discover the clock drift and, thus, correct

the clock. However, as the goal of this work is to propose

an integrated solution for both localization and synchro-

nization problems, two-way communication is not appli-

cable to our case. Instead, we use one-way communication,

where the transmitter sends just one message and the

receiver is able to synchronize its clock based on the time

information contained inside the message.

For this purpose, we use the concept described in the

FTSP, where the network nodes synchronize their clocks

using one-way communication. To synchronize a clock

with one-way communication, a node should calculate the

following values: sender time, MAC access time, propa-

gation time and receiver time. The sender time indicates

the time to create a message to be transmitted into the

network and the receiver time indicates the time required to

receive a message and transmit it to the host. This time

requirement can be softened if the timestamp is attached to

the message in the MAC layer, just before its transmission.

The propagation time can be easily calculated for a given

propagation model. Finally, the MAC access time is the

most difficult to calculate, since it depends on the network

traffic and other network parameters. However, if the

synchronization algorithm executes during the network

startup, we may schedule the synchronization process

without concurrent network tasks. We are able to do this

because other tasks, such as routing protocols, depends on

the synchronization process. In this case, the MAC access

time is between 2 and 10 ls [19].

Fig. 1 Proposed solution

Communication Range

Fig. 2 Decrement in signal strength

Wireless Netw (2015) 21:485–498 489

123



4.3 Joint solution using UAV

As illustrated in Fig. 1, the operations of the proposed

solution are divided into two phases. The first one refers to

the UAV transversing the sensor field. The second phase is

related to the position computation and clock synchroni-

zation. When a node receives a message from the UAV, it

calculates its distance from the UAV using the RSSI

technique and stores the position and timestamp of the

UAV. When a node has at least four messages, it is able to

calculate its 3D position and synchronize its clock. As a

node receives four timestamps, it uses all received time-

stamps to decrease the estimation error in order to syn-

chronize its clock. Figure 3 shows the main steps of the

proposed solution. The first phase is described in the left

dotted rectangle (flight plan) and the second phase (posi-

tion computation and clock synchronization) is described

in the right dotted rectangle.

A flight plan contains the airplane route, which is pre-

viously designed by the network designer. After takeoff,

the algorithm schedules the transmission of the UAV’s

position and timestamp. While the end of the route is not

reached, the algorithm retrieves the next point where the

UAV should move, which in turn flies to the specific point

with a certain speed. It is important to highlight that the

UAV performs a periodic broadcast in parallel with its

displacement over the sensor field.

When a node receives a message from the UAV, it

calculates the distance to the UAV using the RSSI tech-

nique. Afterwards, the node retrieves the UAV position

from the received message and stores the position and

distance to the related position in referenceSet. The UAV

timestamp is stored in stampSet. If the number of received

positions is[4, the node is able to compute its position and

synchronize its clock. To compute its position, the node

uses the least squares method described above. To compute

its local time, the node makes an average of all received

timestamps. Also, for each received timestamp, the func-

tion adds a predefined OHS error, which is the error related

to the MAC access time and propagation time.

It is important to point out that our proposed joint

solution can be executed anytime during the network life-

time. However, in this paper, we assume that it is executed

during the network startup. This is a reasonable decision,

since other network tasks may require the nodes’ positions

and a synchronized clock, such as geographic routing.

Notice, however, that due to the introduction of new nodes

in the network or because of the nodes’ clock drift (which

may introduce an error in the clock of the node after a

period of time), the algorithm can be re-executed during

the network lifetime to estimate new positions or to

(re)synchronize the nodes’ clock.

5 Simulation results

5.1 Scenario description

The proposed 3D localization and synchronization inte-

grated solution is compared to some solutions found in the

literature; however, each one solves each problem individ-

ually. In order to do a better comparison, we combined a

localization solution with a synchronization solution from

the literature. We evaluated how easily it would be to put

them together to solve the 3D localization and synchroni-

zation problems. We identified the recursive position esti-

mation algorithm (RPE) and the FTSP as the most

appropriate ones. The RPE is the basis for a number of

position estimation algorithms found in the literature. The

choice of the FTSP is based on the structureless

Fig. 3 A flow chart showing the

main components of the

proposed solution
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communication approach used by the authors. Thus, both

protocols can use the same message exchange procedure

without the need of changing any of them. As described in

Sect. 3, the FTSP uses one-way communication to syn-

chronize the node clock. In this way, when a beacon or ref-

erence node sends its position in the RPE algorithm, we add

the local timestamp of the node into the localization mes-

sage. Based on this information, the node may estimate its

position and synchronize its clock. It is important to point out

that an unknown node becomes a reference node when it

computes its position and clock. This can only be done after

receiving four messages, since we are studying the 3D

localization problem. In this case, the node will synchronize

its clock only when it has enough information to compute its

position. This combined strategy leads to the RPE–FTSP

solution.

The main goal of our performance evaluation is to assess

the proposed integrated algorithm considering the follow-

ing metrics: (1) energy consumption, (2) estimation posi-

tion error, (3) synchronization error (ls), and (4) number of

nodes that were not capable of estimating their positions

and synchronizing their clocks. To do this, we vary four

important network parameters: (1) number of network

nodes; (2) network density, (3) RSSI error, and (4) OHS

error. We evaluated three different flight plans (see Fig. 4)

named spiral, sinusoidal and linear paths. In the analysis,

we noticed that the flight plan does not significantly affect

the assessed metrics. The flight plan only affects the time

required to cover the whole monitored area. In other words,

it affects the required time for all nodes in the network to

estimate their positions and to synchronize their clocks.

Assuming it is of utmost importance that the sensor nodes

estimate their positions and synchronize their clocks in the

shortest possible time, therefore, to carry out the evalua-

tions, we employed the sinusoidal flight plan, illustrated in

Fig. 4(b), which had the shortest time to cover the whole

monitored area. The simulation parameters are presented in

Table 1. The communication range of the sensor node and

the UAV is 50 m. This was set in order to have a fair

comparison with the literature algorithms. The energy

consumption needed to transmit a packet is 0.08 J (Joules)

and the energy consumption needed to receive a packet is

0.02 J. The packet length is composed of the packet header

and the payload and has a total of 568 bits. The packet

header has 440 bits and the payload has 128 bits. The

payload is divided into four values of 32 bits (a float value

of four bytes), which correspond to the position ðx; y; zÞ and

the timestamp. All these values are based on the MicaZ

node [30].

To simulate the RSSI technique, we measure the dis-

tance between the sender and receiver and we introduced

an error, which varies from 0 to 20 % of the real distance

between the two nodes. The number of beacon nodes in the

RPE–FTSP integrated solution varies from 25 to 200.

Beacon nodes are equipped with a GPS receiver. It is

important to note that in our integrated solution, the UAV

is the only node equipped with a GPS receiver. The mon-

itoring area ðx; yÞ is considered as the Eq. 1,

x ¼ y ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n� pi� r2
c

Density

s

ð1Þ

where n is number of nodes, rc is the communication

radius, and Density is the average degree of neighbors. For

each simulation in which the number of nodes varies, the

monitoring area size is adjusted accordingly in order to

maintain the node density at the same value. The third

dimension (z) for each node is a random number between 0

and 10 m. The UAV altitude is a random number between

20 and 50 m, which changes with each new direction while

traversing the monitoring area. We use the SinalGo

v:0:75:3 [31] simulator to evaluate the algorithms. Each

scenario was replicated 33 times with different seeds for

the random number generation. In all results, the curves

represent the mean values, whereas the error bars represent

the confidence interval of 95 %.

5.2 Overall energy consumption

In this section, we evaluate the overall energy consumption

for both RPE–FTSP and the proposed joint solution. To

carry out this evaluation, we fixed the number of nodes to

500 and the network density to 30. The goal of this analysis

is to verify the energy consumption of the nodes that

execute the localization and synchronization algorithms to

estimate their positions and synchronize their clocks.

Therefore, in the RPE–FTSP integrated solution, we do not

consider the energy consumption of the beacon nodes,

since these nodes will spend more energy due to the GPS

receiver. In this case, beacon nodes can be equipped with

more energy reserves. In our solution, we also do not

consider the energy consumption of the UAV.

Figure 5 shows the map of energy consumption for both

algorithms considering a different number of beacon nodes

in the RPE–FTSP algorithm. This energy map is obtained

after executing the algorithms and considering that the

beacon nodes are randomly deployed in the network. Fig-

ure 5(a) shows the energy map for our joint solution. We

can verify that the energy consumption of the proposed

solution is homogeneous for all network nodes. This result

can be explained by the fact that the UAV broadcasts its

position to all nodes while it transverses the monitoring

area and a sensor node does not communicate with its

neighbors to estimate its position and to synchronize its

clock. Figure 5(b), (c), (d) show the energy map consid-

ering the RPE–FTSP for a different number of beacon
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nodes. It is important to point out that the energy con-

sumption of the RPE–FTSP is not homogeneous among the

nodes, which may cause some nodes to run out of energy

earlier than others. Moreover, when we increase the num-

ber of beacon nodes, the energy consumption also increa-

ses. This is due to the fact that the RPE–FTSP algorithm

depends on (1) the communication among sensor nodes; (2)

the number of beacon nodes, and (3) the positions of the

beacon nodes in the monitoring area. When the number of

beacon nodes is small, less messages are transmitted in the

network, thus leading to a lower energy consumption. This

fact is not observed when we increase the number of

beacon nodes. When the network has more beacon nodes,

an unknown node will receive more messages than the

number required to estimate its position and synchronize its

clock, thus, causing a great impact on the energy con-

sumption. Notice that, even when the number of beacon

nodes is small, if they are geographically close to one

another, an unknown node will spend more energy by

receiving all the broadcast messages from the beacons.

In the following sections, we analyze, among other

metrics, the energy consumption, taking into consideration

the impact of the number of nodes and network density.

5.3 Number of nodes

In this section, we evaluate the solutions for a different

number of network nodes. For this analysis, we fixed the

network density to 30, the RSSI error to 5 % and the OHS

to 5 ls.

Figure 6(a) shows the position estimation error. We can

see that, the proposed system has a small error and it is not

affected by the number of nodes, which is not observed in

the RPE–FTSP algorithm. The RPE–FTSP position esti-

mation error is around three times greater when compared

to our proposal and increases when we increase the number

of nodes. This happens because when fixing the number of

beacons and increasing the number of nodes, the unknown

nodes estimate their position based on reference nodes,

which have an estimated position. Thus, the estimation

error spreads in the network. We also can observe that

when we increase the number of beacon nodes, the esti-

mation error decreases, since more unknown nodes will

estimate their position using beacon positions. It is

important to point out that, when we only have 25 beacon

nodes, the RPE–FTSP algorithm is not able to estimate any

position when n [ 500. The main disadvantage of using

many beacon nodes is the network cost, which increases

substantially because of the GPS receivers. Also, when the

localization and synchronization problems are solved, the

beacon nodes become useless, since this process runs just

once during the network lifetime.

The synchronization error is shown in Fig. 6(b). When

we increase the number of network nodes, the synchroni-

zation error of the RPE–FTSP algorithm also increases.

(a) (b) (c)

Fig. 4 Flight plans. a Spiral path, b sinusoidal path, c linear path

Table 1 Simulation parameters

Parameters Values

Number of nodes 250–2,000

Density 15–50

Communication range 50 m

UAV communication range 50 m

UAV speed 10 m/s

RSSI error (%) 0–20

OHS error (ls) 0–30

RPE–FTSP 25–200 beacon nodes

Monitoring area (x and y)
x ¼ y ¼

ffiffiffiffiffiffiffiffiffiffiffiffi

n�p�r2
c

Density

q

Terrain (z) 0–10 m

Flight altitude 20–50 m

Broadcast msg interval (UAV) 1/s

Energy to transmit 0.08 J

Energy to receive 0.02 J

Packet length 568 bits
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This is due to the same fact as discussed above. When the

network has 2,000 nodes, the synchronization error of the

RPE–FTSP algorithm is 1.89 times greater than that of our

proposed solution (when B ¼ 200). We also can see that

the proposed synchronization system is not affected by the

number of nodes.

Figure 6(c) shows the number of unknown nodes. A

node is labeled as unknown when it does not receive

enough information to estimate its position/clock or when

its position error is greater than its communication range.

We can observe that when the network has a few beacon

nodes, the number of unknown nodes increases when the

number of network nodes also increases. However, when

the network has up to 750 nodes, the number of unknown

nodes is low. It is important to point out that as the UAV

traverses the entire monitoring area, all network nodes are

able to estimate their positions and to synchronize their

clocks.

The energy consumption is illustrated in Fig. 6(d). We

can verify that when the network has between 250 and 500

nodes, the number of beacon nodes has a great impact on

the energy consumption. As we described above, when the

network has a small number of sensor nodes and a high

number of beacon nodes, an unknown node receives more

messages than the amount necessary to compute its posi-

tion and clock. When the number of nodes is [750, the

number of beacon nodes does not have an impact on the

energy consumption, since the monitoring area is large

enough to decrease the density of beacon nodes. For

instance, when the number of beacons is[750, the energy

consumption of the RPE–FTSP is more than 2.5 times

greater when compared to the proposed solution.

5.4 Network density

This section evaluates the algorithms for different network

densities. The number of network nodes is 1,000, the RSSI

error is 5 % and OHS is 5 ls. Figure 7(a) shows the error

in the position estimation process. We can observe that the

higher the values on the network density, the better the

RPE–FTSP performance. This is due to the fact that when

we increase the network density for a fixed number of

nodes, the monitoring area decreases. In this case, the

position estimation error does not spread to many nodes.

Our solution, which uses an UAV, is not affected by the

network density, since the UAV transverses all the moni-

toring area.

The same behavior is observed in the synchronization

problem, since both algorithms execute together

[Fig. 7(b)]. It is important to notice that for higher values

of network density, there is no difference between our

approach and the RPE–FSTP algorithm. Figure 7(c) shows
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Fig. 5 Overall energy

consumption. a Proposed

solution, b RPE–FTSP with 50

beacon nodes, c RPE–FTSP

with 100 beacon nodes, d RPE–

FTSP with 150 beacon nodes

Wireless Netw (2015) 21:485–498 493

123



the unknown nodes. As expected, when we increase the

network density, the number of unknown nodes decreases

quickly when the number of beacon nodes is [50. For a

network with a high level of density and a great number of

beacon nodes, the unknown nodes are\10 % of the nodes.

Considering our proposal, the number of unknown nodes is

zero, since the UAV transverses the entire monitoring area

broadcasting its position and timestamp.

Figure 7(d) shows the energy consumption for different

network densities. When the network density is up to 30,

the energy consumption in the RPE–FTSP is not affected

by the number of beacon nodes. For network densities[30,

when we increase the number of beacon nodes, the energy

consumption also increases. When the network density is

50, the energy consumption, considering 200 beacon

nodes, is 1.27 times greater than with 25 beacon nodes. It is

important to note that the proposed solution is not affected

by the network density. Considering 200 beacon nodes, the

error in the position estimation of the RPE–FTSP is just 1.5

times greater. When compared to our proposed solution,

the synchronization error is the same, but the energy con-

sumption is 3.75 times greater.

5.5 RSSI error

To better understand the behavior of the localization

algorithms, we introduced an error in the RSSI technique,

which varies from 0 to 20 % of the distance from the

sender. The number of network nodes is 1,000 and the

network density is 30. Figure 8 shows these results. We can

note that the position estimation error is zero when the

RSSI error is zero. However, this scenario is not realistic.

For all values of RSSI error (except 20 %), our proposal

overcome the RPE–FTSP algorithm. This is due to the fact

that in the RPE–FTSP algorithm, the localization error

spreads amongst the nodes. However, when the RSSI error

is high (representing a very noisy environment), the results

of both RPE–FTSP and UAV solutions are closer. When

the RSSI error is 20 % and in the case of 200 beacon nodes,

both solutions have the same results.

5.6 OHS error

In this section we analyze the impact of the OHS error in

the synchronization problem (see Fig. 9). We used the
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same scenario described in the previous section. As

expected, when we increase the OHS error, both RPE–

FTSP and our solution possess a greater synchronization

error. As discussed above, the synchronization error

spreads with the localization error in the RPE–FTSP

algorithm, which does not happen in our proposal, since the

UAV sends its information directly to the sensor nodes. It

is important to highlight that our proposal presents better
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results when compared to any number of beacon nodes in

the RPE–FTSP algorithm (except when B ¼ 200).

6 Conclusions

Localization and synchronization are fundamental services

for many WSN applications. There is a large class of

applications that need to associate localization and time

information to the sensed data. Typically, in the approaches

found in the literature, the estimation error depends on the

number of beacon nodes deployed on the sensor field.

Moreover, these beacon nodes significantly increase the

cost of the network. Furthermore, most solutions do not

consider the problem of 3D localization. In this work, we

proposed a joint solution for the 3D localization and syn-

chronization problems in WSNs by using an UAV. The

UAV traverses the sensor field broadcasting its geograph-

ical position and clock time, allowing the sensor nodes to

estimate their positions and global time. Simulation results

show that the proposed solution reduces synchronization

and localization errors when compared to existing proto-

cols. Moreover, the efficiency of our solution is indepen-

dent of the number of nodes in the network, which is an

important aspect in the case of scalability. Finally, in our

approach, all sensor nodes are able to calculate the global

time and estimate their positions.

As future work, we intend to propose a new flight plan

to reduce the time required to cover the entire monitored

area and to conduct experiments in a real environment.
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