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Abstract

Assembly optimisation activities occur across development and production stages of manufacturing goods. Assembly Sequence Planning (ASP) and Assembly Line Balancing (ALB) problems are among the assembly optimisation. Both of these activities are classified as NP-hard. Several soft computing approaches using different techniques have been developed to solve ASP and ALB. Although these approaches do not guarantee the optimum solution, they have been successfully applied in many ASP and ALB optimisation works. This paper reported the survey on research in ASP and ALB that use soft computing approaches for the past 10 years. To be more specific, only Simple Assembly Line Balancing Problem (SALBP) is considered for ALB. The survey shows that three soft computing algorithms that frequently used to solve ASP and ALB are Genetic Algorithm, Ant Colony Optimisation and Particle Swarm Optimisation. Meanwhile, the research in ASP and ALB is also progressing to the next level by integration of assembly optimisation activities across product development stages.
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1 Introduction

In product development, current global market continuously gives pressure to manufacturer to compete with competitors from all over the world. Manufacturer needs to speed up the time to market and at the same time minimise the manufacturing cost to ensure that their products remain competitive [1]. Assembly is considered one of the important processes in manufacturing. It consumes up to 50% of total production time and account for more than 20% of total manufacturing cost [2].

Research in assembly optimisation can help manufacturer to speed up assembly process and reduce assembly cost. According to [3], research in assembly optimisation can be categorised based on which product development and production phases is being studied (Fig. 1).

In product conception and design stage, the aim of assembly optimisation is to reduce the assembly costs by applying design for assembly (DFA) approach in product design. Besides reducing cost, DFA may also bring about additional benefits in terms of increased quality, reliability and shorter manufacturing time. The approach shortens the product cycle and ensures a smoother transition from prototype to production [4].
Assembly optimisation in the production planning stage deals with determination of optimum assembly sequence and determination of optimum location of each resource. Solving the Assembly Sequence Planning (ASP) problem is crucial because it will determine many assembly aspects including tool changes, fixture design and assembly freedom. Assembly sequence also influences overall productivity because it determines how fast and accurate the product is assembled.

![Diagram showing development and production stages, assembly issues, and scope/focus of optimisation.](image)

**Fig. 1** Assembly related issues in different product development stages [3]

During manufacturing processes stage, assembly optimisation is focused on two major activities. The first activity is determining the optimum automation level in assembly. The purpose of this activity is to apply the appropriate automation level in assembly in order to balance the investment in automation and the output. The second activity in this stage is assigning the assembly tasks into workstations, such that workstations have equal or almost equal load [3]. This activity is usually known as Assembly Line Balancing (ALB). In this stage, research in assembly optimisation focuses more on ALB problem rather than optimisation of automation level. It can be observe through the number of publication in optimising both problems.

Both ASP and ALB problems are classified as NP-hard problem and cannot be solved in polynomial time even using a powerful computer [5–8]. In ASP and ALB optimisation, the soft computing approach is more acceptable because of their ability to handle more complex problems, larger size problems and numerous side constraints. Lendak et al. [9] define the soft computing method as an approach that is characterized by the use of inexact solutions to computationally hard tasks for which an exact solution cannot be derived in polynomial time.

This paper surveys the past 10 years of research that work on ASP and ALB optimisation using soft computing methods. Besides reviewing the current research pattern, this paper also
explores the potential of ASP and ALB research. The rest of this paper is organised as follow: Sections 2 and 3 review the ASP and ALB problems starting with problem representation, constraints and optimisation objectives. Section 4 reviews on soft computing methods that is being used in ASP and ALB optimisation. Section 5 discussed the trends and research potentials in ASP and ALB. Finally, Section 6 summarises and concludes the survey.

2 Assembly sequence planning

ASP is one of important component in assembly planning. ASP refers to a task for which planners, on the basis of their particular heuristics in assembling all the components of a product, arrange a specific assembly sequence according to the product design description [10].

ASP is an NP-hard combinatorial problem [7, 8], where the solution space is excessively increased when the number of component increased. Consider a product with six components that can be assembled in any sequences. In this case, the number of possible solution for this product is given by $s = 6!$ which is equal to 720 solutions. When the number of component increased to seven, the possible solutions for the products excessively increased to $7! = 5,040$. Additionally, in a real assembly problem, there are some constraints that need to be considered when generating assembly sequences.

Previous research shows that many approaches were proposed and used by researchers to represent the ASP problem. The most prominent way to represent the ASP problem is by using directed graph method as used in [7, 11–13]. An assembly can be described by a directed graph $D = (P, C)$. $P$ is a finite nonempty set of vertices, and $C$ is a set of edges connecting them. Each vertex represents a component, and each edge represents a relationship between the two components. In some cases, the vertices and edges bring additional information such as assembly orientation, tool, assembly type and assembly time as used in [5].

In assembly representation, directed graph is specifically known as precedence diagram since the graph represents the precedence relation of assembly [14]. Figure 2 shows the assembly precedence diagram with additional assembly information. In this diagram, the vertices represent the assembly components. Meanwhile, the information $T_1$, $T_2$, $T_3$ and $T_4$ represent the assembly tools and $(+x, -x, +y, -y, +z, -z)$ represents the assembly direction for a particular component. Therefore, when an assembly sequence is established, it can be evaluated based on information in assembly precedence diagram.

![Assembly precedence diagram with additional information](image)
The assembly sequence is evaluated according to objective function. In previous research, to establish the objective function, the tool and direction variable is transformed to measurable format such as cost [15–17], time [18] or penalty index [13]. Besides this approach, researchers like [10, 19, 20] use connector-based approach to represent ASP problem. In this method, each connector may assemble two or more components. Every vertex represents one connector in assembly process and brings information of fasteners type, assembly direction, tools type and standard assembly time.

2.1 ASP constraints

According to [3], there are two types of constraints in assembly, which are ‘absolute constraints’ and ‘optimisation constraints’. The absolute constraints refer to constraints that, if violated, lead to infeasible assembly sequence. Meanwhile, the optimisation constraints are the constraints that lead to lower quality of assembly sequences when violated.

In ASP context, the absolute constraints that are usually considered include precedence and geometrical constraints. Precedence constraint shows the relation of predecessor and successor components for assembly process. The precedence constraint cannot be violated, otherwise the infeasible assembly sequence will be generated. Precedence constraint can be represented in precedence diagram (Fig. 2) or in matrix form. Table 1 presents the precedence matrix for precedence diagram in Fig. 2. In this matrix, when part i must be assembled after part j, \( P(i, j) \) = 1. Otherwise, the matrix will be left empty.

Meanwhile, geometrical constraint in assembly is about assembling the components without any collision. When mating two parts, there must be at least one collision-free trajectory that allows to bring components in contact. All valid assembly sequences must meet geometric constraints for a given structure. Chen and Liu [21] use a matrix to describe geometrical constraints between components in an assembly. For each pair of components \((P_i, P_j)\), the matrix records directions in which \( P_i \) can be assembled without colliding with \( P_j \). Then, a set of valid assembly directions, for each \((P_i, P_j)\) is defined, as the moving wedge of \( P_i \) with respect to \( P_j \), denoted by \( MW(P_i, P_j) \). They compute moving wedges for all pairs of components and store all moving wedges in the \( MW \) matrix.

| Table 1 Precedence matrix (P) for Fig. 2 |
|---|---|---|---|---|---|
| i | j | 1 | 2 | 3 | 4 | 5 | 6 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 2 | 1 | 1 | 1 | 1 | 1 | 1 |
| 3 | 1 | 1 | 1 | 1 | 1 | 1 |
| 4 | 1 | 1 | 1 | 1 | 1 | 1 |
| 5 | 1 | 1 | 1 | 1 | 1 | 1 |

On the other hand, the constraints that classified as optimisation constraints are related with optimisation objectives of the problem. The constraints that are classified in this category
include assembly tool constraint, assembly direction constraint and assembly stability constraint.

Wang and Liu [22] use the tool matrix $TM = [t_{ij}]_{nxm}$ to represent the tool constraint. Where, $n$ is the number of parts and $m$ is the number of practicable tools to assemble the corresponding part. After the optimal or near optimal assembly sequences have been generated, the corresponding tools are also confirmed and at the same time, the number of change (nt) of the assembly tools can be obtained.

Meanwhile, the assembly direction constraint is represented as penalty index in [19, 23, 24]. In these papers, when the subsequent assembly direction is different with the current direction, a penalty will be given to that particular assembly sequence.

The stability constraint is defined by [11] when the assembling parts maintain relative position and they do not break contact during the assembly operation. Wang and Liu [22] categorised the stability strengthened by the assembly connectors into three levels according to connection strength; strong, weak and unstable connection. This classification is also used by [25]. In this approach, strong connection will be assigned ‘0’ index, weak connection ‘1’ index and unstable connection ‘2’ index.

2.2 ASP optimisation objectives

From the past 10 years, various objectives and soft computing techniques have been used to optimise ASP problem. The most popular ASP objective is to minimise the number of assembly direction changes. This objective is applied in 29 out of 39 cited research papers in ASP. In this objective, the assembly directions concerned are along the three principal axes ($+x, -x; +y, -y; +z, -z$). When the direction of the next assembly part is different with the current direction, a penalty is given according to the magnitude of direction change. The optimum sequence according to this objective will have minimum penalty caused by direction change.

The second most popular ASP objective is to minimise number of tool changes which were used in 21 cited research papers. In assembly, tool change time is considered one of non-productive activity and may consume large time if not well managed. In this case, when the next assembly process requires different tool with the current assembly process, the penalty will be given. The most optimum sequence following this objective is the sequence with the least tool change penalty.

Besides these two most frequent objectives, the ASP objective to minimise assembly type change is used in nine cited research papers. This objective considers the physical assembly features change such as mating, aligning, screwing, reverting etc. [8, 26–28].

In the next place, four ASP optimisation objectives shares similar position with four cited papers. These objectives are to minimise assembly complexity, minimise connector similarity, maximise assembly stability and minimise geometrical constraint penalty. In ASP, some of
research stated that the geometrical constraint is a compulsory restriction. When the generated assembly sequence did not match with geometrical constraint, the assembly sequence will not be evaluated. Therefore, this attribute is not included as objective. However, in a small number of ASP research as in [25, 29–31], the geometrical constraint is declared as one of ASP objective. When the assembly geometry is unfeasible, the large penalty index will be given to fitness function. Therefore, the unfeasible sequence will not appear as optimum assembly sequence in final results.

Figure 3 shows that three least frequent ASP objectives that were used in cited papers are to minimise assembly cost, assembly time and assembly tool travel distance. In ASP context, the objective to minimise assembly time is suitable to be applied in assembly cell. Meanwhile, the objective to minimise assembly tool travel distance is related with Printed Circuit Board assemblies that involved robotic pick and place arm.

It needs to bear in mind that more than half of cited ASP research are using multi-objective optimisation technique that employed more than one objective in their research. Therefore, the total objectives frequencies as shown in Fig. 3 is more than the total ASP cited research. Details on this information are available in Table 2.

3 Assembly line balancing

ALB is the decision problem of optimally partitioning the assembly work among the stations with respect to some objective [5]. ALB was first mathematically formulated by Salveson in 1955. This problem aims at grouping assembly operations, which have to be performed to produce final products, and assigning the groups of operations to stations, so that the total assembly time required at each station is approximately the same and the precedence constraints between operations are respected [32].
In general, researchers like [6, 33, 34] divide ALB problem into two categories; Simple Assembly Line Balancing Problem (SALBP) and Generalised Assembly Line Balancing Problem (GALBP). SALBP deals with a serial assembly line that processes a unique model of a single product with all input parameters known with certainty [35]. SALBP can be classified into three groups according to the objectives [36]:

- **SALBP-1**: the objective is to minimise the number of stations on the line for a given cycle time
- **SALBP-2**: the objective is to minimise the cycle time for a given number of stations on the line
- **SALBP-E**: the objective is to maximise the line efficiency for variable cycle time and number of stations

Meanwhile, GALBP includes all of the problems that are not SALBP, such as balancing of mixed model, parallel, U-shaped and two-sided lines with stochastic-dependent processing times [37]. In this paper, only SALBP will be considered since it has accumulated a large number of works.

The simple ALB problem can be represented in precedence diagram that contain n vertices and a set of edges. Each vertex represents an assembly task. Meanwhile, the vertices weight shows the assembly time and the edges reflecting the successor tasks.

![Precedence diagram for ALB](image)

Solving ALB problem is about assigning the tasks \( V_i (i = 1, 2, ..., n) \) into workstation \( W_j (j = 1, 2, ..., m) \) subjected to assembly constraints and optimisation objectives. In this problem, assembly time in each node is known as task time, \( t_i \) that refers to task \( i \). Meanwhile, the total task time in workstation \( W_j \) is named as processing time, \( p_j \). The highest processing time among all workstations then is defined as cycle time, \( c \). In assembly line, the cycle time will determine the production rate, \( R \), which is given as follows:
Since cycle time is the highest processing time among all workstations, the difference between cycle time and processing time is unproductive time which also known as **idle time**. The total idle time in assembly line is calculated as follows:

\[
    \text{Idle Time} = \frac{1}{n}
\]  

(1)

**Table 2** Summary of ASP research using soft computing methods (2000–2010)

<table>
<thead>
<tr>
<th>Method</th>
<th>Reference</th>
<th>SO</th>
<th>MO</th>
<th>Optimisation objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>[5]</td>
<td>x</td>
<td>x</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>[10]</td>
<td>x</td>
<td>x</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>[15]</td>
<td>x</td>
<td>x</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>[16]</td>
<td>x</td>
<td>x</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>[18]</td>
<td>x</td>
<td>x</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>x</td>
<td>x</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>[21]</td>
<td>x</td>
<td>x</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>[26]</td>
<td>x</td>
<td>x</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>[27]</td>
<td>x</td>
<td>x</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>[46]</td>
<td>x</td>
<td>x</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>[30]</td>
<td>x</td>
<td>x</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>[47]</td>
<td>x</td>
<td>x</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>[48]</td>
<td>x</td>
<td>x</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>[49]</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[50]</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[51]</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[28]</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[32]</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[33]</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[34]</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[54]</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[55]</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[56]</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>ACO</td>
<td>[57]</td>
<td>x</td>
<td>x</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>[58]</td>
<td>x</td>
<td>x</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>[59]</td>
<td>x</td>
<td>x</td>
<td>16</td>
</tr>
<tr>
<td>PSO</td>
<td>[8]</td>
<td>x</td>
<td>x</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>[22]</td>
<td>x</td>
<td>x</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>[28]</td>
<td>x</td>
<td>x</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>[31]</td>
<td>x</td>
<td>x</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>[60]</td>
<td>x</td>
<td>x</td>
<td>21</td>
</tr>
<tr>
<td>SA</td>
<td>[61]</td>
<td>x</td>
<td>x</td>
<td>22</td>
</tr>
<tr>
<td>GSAA</td>
<td>[62]</td>
<td>x</td>
<td>x</td>
<td>23</td>
</tr>
<tr>
<td>MA</td>
<td>[20]</td>
<td>x</td>
<td>x</td>
<td>24</td>
</tr>
<tr>
<td>IA</td>
<td>[23]</td>
<td>x</td>
<td>x</td>
<td>25</td>
</tr>
<tr>
<td>PSOSA</td>
<td>[64]</td>
<td>x</td>
<td>x</td>
<td>26</td>
</tr>
<tr>
<td>GSACO</td>
<td>[65]</td>
<td>x</td>
<td>x</td>
<td>27</td>
</tr>
<tr>
<td>GATS</td>
<td>[29]</td>
<td>x</td>
<td>x</td>
<td>28</td>
</tr>
<tr>
<td>O</td>
<td>[66]</td>
<td>x</td>
<td>x</td>
<td>29</td>
</tr>
</tbody>
</table>

GA genetic algorithm, ACO ant colony optimisation, PSO particle swarm optimisation, SA simulated annealing, GSAA combination GA and SA, MA memetic algorithm, IA immune algorithm, PSOSA combination PSO and SA, GSACO combination GA, SA and ACO, GATS combination GA and TS, SO single objective, MO multi-objective, 1 minimise tool change, 2 minimise assembly direction change, 3 minimise assembly type change, 4 minimise assembly complexity, 5 minimise assembly tool travel distance, 6 minimise connector similarity, 7 maximise assembly stability, 8 geometrical constraint, 9 minimise assembly cost, 10 minimise assembly line, 11 minimise cycle time, 12 maximise workload smoothness, 13 minimise number of workstation.
As an example, the assembly tasks in Figure 4 are assigned into four workstations; $W_1 = \{1, 2\}$, $W_2 = \{3, 5\}$, $W_3 = \{4, 6\}$ and $W_4 = \{7, 8\}$. It was found that the processing time for each workstation is $p_1 = 7$, $p_2 = 10$, $p_3 = 10$ and $p_4 = 9$. The highest processing time is found in $W_2$ and $W_3$, therefore the cycle time for this problem is $c = 10$ time units. The idle time for this solution is calculated as follows:

Idle time $= 4 \left( \frac{10}{1} \right) - (7 + 10 + 10 + 9)$

$= 4$ time units

3.1 ALB Constraints

In ALB, the important constraints that highlighted by [38] are occurrence constraint, precedence constraint and capacity constraint. The occurrence constraint refer to restriction that ensure each task be assigned to exactly one workstation. For this purpose, an assignment matrix that consists of task and workstation variables is established. For $i$th task and $j$th workstation, $x_{ij} = 1$ if task $i$ is assigned to workstation $j$ and 0 if otherwise. [38] formulated the precedence constraint as follows:

$\quad \quad . \quad - \quad . \quad \leq \quad 0$ \quad (3)

In this case, $j$ refers to workstation, $m$ is number of workstation, $p$ is task/s that immediately precede task $i$. Meanwhile, $x_{pj} = 1$ if task $p$ is assigned to workstation $j$ and 0 if otherwise.

In the meantime, capacity constraint depends on SALBP problem. For SALBP-1, the capacity constraint refers to maximum allowable cycle time in workstation. It can be formulated as follows:

$\quad \quad . \quad \leq \quad c$ \quad (4)

In this equation, $t_i$ refers to processing time for task $i$ and $c$ is predetermined cycle time for the assembly line. Meanwhile, in SALBP-2, the capacity constraint is represented by the maximum number of workstations in assembly line.

ALB research works have also addressed problems that consider additional restrictions apart from cycle time and precede constraints. For example, [39] considered a problem involving resource constraint, which defined the assembly space as one of constraint. Other examples include zoning constraint [40] and uniqueness constraint [41].

3.2 ALB Optimisation objectives
Figure 5 shows the frequencies of ALB objectives that has been recorded from 45 cited research papers. The most frequent objective is to maximise workload smoothness. In assembly line, the basic workload smoothness is measures by calculating workload deviation as follows:

\[ \text{Workload Deviation} = \sum \left( \frac{(C_t - P_t)}{m} \right) \]  

(5)

where \( n \) is number of component, \( C_t \) is cycle time, \( P_t \) is processing time and \( m \) is number of workstation. In this case minimising the workload deviation will maximise the workload smoothness [5].

![Frequency of ALB Objective](image)

Fig. 5 Frequency of ALB objective in cited research

The objective to minimise cycle time is recorded in 17 cited research papers. Cycle time is available time in each workstation, to complete the required tasks to process a unit of product. It is also defined as the time interval between the processing of two consecutive units [42]. In ALB view, the cycle time is equal to the longest processing time on any workstation. The ALB objective to minimise the number of workstation is also important as it had been used in 16 cited papers. Usually, this objective is used in combination with upper limit of cycle time and another objective to maximise workload smoothness. In this case, the smallest number of workstation is not always the most optimum sequence because the workload balance will need to be considered as well.

In ALB, the objective to maximise line efficiency has seen moderate frequency of usage as it appears in 11 cited research. Line efficiency is the ratio between total processing time in all workstations to the product of cycle time and number of workstation. The assembly line efficiency is given by the following equation:

\[ \text{Line Efficiency} = \frac{\sum (X)}{C_t \times m} \times 100 \]  

(6)
With \( m \) is number of workstation, \( Pt \) is processing time in workstation \( i \)th and \( Ct \) is cycle time.

The objective to minimise assembly cost is also moderately popular. To use this objective in ALB optimisation, many assumptions need to be made such as labour cost, equipment utilisation cost and setup cost. Most of the related costs are dependent on variables like time, market price and geographical location. Therefore, this objective is only applicable to particular case studies.

Besides that, objective to minimise idle time and maximise utilisation in assembly has also been used in ALB optimisation. The idle time in each workstation is defined as the difference between processing time and allowed cycle time in assembly line [43]. In the meantime, the assembly utilisation measure has been implemented in variety of ways. McMullen and Tarasewich [44] use assembly utilisation and associate the objective with labour utilisation. Meanwhile, [45] combine the labour and space utilisation to represent assembly utilisation objective.

The least frequent objective to optimise ALB is to minimise the total assembly time. The total assembly time in an assembly line is defined as the total processing time in all workstations for a product. This objective is rarely used because in ALB context, the cycle time is more important than total processing time since it will determine the production rate of the assembly line.

Tables 2 and 3 show the summary of the research in ASP and ALB using soft computing methods for the last 10 years, respectively.

4 Optimisation methods

Previous research in ASP and ALB optimisation shows that various soft computing methods were used. Figure 6 shows the number of papers that used different soft computing methods to optimise ASP and ALB problems for the past ten years. According to the diagram, three most dominant optimisation methods which had been used in almost 70% of the cited research are genetic algorithm (GA), ant colony optimisation (ACO) and particle swarm optimisation (PSO).
Fig 6: Number of paper used different soft computing methods

Table 3: Summary of ALB research using soft computing methods (2000-2010)
4.1 Genetic algorithm

GA is inspired by evolutionary processes that based on natural evolution. It was introduced by John Holland in 1975. This technique imitates the biological evolution theory, where by the concept of ‘survival for the fittest’ exists. GA provides a method of searching which does not need to explore every possible solution in the feasible region to obtain a good result [98].

<table>
<thead>
<tr>
<th>Method</th>
<th>Reference</th>
<th>SO</th>
<th>MO</th>
<th>Optimization objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>[5]</td>
<td>x</td>
<td>x</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td></td>
<td>[46]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[40]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[30]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[32]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[27]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[40]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[67]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[68]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[69]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[70]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[71]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[54]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[72]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[73]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[74]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACO</td>
<td>[75]</td>
<td>x</td>
<td>x</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td></td>
<td>[39]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[43]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[44]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[45]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[76]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[77]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[78]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[79]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[80]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSO</td>
<td>[81]</td>
<td>x</td>
<td>x</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td></td>
<td>[82]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA</td>
<td>[83]</td>
<td>x</td>
<td>x</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td>GSAA</td>
<td>[7]</td>
<td>x</td>
<td>x</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td>PN</td>
<td>[36]</td>
<td>x</td>
<td>x</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td></td>
<td>[96]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[87]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[88]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MA</td>
<td>[89]</td>
<td>x</td>
<td>x</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td>IA</td>
<td>[90]</td>
<td>x</td>
<td>x</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td></td>
<td>[91]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NN</td>
<td>[92]</td>
<td>x</td>
<td>x</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td>TS</td>
<td>[93]</td>
<td>x</td>
<td>x</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td>O</td>
<td>[94]</td>
<td>x</td>
<td>x</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
</tbody>
</table>

GA genetic algorithm. ACO ant colony optimisation. PSO particle swarm optimisation. SA simulated annealing. GSAA combination GA and SA. PN Petri net. MA memetic algorithm. IA immune algorithm. NN neural network. TS taboo search. O other soft computing. SO single objective. MO multi-objective. 1 minimise tool change, 2 minimise assembly direction change, 3 minimise assembly complexity, 4 minimise assembly tool travel distance, 5 minimise assembly cost, 6 minimise assembly time, 7 minimise cycle time, 8 maximise workload smoothness, 9 maximise number of workstation, 10 maximise line efficiency, 11 minimise idle time, 12 maximise utilisation.
In ASP and ALB optimisation, 35 out of 81 cited researches used this algorithm to find optimum assembly sequence. Researchers like [15, 47] used GA in ASP problem because it can generate optimum or near optimum solution faster than exact algorithms. In GA, the number of considered solution is reduced compared with exact algorithms. Researchers also prefer to use GA in ASP and ALB because it can handle complex and multiple constraints problems well [21]. Other researchers like [32, 73] were influenced by the success of GA in solving a wide variety of problems.

Although there are numerous papers that used this algorithm, GA in an original and basic form is unsuitable to be directly used to solve and optimise ASP and ALB problems. The first reason is the original binary strings in chromosomes are less suitable for complex combinatorial problem such as ASP [99]. The second reason is regarding the feasibility of chromosome in handling assembly precedence constraint. The GA in basic form tends to generate infeasible offspring that violates precedence constraint because of crossover and mutation operators [3]. To handle this constraint, researchers used different approaches like penalty and repair strategy.

In [28, 48, 71], the penalty approach were used to handle precedence constraint. A penalty is given to chromosomes that are infeasible due to violation of precedence constraints, resulting in reduced fitness. Therefore, the chance of infeasible chromosome to be selected in next generation is reduced. Besides that, repair strategy is used in [15, 100] to handle precedence constraint. In this approach, the infeasible chromosome is repaired and transformed into feasible chromosome using an additional step in GA. Other than that, topological sort concept that originated from graph theory is also applied in handling precedence constraint as used in [74].

Even though GA has been successfully implemented in ASP and ALB, researchers have highlighted some issues regarding this algorithm. The main issue is that standard GA is susceptible to early convergence [61, 62]. Besides that, another common issue is about high computational time [101]. Yu and Yin [73] proposed an adaptive GA to solve premature convergence and high computational time issues. In adaptive GA, dynamic probabilities for crossover and mutation operators are introduced to vary computational time and selection rate. Another work to reduce computational time is performed by [67] by introducing dynamic partitioning (DPa) in chromosome. DPa modifies chromosome structures by defining frozen and unfrozen task allocation in workstation for ALB. The task allocation is only made for unfrozen task, whereby the frozen task will remain unchanged as in previous generation. Therefore, the computational time of this problem is reduced because of lesser length of active chromosome. Besides improving basic GA operators, researchers have combined GA with other soft computing algorithms to improve its performance. In general, combination of GA with simulated annealing [61, 62], tabu search [29] and ant colony optimisation [65] has resulted in better performance compared with the original GA.

4.2 Ant colony optimisation
ACO was introduced by Marco Dorigo in 1992. It is inspired by the pheromone trail laying behaviour of real ant colonies. In ACO, a set of agents called artificial ants search for good solutions to a given optimisation problem. To apply ACO, the optimization problem is transformed into the problem of finding the best path on a weighted graph. The artificial ants incrementally build solutions by moving on the graph. The solution construction process is stochastic and is biased by a pheromone model, that is, a set of parameters associated with graph components (either nodes or edges) whose values are modified at runtime by the ants.

ACO has attracted 13 cited papers in ASP and ALB in the past ten years due to various reasons. Shuang et al. [59] and Wang et al. [57] used this algorithm to overcome a shortcoming of GA that highly depends on initial chromosomes. Besides that, the success of this algorithm to solve popular discrete problems such as Travelling Salesman Problem, machine scheduling problem and Vehicle Routing Problem also have inspired researchers to use ACO in ASP and ALB [45, 77]. Another reason of ACO implementation is that ASP and ALB problem can be directly been represented by a completed graph as in ACO [57].

In original ACO, one of the common drawback were that stressed by researchers is regarding positive feedback system that only accumulates good solutions. In original ACO, the better the solution, the greater amount of pheromone will be deposited. However, the pheromone trail for all paths is set to be evaporated when it generates a bad solution. According to [59], over emphasis of this rule will cause premature convergence. Meanwhile, [77] has proposed to re-evaluate the unfit solutions, because they might just be a few iterations away from global optimum.

The main focus of researchers to improve ACO algorithm is solving premature convergence. Zhang et al. [77] introduce a summation rule to replace the original pheromone ‘drop and evaporate’ updating rule. In pheromone summation updating rule, the best trail is determined by summation of total pheromone that dropped without considering evaporation factor. Meanwhile, [59] adopted particle swarm position updating approach to overcome premature convergence in ACO. The hybridisation of ACO and particle swarm not only solves the premature convergence in ACO but also reduces computational time compared with original ACO.

4.3 Particle swarm optimisation

PSO, originated by Kennedy and Eberhart in 1995 [102]. It is inspired by social behaviour of bird flocking or fish schooling. The PSO is quite similar to GA, in which the system is initialised with a population of random solutions. However, unlike the GA, the PSO has no evolution operators such as crossover and mutation. The potential solutions, called particles, fly through the problem space by following the current optimum particles [103]. In ASP and ALB, only seven cited papers applied this algorithm. From this number, six papers used PSO to solve multi-objective problem, but only one paper used Pareto optimal approach to deal
with multi-objective optimisation. Most of the researchers used traditional weighted approach to solve multi-objective optimisation.

The PSO is a relatively new algorithm compare with GA and ACO. Not many papers that applied PSO to ASP and ALB have been published. This has motivated researchers [8, 25, 82] to apply PSO to ASP and ALB optimisation. Besides that, PSO is a simple algorithm because it only uses a single velocity formula to evolve [60]. Therefore, PSO algorithm is easy to implement and requires less computational resources compared with GA.

However, similarly with GA, the original PSO is not suitable to be directly applied to ASP and ALB problems. Besides the precedence constraint issue, the original PSO is designed for continuous problem, where the solution is in real-value space while ASP and ALB solutions reside in discrete integer space [8, 22]. Another important issue of original PSO is that it is easily trapped in local optima [22]. To solve this problem, [25] introduced a new mechanism of updating velocity by using one of two formulas randomly instead of single formula. Meanwhile, [22] introduced a chaotic operator to diversify the updated particle position, which finally help to reduce premature convergence.

4.4 Other methods

Besides the three main algorithms above, the researchers in ASP and ALB also use other soft computing methods such as simulated annealing [61, 83, 84], Petri net [86–88], memetic algorithm [20, 63, 90], immune algorithm [23, 89, 91], neural network [92] and tabu search [93].

Other than that, some researchers also combined a few soft computing methods to solve the ASP and ALB. Qin et al. [7] Li and Shan [62] and Lin et al. [85] were combined GA with simulated annealing method and called them genetic simulated annealing algorithm. Shan et al. [64] combined PSO and simulated annealing to solve multi-objective ASP problem using Pareto approach. The other algorithm combination that found to optimise ASP and ALB problem are GA and tabu search [29] and GA, ACO and simulated annealing [65].

5 Discussions and research potentials

This paper studied research in ASP and ALB that used soft computing approaches for the past 10 years. From this study, the previous research patterns and trends were identified. Figure 7 shows the number of published ASP and ALB papers that used soft computing methods between 2000 until 2010. The number of published papers in ALB was significantly increased from 2006. Meanwhile, the ASP research papers show increment from 2009. This figure concludes that, although the research in ASP and ALB were started in earlier time, but it had been given special attention by researchers between 2–5 years ago. This trend is predicted to be maintained in the near future due to growth in computational technique.
Meanwhile, Fig. 8 presents the trend of single- and multi-objective usage in ASP and ALB optimisation for 2000 until 2010. The trend shows research papers that used single objective were fluctuated from 2000 to 2010. Meanwhile, similar trend was also found in number of papers that used multi-objective optimisation for the first 5 years. However, this trend was changed for the second half of this period. The number of papers that used multi-objective optimisation was started to grow from 2006 until 2010. The multi-objective optimisation was attracted many researchers because of complexity of the problem and closer to the real assembly application.

In terms of optimisation algorithms usage, application of GA in ASP and ALB papers between 2005 and 2010 is quite stable with an average of three papers per year (Fig. 9). For the same period, the ACO usage in the cited research papers fluctuates. Meanwhile, the PSO algorithm was first implemented in ASP and ALB research in 2009. The number of papers that applied PSO algorithm had shown rapid progress with two papers in 2009 and five papers in 2010. In 2010, papers using PSO in ASP and ALB optimisation was outnumbered
papers that employed GA and ACO. If the current trend persists, it is possible for PSO to be widely used in this area as GA.

![Fig. 9 Number of papers uses GA, ACO and PSO for 2005–2010](image)

A number of issues had also been raised by researchers regarding the ASP and ALB optimisation. One of the issues is related with high computational time for ASP and ALB. Researchers like [21, 55, 104, 105] agreed that the existing algorithms may inadequate to solve larger ASP and ALB problems due to computational limitation.

The second issue highlighted by researchers is about tedious data entry procedure into computer programme. The current approach requires the researchers to identify and key in a set of data such as precedence, geometrical character, direction etc. This process consumes a lot of time as stated by [66]; ‘The man–computer interaction for constraint detection is the most manpower consuming process’. To simplify the process, research on data extraction from computer-aided design (CAD) model is highly recommended by [20, 22, 66].

Besides that, researchers also made an argument on assumptions in ALB. The first assumption stated that all workstations have similar capability, therefore any assembly task can be assigned to any workstation. The idea of all workstations having similar facilities cannot be accepted because it did not imply the real situation [10]. Meanwhile, [95] disagreed on the assumption where most of ALB problem is discussed as a deterministic problem, but in reality, the processing times are rarely deterministic.

Researchers in assembly optimisation have contributed in various problems and applications. However, there are still a few unfulfilled potential and gaps. ALB research started with simple line balancing problem with basic precedence constraint. This field has progressed to a complex problem with other assembly constraints. In computational experiment research like ALB, the computational model is nearer to actual situation when less assumption is used. However, the problem will become more complicated and requires higher computational cost. The suggestion to facilitate particular assembly task into a particular workstation with facilities constraint had been discussed in earlier research, but it has not been implemented yet.
In ASP and ALB problem, optimisation algorithm plays an important role since both problems are classified as NP-hard. Research on algorithm improvement is important to handle more complicated ASP and ALB problems with larger size, various constraints and objectives. Currently, the algorithms to optimise ASP and ALB problem are dominated by GA, ACO and PSO. The researchers are more interested to explore and improve these algorithms although many other potential algorithms are available. However, the algorithm improvement works mainly in focusing on solving premature convergence issues rather than high-computational time or algorithm complexity issues.

In the next few years, the algorithm usage is likely that remain lead by main algorithms (GA, ACO and PSO) with modification to reduce premature convergence. Although there are many recent papers that focus on solving this problem, the definitive answer is still unclear. In the near future, the trend for algorithm hybridisation is also predicted to be the focus of researchers. The current success of hybrid algorithm as presented in [62, 65, 85] has motivated researchers to give additional attention to this approach. Although the algorithm hybridisation approach has been started earlier, the number of papers that use this approach have significantly increased since 2008. However, there are still plenty of opportunities in the algorithm hybridisation because many potential algorithm combinations are not tested yet.

On the other hand, further research on automation and integration of assembly optimisation also have a potential. At the moment, research on data extraction from CAD model are only being implemented in DFA level but not widely used in ASP and ALB [20, 22]. Meanwhile, integration of assembly optimisation consumes larger manpower to enter the data. In the same time, integration of assembly optimisation is also considered as a bridge to enable flows of extracted data from DFA level to ASP and ALB optimisation. Therefore, automation and integration of assembly optimisation are mutually dependent on enhancing each other.

6 Conclusions

This paper surveyed the ASP and ALB research that used soft computing methods for the past 10 years. The current research trend shows that ASP and ALB are progressing to a more complicated problem by increment in the number of papers that works on multi-objective optimisation. Besides that, growth in usage of relatively new algorithm like PSO shows that the researchers tend to explore and develop algorithm which manage to handle more complex problems.

In the future, one of the main challenges in ASP and ALB research is how to simplify and shorten assembly optimisation processes throughout different levels (Fig. 1). This is an important issue especially for manufacturers to be able to compete in the global market with shorter product life cycle. Another challenge in this field is how to make the ASP and ALB
problem model closer to the actual situation in industry. This challenge is important to acquire accurate results from computational experiments. The challenge to reduce computational cost is another future research direction, since the ASP and ALB problems are getting more complicated. Therefore, it can be concluded that, although many works had been published, research in ASP and ALB optimisation still have a long way to go.
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