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Multipoint iterative methods belong to the class of the most efficient methods for solving
nonlinear equations. Recent interest in the research and development of this type of meth-
ods has arisen from their capability to overcome theoretical limits of one-point methods
concerning the convergence order and computational efficiency. This survey paper is a
mixture of theoretical results and algorithmic aspects and it is intended as a review of
the most efficient root-finding algorithms and developing techniques in a general sense.
Many existing methods of great efficiency appear as special cases of presented general iter-
ative schemes. Special attention is devoted to multipoint methods with memory that use
already computed information to considerably increase convergence rate without addi-
tional computational costs. Some classical results of the 1970s which have had a great
influence to the topic, often neglected or unknown to many readers, are also included
not only as historical notes but also as genuine sources of many recent ideas. To a certain
degree, the presented study follows in parallel main themes shown in the recently pub-
lished book (Petković et al., 2013) [53], written by the authors of this paper.

� 2013 Elsevier Inc. All rights reserved.
1. Introduction

The solution of nonlinear equations and systems of nonlinear equations has been one of the most investigated topics in
applied mathematics that has produced a vast literature; see, for example Ostrowski [46], Traub [63], Ortega and Rheinboldt
[45], Neta [38], McNamee [37] and references therein. In this paper we are concerned with fixed point methods that generate
sequences presumably convergent to the solution of a given single equation. This class of methods can be divided into one-
point and multipoint schemes. The one point methods can attain high order by using higher derivatives of the function,
which is expensive from a computational point of view. On the other hand, the multipoint methods are allowing the user
not to throw away information that had already been computed. This approach provides the construction of very efficient
root-finding methods, which explains recent increased interest in study of multipoint root-finding methods.

Any one-point iterative method for finding a simple root, such as Newton’s, Halley’s, Laguerre’s, Euler–Cauchy’s method
and members of the Traub–Schröder basic sequence, which depends explicitly on f and its first r � 1 derivatives, cannot at-
tain an order higher than r. Therefore, the informational efficiency (see Section 2 for definition) of one-point methods, ex-
pressed as the ratio of the order of convergence and the number of required function evaluations per iteration, cannot
exceed 1. Multipoint methods are of great practical importance, since they overcome the theoretical limits of any one-point
method concerning the convergence order and informational and computational efficiency. The so-called optimal n-point
methods always have informational efficiency greater than 1 for n P 2.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.amc.2013.10.072&domain=pdf
http://dx.doi.org/10.1016/j.amc.2013.10.072
mailto:miodragpetkovic@gmail.com
http://dx.doi.org/10.1016/j.amc.2013.10.072
http://www.sciencedirect.com/science/journal/00963003
http://www.elsevier.com/locate/amc
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Traub’s 1964 book [63], as well as papers published in the 1970s and in 1980s, presented several multipoint methods. A
renewed interest in multipoint methods has arisen in the early years of the twenty-first century due to the rapid develop-
ment of digital computers, advanced computer arithmetics (multi-precision arithmetic and interval arithmetic) and sym-
bolic computation. The mentioned improvements in hardware and software were ultimately indispensable since
multipoint methods produce approximations of great accuracy and require complicated convergence analysis that is feasible
only by symbolic computation.

During the last ten years, at least 200 multipoint methods have been published in various journals for applied and com-
puter mathematics. However, many methods turned out to be either inefficient or slight modifications/variations of already
known methods. In numerous cases ‘‘new’’ methods were, in fact, only rediscovered methods. For these reasons, the authors
of this paper decided to make a systematic review of multipoint methods, concentrating mainly on the most efficient meth-
ods and techniques for developing multipoint methods, including procedures for their unified presentation. Historical notes
are also included which point to the importance of classic results dating since 1970’s. A result of our three-year-long inves-
tigation is the book ‘‘Multipoint methods for solving nonlinear equations’’ [53] published in 2013 by Elsevier/Academic Press.

This survey paper, actually a mixture of theoretical results and algorithmic aspects, is intended as a review of the most
important contributions in the topic, many of which are presented in the mentioned book [53]. It also includes some new
parts concerned with general techniques for designing multipoint methods as well as some old ideas that go back to
1970’s, which have had a great influence on many results in the considered area.

The paper is divided into eight sections and organized as follows. In Section 2 we give classification of root-finders in the
same way as done by Traub [63]. Section 3 contains some basic measures necessary for the quality estimation of iterative
methods and their comparison. Some general methods for constructing multipoint root-finders by interpolation and weight
functions are the subject of Section 4. A review of two-point and three-point optimal methods is given in Sections 5 and 6,
respectively. They are, actually, particular examples constructed using general developing techniques given in Section 4. The
necessity of higher order multipoint methods for solving real-life problems is discussed at the end of Section 6. Multipoint
methods with memory, constructed by inverse interpolation using two and three initial approximations, are considered in
Section 7. A special attention is paid to the proper application of Herzberger’s matrix method in determining order of con-
vergence. Finally, in Section 8 we present generalized multipoint methods with memory that use self-accelerating parame-
ters calculated by Newton’s interpolation with divided differences. Convergence analysis is more general than the one given
in [15] and it is exposed here in a condensed form.

We emphasize that a large part of this paper is devoted to multipoint methods with memory since it turns out that this
class of root-finders possesses the greatest computational efficiency at present. We omit numerical examples since they can
be found in the corresponding references cited throughout this paper.

We hope that this survey paper, together with the book [53] by the same authors, will help readers to understand various
developing techniques, the convergence behavior and computational efficiency of the various multipoint methods for
solving nonlinear equations.

2. Classification of root-finders

Let f be a real single-valued function of a real variable. If f ðaÞ ¼ 0 then a is said to be a zero of f or, equivalently, a root of
the equation f ðxÞ ¼ 0. It is customary to say that a is a root or zero of an algebraic polynomial f, but just a zero if f is not a
polynomial.

We give a classification of iterative methods, as presented by Traub in [63]. We will always assume that f has a certain
number of continuous derivatives in the neighborhood of the zero a. We most commonly solve the equation approximately,
that is, we find an approximation to the zero a by applying some iterative method starting from an initial guess x0.

(i) Let an iterative method be of the form
xkþ1 ¼ /ðxkÞ ðk ¼ 0;1;2; . . .Þ;
where xk is an approximation to the zero a and / is an iteration function. The iterative method starts with an initial guess x0

and at every step we use only the last known approximate. In this case, we call the method one-point. The function / may
depend on derivatives of f in order to increase the order. In fact, to get a method of order r, one has to use all derivatives up to
order r � 1, see Traub [63, Th. 5.3]. The most commonly used one-point iterative method is given by
xkþ1 ¼ NðxkÞ :¼ xk �
f ðxkÞ
f 0ðxkÞ

ðk ¼ 0;1; . . .Þ; ð1Þ
known as Newton’s method or Newton–Raphson’s method.
(ii) Suppose that real numbers xk�n; . . . ; xk�1; xk are approximations to the zero a obtained from the current and previous

iterations, and let us define the mapping
xkþ1 ¼ /ðxk; xk�1; . . . ; xk�nÞ: ð2Þ
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The approximation xkþ1 is calculated by / using the previous nþ 1 approximations. The iteration function / of the form (2) is
called an one-point iteration function with memory. An example of iteration function with memory is the well-known secant
method
xkþ1 ¼ xk �
xk � xk�1

f ðxkÞ � f ðxk�1Þ
f ðxkÞ ðk ¼ 1;2; . . .Þ: ð3Þ
(iii) Another type of iteration functions is derived by using the expressions w1ðxkÞ;w2ðxkÞ; . . . ;wnðxkÞ, where xk is the com-
mon argument. The iteration function /, defined as
xkþ1 ¼ /ðxk;w1ðxkÞ; . . . ;wnðxkÞÞ; ð4Þ
is called a multipoint iteration function without memory. The simplest examples are Steffensen’s method [60]
xkþ1 ¼ xk �
f ðxkÞ2

f ðxk þ f ðxkÞÞ � f ðxkÞ
with w1ðxkÞ ¼ xk þ f ðxkÞ ð5Þ
and Traub–Steffensen’s method [63]
xkþ1 ¼ SðxkÞ :¼ xk �
cf ðxkÞ2

f ðxk þ cf ðxkÞÞ � f ðxkÞ
with w1ðxkÞ ¼ xk þ cf ðxkÞ: ð6Þ
Another example is the iterative two-point cubically convergent method
xkþ1 ¼ xk �
f ðxkÞ

f 0ðxkÞ þ f 0ðxk � f ðxkÞ=f 0ðxkÞÞ
;

which was presented in the paper [69]. This paper was cited in many papers although the last iterative formula was derived
by Traub [63, p. 164] almost forty years earlier.

(iv) Assume that iterative function / has arguments zj, where each argument represents nþ 1 quantities
xj;w1ðxjÞ; . . . ;wnðxjÞ (n P 1). Then / can be represented in the general form as
xkþ1 ¼ /ðzk; zk�1; . . . ; zk�nÞ: ð7Þ
The iteration function / is called a multipoint iteration function with memory. In each iterative step we have to preserve infor-
mation of the last n approximations xj, and for each approximation we have to calculate n expressions w1ðxjÞ; . . . ;wnðxjÞ.

In this paper we treat the cases of multipoint methods without and with memory for finding a simple zero, defined
respectively by (4) and (7).

3. General preliminaries

One of the most important features of iterative methods is their convergence rate defined by the order of convergence. Let
fxkg be a sequence converging to a and let ek ¼ xk � a. If there exists a real number p and a nonzero positive constant Cp such
that
lim
k!þ1

jekþ1j
jekjp

¼ Cp;
then p is called the order of the sequence fxkg and Cp is the asymptotic error constant. Some examples show that this
definition is rather restrictive, which motivated Ortega and Rheinboldt [45, Ch. 9] to introduce more general concept of
Q- and R-order of convergence. However, it can be proved (see Example 9.3–4 in [45, Ch. 9]) that the Q-, R- and Traub’s
C-order are identical when 0 < Cp < þ1 exists for some p 2 ½1;þ1�. Since the asymptotic error constant Cp always satisfies
this condition for all methods considered in this paper, we will not emphasize particularly this fact in the sequel.

When testing new methods, either to check the order of convergence or to estimate how much it differs from the theo-
retical order in practical implementation, it is of interest to use computational order of convergence (COC) defined by
~r ¼ log jðxk � aÞ=ðxk�1 � aÞj
log jðxk�1 � aÞ=ðxk�2 � aÞj ; ð8Þ
where xk�2; xk�1 and xk are the last three successive approximations to the sought root a obtained in the iterative process
xkþ1 ¼ /ðxkÞ. This old result has been rediscovered by Weerakoon and Fernando [69] although formula (8) is only of theoret-
ical value.

The value of the zero a is unknown in practice. Using the factorization f ðxÞ ¼ ðx� aÞgðxÞ and (8), we can derive the
approximate formula for COC
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rc ¼
log jf ðxkÞ=f ðxk�1Þj

log jf ðxk�1Þ=f ðxk�2Þj
; ð9Þ
which is of much better practical importance. This formula in a more general form may be found in [24]. The calculated value
rc estimates the theoretical order of convergence well when ‘‘pathological behavior’’ of the iterative method (for instance,
slow convergence at the beginning of the implemented iterative method, ‘‘oscillating’’ behavior of approximations, etc.) does
not exist.

There are other measures for comparing various iterative techniques. Traub [63] introduced the informational efficiency
and efficiency index, which can be expressed in terms of the order (r) of the method and the number of function- (and deriv-
ative-) evaluations (hf ). The informational efficiency of an iterative method (M) is defined as
IðMÞ ¼ r
hf
: ð10Þ
The efficiency index (or computational efficiency) is given by
EðMÞ ¼ r1=hf ; ð11Þ
the definition that was introduced by Ostrowski [46] several years before Traub [63].
Neta [38] has collected many algorithms and listed their efficiency. Another tool for comparison of the various algorithms

is the notion of basin of attraction based on graphic (most often fractal) visualization. Stewart [61] was one of the first who
carried out the comparison of several second and third-order methods using computer graphics. Amat et al. [1–3], Neta et al.
[41,43,44], Scott et al. [56], Chun et al. [12], and Varona [65] have expanded on this and included a variety of algorithms of
different orders of convergence for simple and multiple roots. Kalantari wrote an excellent book [25] that offers fascinating
and modern perspectives into the theory and practice of iterative methods for finding polynomial roots using computer
graphics. This subject is of paramount importance but it is also very voluminous so it is not considered here; instead, we
refer the above-mentioned references for a profound investigation.

Remark 1. It is worth emphasizing that the maximal order of convergence is not the only goal in constructing root-finding
methods and, consequently, the ultimate measure of efficiency of the designed method. Complexity of the formulae
involved, often called combinatorial cost, makes another important parameter, which should be taken into account, see
[31,64]. See Section 4 for further discussion.
4. Methods for constructing multipoint root-finders

One major goal in designing new numerical methods is to obtain a method with the best possible computational effi-
ciency. Each memory-free iteration consists of

–new function evaluations, and
–arithmetic operations used to combine the available data.

Minimizing the total number of arithmetic operations through an iterative process which would provide the zero-approx-
imation of the desired accuracy, would be very much dependent on the particular properties of a function f whose zero is
sought. However, in most cases, function or derivative evaluations are far more expensive in terms of arithmetic operations
(it may even involve subroutines), than any combinatory cost of the available data. Regarding the definition (10) or (11), this
means that it is desirable to achieve as high as possible convergence order with the fixed number of function evaluations per
iteration. Nevertheless, working with weight functions (see Section 4.2), it is preferable to avoid complicated forms (or com-
binations of weight functions) in several variables.

For example, methods (1) and (5) have been proven [31] to be of least combinatorial cost among all the methods which
use two function evaluations. In the case of multipoint methods without memory this demand is related to the construction
of methods with the optimal order of convergence, considered in the Kung–Traub conjecture [32] from 1974:

Kung–Traub’s conjecture: Multipoint iterative methods without memory, costing nþ 1 function evaluations per iteration,
have order of convergence at most 2n.

This conjecture was proved for some classes of multipoint methods by Woźniakowski in [72].
Multipoint methods that satisfy the Kung–Traub conjecture are usually called optimal methods (see [31,32]) and, natu-

rally, they are of particular interest. Consequently, the optimal order is r ¼ 2n so that the optimal efficiency index is
EðoÞn ¼ 2n=ðnþ1Þ:
A class of optimal n-point methods, reaching the order 2n with nþ 1 function evaluations per iteration, will be denoted by
W2n ðn P 1Þ. The Kung–Traub conjecture is supported by the families of multipoint methods of arbitrary order n, proposed in
[32,49,73], and also by a number of particular multipoint methods developed after 1960.
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Let us consider the case of root-finding iterative methods without memory for simple roots that use Hermitian type of
information (H-information for short). This type of information implies that if we use the derivative f ðdÞðyÞ at a certain point
y, then all f ðjÞðyÞ; 0 6 j 6 d, are used as well. Most of the developed iterative root-solvers are based on H-information. The
first optimal methods that differ from this class (do not use Hermitian type of information) are Jarratt’s families of two-point
methods, see [22,23]. The required information for these families usually called general (sparse) Hermite information, or
Hermite–Birkhoff type of information, and are in close relation to Hermite–Birkhoff interpolation, often called general Her-
mite interpolation.

H-information based iterations are widely constructed and investigated in details. Woźniakowski [71] proved for itera-
tions based on H-information f ðiÞðyk;jÞ; 0 6 i 6 dj; 0 6 j 6 m� 1, that they have a very specific form of the error relation
xkþ1 � a �
Ym�1

j¼1

ðyk;j � aÞrj ; where rj 6 dj þ 1: ð12Þ
Traub’s detailed research [63] states that for the class of interpolatory iterations the equality rj ¼ dj þ 1 holds in (12). The
symbol � in (12) and later in the text means that infinitesimally small quantities g and h are of the same order in magnitude,
denoted as g � Ch or g ¼ OðhÞ, if g=h! C, where C is a nonzero constant.

In the sequel f ½x; y� ¼ ðf ðxÞ � f ðyÞÞ=ðx� yÞ will denote a divided difference. Divided differences of higher order are defined
recursively by the formula
f ½x0; x1; . . . ; xi� ¼
f ½x1; . . . ; xi� � f ½x0; . . . ; xi�1�

xi � x0
ði > 1Þ:
The assertions proved in [8,63,72] show that in the class of iterations based on H-information, interpolatory type methods
reach the maximal order of convergence
rð/Þ ¼ ðd0 þ 1Þ
Ym�1

i¼1

ðdi þ 2Þ
and that the Kung–Traub hypothesis holds for this class of methods.
Let / denote an iteration function and let vð/Þ be the total number of function evaluations used to compute /ðf ÞðxÞ per

iteration. Kung and Traub [32] stated the following conditions for the highest (optimal) informational efficiency of interpo-
latory type of iterations based on H-information of the fixed volume n:

Theorem 1. Let di P 0 be integers. Let tð/Þ ¼
Pm�1

i¼0 ðdi þ 1Þ ¼ n be fixed. Then the order rð/Þ ¼ ðd0 þ 1Þ
Qm�1

i¼1 ðdi þ 2Þ is
maximized exactly when
m ¼ n; di ¼ 0 ði ¼ 0; . . . ; n� 1Þ ð13Þ
or
m ¼ n� 1; d0 ¼ 1; di ¼ 0 ði ¼ 1; . . . ;n� 2Þ: ð14Þ

Theorem 1 states that in order to achieve as high as possible (optimal) order of convergence 2n�1 with n function evalu-

ations of Hermitian type, a multipoint scheme has to start with a method of Newton’s or Traub–Steffensen’s type. All of the
following steps of such multipoint scheme consume only one additional function evaluation of f (none of the derivatives) at
the latest calculated approximation to the sought zero a. We will call such schemes optimal Hermitian scheme, or shorter OH-
schemes, where Hermitian stands for the type of information used in iteration function.

According to the above discussion, developing techniques for multipoint root-finders will be displayed and explored on
schemes that use Newton’s or Traub–Steffensen’s method as pre-conditioners. As proved in [31], method (5) is of least com-
binatorial cost, along with (1). However, parameter c has been proved as a beneficial addendum, worthy of the investment.
Let us consider the scheme that consumes in total n function evaluations per iteration,
yk;1 ¼ NðxkÞ; yk;0 ¼ xk or yk;1 ¼ SðxkÞ; yk;0 ¼ xk þ cf ðxkÞ;
yk;j ¼ /jðxk; yk;0; . . . ; yk;j�1Þ; 2 6 j 6 n� 1; /j 2 W2j ;

xkþ1 ¼ yk;n�1:

8><>: ð15Þ
Here
NðxkÞ ¼ xk �
f ðxkÞ
f 0ðxkÞ

ðNewton’s iterationÞ;

SðxkÞ ¼ xk �
f ðxkÞ

f ½xk; xk þ cf ðxkÞ�
ðTraub—Steffensen’s iterationÞ;
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were defined in (1) and (6), and /j 2 W2j denotes any OH-scheme with the order of convergence 2j which uses jþ 1 function
evaluations. Errors of approximations to the sought zero a will be denoted by
ek;j ¼ yk;j � a; 0 6 j 6 n� 1; and ek ¼ xk � a:
Based on the construction of scheme (15), it follows
ek;j ¼ O e2j

k

� �
¼ O ek

Yj�1

i¼0

ek;i

 !
; ðj ¼ 0; . . . ; n� 1Þ: ð16Þ
There are two ways to raise the order of convergence (and, consequently, the informational efficiency) of the method
(15): (1) by the reuse of old information (methods with memory), or (2) raising the order of convergence at the expense
of an additional function evaluation per iteration.

Methods with memory that use optimal multipoint methods and self-accelerating parameters for further increase of con-
vergence order will be discussed in Sections 7 and 8. For comparison, multipoint methods with memory can achieve order 2n

with n new function evaluations per iteration only if all the information, starting from x0 are used in all iterations. Undoubt-
edly, such kind of information usage reduces every step of any multipoint method to the following
xkþ1 ¼ xk �
f ðxkÞ
P0ðxkÞ

þ Oðe2
kÞ;
with one new function evaluation (in fact, f ðxkÞ) per iteration, where Pðt; xk; xk�1; . . . ; x0Þ is an interpolating polynomial based
on all available information from x0 to xk. Efficiency index 2 is obtained in this manner. On the other hand, the only way to
obtain order 2n without the use of old information with the OH-scheme is to perform nþ 1 fresh function evaluations per
iteration. In this section we will focus on developing higher order root-finders without memory.

Let us start with a non-optimal scheme based on H-information
yk;1 ¼ NðxkÞ; yk;0 ¼ xk or yk;1 ¼ SðxkÞ; yk;0 ¼ xk þ cf ðxkÞ;
yk;j ¼ /jðxk; yk;0; . . . ; yk;j�1Þ; 2 6 j 6 n� 1; /j 2 W2j ;

xkþ1 ¼ Nðyk;n�1Þ ¼ yk;n�1 �
f ðyk;n�1Þ
f 0 ðyk;n�1Þ

:

8>><>>: ð17Þ
Obviously, (17) represents a composition of OH-scheme (15) and Newton’s iteration in the last step. According to Traub’s
theorem of composition of iterative functions [63, Th. 2.4], the scheme (17) obtains the desired augmented order 2n but
achieves it with nþ 2 function evaluations. To optimize (17), we will cut down by one the number of function evaluations
with the approximation of f 0ðyk;n�1Þ based on the rest of the available data from the current iteration. This approximation has
to be of such quality that the newly developed scheme retains the order 2n.

In Sections 4.1 and 4.2 we will consider the construction of some classes of general multipoint methods based on the
scheme (17) and approximations of the derivative. In Section 4.3 we abandon the scheme (17) and present inverse interpo-
lation approach in order to increase the order of convergence.

4.1. Direct interpolation

Let g be a sufficiently differentiable function that coincides with f at mþ 1 H-information points
z0; . . . ; zm 2 fxk; yk;0; . . . ; yk;n�1g;1 6 m 6 n. The interpolating conditions are based on the H-information type function
evaluations used in the current iteration. Nodes z0; . . . ; zm are lexicographically ordered by their indices, which means that
we assume that if zi ¼ yk;ji

then ji < jiþ1. Therefore, if xk 2 fz0; . . . ; zmg then z0 ¼ xk, or if yk;n�1 2 fz0; . . . ; zmg then zm ¼ yk;n�1.
The interpolating conditions are gðzjÞ ¼ f ðzjÞ for 0 6 j 6 m, (if z0 ¼ z1 ¼ xk then g0ðxkÞ ¼ f 0ðxkÞ is among the interpolating con-
ditions instead of gðz1Þ ¼ f ðz1Þ) and depend on the type of the first step in the scheme (17).

We shall use an approximate f 0ðyk;n�1Þ � g0ðyk;n�1Þ in the final step of (17). The new iterative scheme becomes
yk;1 ¼ NðxkÞ; yk;0 ¼ xk or yk;1 ¼ SðxkÞ; yk;0 ¼ xk þ cf ðxkÞ;
yk;j ¼ /jðxk; yk;0; . . . ; yk;j�1Þ; 2 6 j 6 n� 1; /j 2 W2j ;

xkþ1 ¼ yk;n�1 �
f ðyk;n�1Þ
g0 ðyk;n�1Þ

:

8>><>>: ð18Þ
The symbol Iða0; a1; . . . ; asÞ will denote the minimal interval which contains points a0; . . . ; as. For easier inscription, errors
are introduced as ezj

¼ zj � a, to emphasize that these are the interpolating points at which g coincides with f.
According to Cauchy mean value theorem, for t in a close neighborhood of the zero a, there exists a nt 2 Iðt; z0; . . . ; zmÞ

(thus nt � a is at least Oðmaxfjez0 j; jt � ajgÞ) such that
f ðtÞ � gðtÞ ¼ ðf � gÞðmÞðntÞ
m!

Ym
j¼0

ðt � zjÞ �
ðf � gÞðmÞðaÞ

m!

Ym
j¼0

ðt � zjÞ: ð19Þ
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After differentiating and taking t ¼ yk;n�1 in (19), having in mind Taylor’s development and relations (16), we obtain
g0ðyk;n�1Þ ¼ f 0ðaÞ þ O
Ym�1

j¼0

ezj

 !
: ð20Þ
According to (20) and Taylor’s representation we have
ekþ1 ¼ ek;n�1 �
f ðyk;n�1Þ
g0ðyk;n�1Þ

¼ ek;n�1 �
f 0ðaÞek;n�1 þ Oðe2

k;n�1Þ

f 0ðaÞ þ O
Qm�1

j¼0 ezj

� � ¼ ek;n�1 1� 1þ Oðek;n�1Þ
1þ O

Qm�1
j¼0 ezj

� �
24 35:
From the last relation, we find the error estimate
ekþ1 ¼ O ek;n�1

Ym�1

j¼0

ezj

 !
: ð21Þ
Our goal is to achieve ekþ1 ¼ Oðe2n

k Þ ¼ O ek
Qn�1

j¼0 ek;j

� �
, (see (16)). Hence, the iterative scheme (18) will be optimal if and only if

m ¼ n, in other words, if all available function evaluations from the current iteration are used in approximating f 0ðyk;n�1Þ.
When constructing multipoint root-solvers, if we use the presented approach from the second step onward (for calculat-

ing yk;2; yk;3; . . .), we can obtain varieties of classes of iterative methods that can be regarded as interpolatory methods in a
wider sense [71] than the one defined by Traub in [63].

While constructing multipoint methods, beside a high order of convergence, complexity of formulae involved (combina-
torial cost) must be taken into account [64]. For this reason, the complexity of the derivative of the interpolating function g is
essential when choosing g. In practice, polynomials or rational functions do make the obvious and most common choice for
the function g. Minimal degree interpolating polynomials are mostly preferred, not only because of their wide and exhaus-
tive study, but also due to the fact that we lose a dose of ‘uncertainty’ (gðmÞðntÞ is annihilated in (19)) when extrapolating f
from such polynomials. Among many examples we mention here the n-step families of methods: the Hermite interpolation
based family [49] and the derivative free Zheng–Li–Huang family [73]. In Section 8 we devote more attention to the latter
family.

4.2. Weight functions

Another technique has distinguished itself during the last decade. It has been used in the construction of OH iterative
methods that are not necessarily of interpolatory type, even in a wide sense, and the construction of non-H-information iter-
ative methods, just as well. The general idea will be presented on H-information based iterative methods.

Again, start from the non optimal scheme (17) of order 2n. To optimize (17), as mentioned above, we need a very good
approximation of f 0ðyk;n�1Þ. In order to preserve low computational cost, an approximate value of f 0ðyk;n�1Þ should be based
on some close value already calculated in one of the previous steps of the ongoing iteration, say g0ðyk;sÞ; s < n� 1. Usually
f 0ðxkÞ or f ½xk; yk;0� are used in practice for g0ðyk;sÞ, depending on the first predictor step in (17). However, such approximation
to f 0ðyk;n�1Þ can hardly give the desired optimal order of convergence because it does not rely on all available information. To
get to the optimal 2n we ‘boost’ the derivative approximation g0ðyk;sÞ by involving all the available information. The key is to
find a minimal degree multivariate polynomial Pðt1; . . . ; tnÞ where variables t1; . . . ; tn are a combination of fractions
f ðyk;n�1Þ
f ðyk;n�2Þ

;
f ðyk;n�2Þ
f ðyk;n�3Þ

; . . . ;
f ðyk;1Þ
f ðyk;0Þ

;
f ðyk;1Þ
f ðxkÞ

;

or
f ðyk;n�1Þ
f ðyk;n�2Þ

;
f ðyk;n�2Þ
f ðyk;n�3Þ

; . . . ;
f ðyk;1Þ
f ðxkÞ

;
f ðxkÞ
f 0ðxkÞ

;

based on the available information depending on the predictor step in (17). The multivariate polynomial P should satisfy the
following condition
f 0ðyk;n�1Þ ¼
g0ðyk;sÞ

Pðt1; . . . ; tnÞ
þ Oðek;n�1Þ ð22Þ
so that the newly designed scheme
yk;1 ¼ NðxkÞ; yk;0 ¼ xk or yk;1 ¼ SðxkÞ; yk;0 ¼ xk þ cf ðxkÞ;
yk;j ¼ /jðxk; yk;0; . . . ; yk;j�1Þ; 2 6 j 6 n� 1; /j 2 W2j ;

xkþ1 ¼ Nðyk;n�1Þ ¼ yk;n�1 �
f ðyk;n�1Þ
g0 ðyk;sÞ

Pðt1; . . . ; tnÞ;

8>><>>: ð23Þ
retains order 2n.
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Observe that in an OH-scheme of the form (23) the following is valid
f ðyk;jþ1Þ
f ðyk;jÞ

! 0; and
f ðyk;1Þ
f ðxkÞ

! 0;
f ðxkÞ
f 0ðxkÞ

! 0; when k!1 ð24Þ
for all j 2 f0; . . . ;n� 2g. For this reason, when the required polynomial P exists, it can be regarded as the Taylor expansion of
a multivariate function Wðt1; . . . ; tnÞ in the neighborhood of T ¼ ð0; . . . ;0Þ, formally called a weight function. Thus (23)
becomes
yk;1 ¼ NðxkÞ; yk;0 ¼ xk or yk;1 ¼ SðxkÞ; yk;0 ¼ xk þ cf ðxkÞ;
yk;j ¼ /f ðxk; yk;0; . . . ; yk;j�1Þ; 2 6 j 6 n� 1; /j 2 W2j ;

xkþ1 ¼ yk;n�1 �
f ðyk;n�1Þ
g0 ðyk;n�1Þ

Wðt1; . . . ; tnÞ:

8>><>>: ð25Þ
Properties of the weight function W, sufficient for obtaining the optimal order 2n of (25), are then expressed by the coeffi-
cients of the polynomial P as values of corresponding partial derivatives of W at the point T ¼ ð0; . . . ;0Þ.

Evidently, the enlargement of the number of variables in P, and thus in W, leads to the increase of the complexity of the
function W; besides, sufficient conditions become more and more complicated, even when symbolic computation is applied.
It is worth emphasizing that managing great number of variables of W is useless if such an approach does not considerably
improve convergence characteristics of the designed method. Furthermore, recall that more complicated forms increase
combinatorial cost.

When dealing with non-H-information methods, such as of Jarratt’s type, limits (24) do not necessarily hold. Then the
central point T of Taylor’s expansion for W has to be determined from case to case.

The presented technique of convergence acceleration includes techniques presented in Sections 4.1 and 4.3.
We close this section with a comment on additional criteria for choosing weight functions and free parameters in iterative

multipoint methods. In solving nonlinear equations we endeavor to find fixed points, that are candidates for zeros of the gi-
ven equation. However, many multipoint methods have fixed points that are not desired zeros of the function. These points
are called extraneous fixed points, see Vrscay and Gilbert [70]. As described in [40], the extraneous points could be attractive,
which leads to the iteration trap producing undesirable results. To prevent this inconvenient behavior of multipoint methods
based on weight functions, weight functions or involved free parameters have to be suitably chosen. Their choice should be
carried out in such a manner to restrict the extraneous fixed point to a suitable domain (usually the boundary of a basin of
attraction), say the imaginary axis, as done in [40] using conjugacy maps for quadratic polynomials.

4.3. Inverse interpolation

We will consider the following OH-scheme
yk;1 ¼ NðxkÞ; yk;0 ¼ xk or yk;1 ¼ SðxkÞ; yk;0 ¼ xk þ cf ðxkÞ;
yk;j ¼ /jðxk; yk;0; . . . ; yk;j�1Þ; 2 6 j 6 n� 1; /j 2 W2j ;

xkþ1 ¼ Rð0Þ;

8><>: ð26Þ
which is a composition of (15) and an inverse interpolating step
xkþ1 ¼ Rð0Þ ¼ Rð0; yk;n�1; . . . ; yk;0; xkÞ
for the final approximation. An additional ðnþ 1Þ�st function evaluation f ðyk;n�1Þ at the point yk;n�1 is used in constructing
the inverse interpolatory polynomial RðtÞ to raise the order of convergence from 2n�1 of the scheme (15) to 2n of the new
scheme (26).

Let RðtÞ represent a minimal degree polynomial that satisfies interpolating conditions
Rðf ðxkÞÞ ¼ xk; Rðf ðyk;jÞÞ ¼ yk;j; j ¼ 1; . . . ; n; and
Rðf ðyk;0ÞÞ ¼ yk;0 if yk;0 ¼ xk þ cf ðxkÞ; or R0ðf ðxkÞÞ ¼ 1=f 0ðxkÞ if yk;0 ¼ xk:

(
ð27Þ
From Traub’s study of interpolatory iterations [63] there follows
ekþ1 ¼ O ek

Yn�1

j¼0

ek;j

 !
¼ O e2n

k

� �
;

so that the scheme (26) is really an OH-scheme.

Remark 2. Low computational cost is the reason for restrictingR to the polynomial form. Any function satisfying conditions
(27) would give the same convergence order.

By applying the presented accelerating technique based on inverse interpolation from second step onward (for
calculating yk;2; . . .), Kung and Traub [32] obtained their famous n-point families of arbitrary order of convergence. More
attention to these families will be given in Section 8.
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Remark 3. It can be proved that using less interpolating points in (27) gives lower order of convergence for method (26), see
Section 4.1.

Special cases of the general schemes (18) and (25) in the form of specific two- and three-point iterative methods are considered
in Sections 5 and 6, while inverse interpolation scheme (26) is studied in Section 7. Generalized n-point optimal methods without
memory of Traub–Steffensen’s type are presented in Section 8 as the base for constructing n-point methods with memory.

5. Two-point optimal methods

Traub’s extensive study of cubically convergent two-point methods, given in his book [63], is the first systematic research
of multipoint methods. Although Truab’s methods are not optimal, the presented techniques for their derivation have had
great influence to later development of multipoint methods. The first optimal two-point method was constructed by Ostrow-
ski [46], four years before Traub’s investigation in this area described in [63]. Ostrowski’s method is given by the two-step
scheme
yk ¼ xk � f ðxkÞ
f 0 ðxkÞ

;

xkþ1 ¼ yk � f ðykÞ
f 0 ðxkÞ
� f ðxkÞ

f ðxkÞ�2f ðykÞ
;

8<: ðk ¼ 0;1; . . .Þ: ð28Þ
Five different derivations of the method (28) are presented in [53]. Ostrowski’s method (28) can be obtained as a special
case of many families of two-point methods developed in later papers. Besides, this method often gives the best results in
practice in the class of methods with similar characteristics. These facts point that Ostrowski’s method could be regarded as
an ‘‘essential method’’ which makes the ‘‘core’’ of many families of two-point methods.

A generalization of Ostrowski’s method (28) was proposed by King [26] in the form
yk ¼ xk � f ðxkÞ
f 0 ðxkÞ

;

xkþ1 ¼ yk �
f ðykÞ
f 0 ðxkÞ
� f ðxkÞþbf ðykÞ

f ðxkÞþðb�2Þf ðykÞ
;

8<: ðk ¼ 0;1; . . .Þ; ð29Þ
where b 2 R is a parameter. King’s family (29) of two-point methods is optimal and has order four. It is easy to see that
Ostrowski’s method (28) is a special case of (29) for b ¼ 0. Interestingly, some authors derived their own optimal two-point
methods about thirty years after King’s paper, even though they appear to be just special cases of King’s method; for exam-
ple, Kou et al. [27] (b ¼ 1), Chun [10] (b ¼ 2), Chun and Ham [11], Kou et al. [29].

Consider the iterative formula (29) and other similar methods where the first step is Newton’s iteration. As explained in
Section 4, we observe that the construction of optimal two-point methods arises from general scheme (17) for
n ¼ 2 ðyk;1 ¼ ykÞ, which is really just the doubled Newton’s method:
yk ¼ xk � f ðxkÞ
f 0 ðxkÞ

;

xkþ1 ¼ yk �
f ðykÞ
f 0 ðykÞ

;

8<: ðk ¼ 0;1; . . .Þ: ð30Þ
Our aim is to replace f 0ðykÞ in the second step by a suitable approximation which does not require new information. A fruitful
approach is to put f 0ðykÞ ¼ wðtkÞf 0ðxkÞ ðtk ¼ f ðykÞ=f ðxkÞÞ in (30) and find the form of the weight function wðtÞ so that the new
method has order four. In this way only three function evaluations would be required. For example, Chun [10] showed that
the family with the weight function w will have order four if w is a real function satisfying wð0Þ ¼ 1; w0ð0Þ ¼ �2 and
jw0ð0Þj <1.

It turned out that the choice wðtÞ ¼ 1=gðtÞ under the conditions gð0Þ ¼ 1; g0ð0Þ ¼ 2; jg0ð0Þj <1, presented in [52], is
slightly more convenient since it produces two-point methods without altering the weight function or its development into
series. The corresponding family of two-point methods has the form
yk ¼ xk � f ðxkÞ
f 0 ðxkÞ

;

xkþ1 ¼ yk � gðtkÞ f ðykÞ
f 0 ðxkÞ

ðtk ¼ f ðykÞ=f ðxkÞÞ;

8<: ðk ¼ 0;1; . . .Þ: ð31Þ
We give five forms of the weight function g:
gðtÞ ¼ 1þ bt
1þ ðb� 2Þt ; b 2 R ;

gðtÞ ¼ 1þ 2
r

t
� �r

; r 2 Q ;

gðtÞ ¼ 1þ ct2

1� 2t
; c 2 R ;

gðtÞ ¼ 1
1� 2t þ at2 ; a 2 R ;

gðtÞ ¼ t2 þ ðc � 2Þt � 1
ct � 1

; c 2 R :
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As described in [53], such choice in (31) produces either directly or as special cases two-point families (or particular meth-
ods) presented in [9,10,26,27,36,46].

Another example of the scheme (25), presented in [52], uses the following approximations in the doubled Newton’s
method (30):
f 0ðxÞ � /ðxÞ ¼ f ðxþ cf ðxÞÞ � f ðxÞ
cf ðxÞ ;

f 0ðyÞ � /ðxÞ
hðt; sÞ ;
where hðt; sÞ is a differentiable function in two real variables
t ¼ f ðyÞ
f ðxÞ ; s ¼ f ðyÞ

f ðxþ cf ðxÞÞ :
In this manner the following family of two-point methods was constructed in [52]
yk ¼ xk � f ðxkÞ
/ðxkÞ

;

xkþ1 ¼ yk � hðtk; skÞ f ðykÞ
/ðxkÞ

;

8<: ðk ¼ 0;1; . . .Þ: ð32Þ
By the means of symbolic computation, the weight function h was determined to provide the fourth-order of convergence of
(32).

Theorem 2. Let hðt; sÞ be a differentiable function in two variables that satisfies the conditions hð0;0Þ ¼ htð0;0Þ ¼ hsð0;0Þ ¼ 1,
where the subscript indices t and s point to the partial derivatives to the arguments t and s. If an initial approximation x0 is
sufficiently close to a zero a of f, then the order of the family of two-point methods (32) is equal to four.

The choice of different weight functions h, satisfying the condition given in Theorem 2, produces various optimal two-
point methods without derivatives. Here are several samples:
hðt; sÞ ¼ 1þ t
1� s

; ð33Þ

hðt; sÞ ¼ 1
ð1� tÞð1� sÞ ; ð34Þ

hðt; sÞ ¼ 1
1� t � s

; ð35Þ

hðt; sÞ ¼ ð1þ tÞð1þ sÞ: ð36Þ
For example, the form (34) gives a special case of Kung–Traub’s family (of order four), see Section 8. Methods which are
either very similar to (35) or arise from (35) were considered in the papers [35,47,55,57].

Previously considered two-point methods use quadratically convergent methods (either Newton’s or Traub–Steffensen’s
iteration) in the first step. Another type of optimal two-point methods with non-H-information starts with the iteration of
linear convergence in the first step, such as follows:
yk ¼ xk � 2
3

f ðxkÞ
f 0 ðxkÞ

;

xkþ1 ¼ xk �Uðf 0ðxkÞ; f 0ðxkÞ; f 0ðykÞÞ;

(
ðk ¼ 0;1; . . .Þ: ð37Þ
First methods of this type were developed by Jarratt [22,23] so that the first step in (37) is usually called ‘‘Jarratt’s step.’’
Now we consider a family of Jarratt’s type of two-point methods which produces some existing and some new methods,

see [53, Ch. 2]. Let
y ¼ x� 2
3

uðxÞ; uðxÞ ¼ f ðxÞ
f 0ðxÞ ; t ¼ tðxÞ ¼ f 0ðyÞ

f 0ðxÞ and tk ¼ tðxkÞ:
We start from the iterative scheme
yk ¼ xk � 2
3 uðxkÞ;

xkþ1 ¼ xk � qðtkÞuðxkÞ;

(
ð38Þ
where qðtÞ is a weight function to be determined such that the method (38) is of order four. It is suitable to approximate the
weight function qðtÞ by its Taylor’s polynomial of third degree, thus
qðtÞ � q0 þ q1ðt � 1Þ þ 1
2

q2ðt � 1Þ2 þ 1
6

q3ðt � 1Þ3; qr ¼ qðrÞð1Þ ðr ¼ 0;1;2;3Þ:
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By the help of symbolic computation we arrive at the required conditions
q0 ¼ qð1Þ ¼ 1; q1 ¼ q0ð1Þ ¼ �3
4
; q2 ¼ q00ð1Þ ¼ 9

4
; jq000ð1Þj <1: ð39Þ
The corresponding error relation is given by
ekþ1 ¼ �c2c3 þ
1
9

c4 þ c3
2 5þ 32

81
q000ð1Þ

� �� �
e4

k þ Oðe5
kÞ: ð40Þ
By virtue of (39) and (40) we can state the following theorem.

Theorem 3. Let f : D � R ! R be a sufficiently differentiable function having a simple zero a in an open interval Vf � D. If x0 is
close enough to a and the conditions (39) hold, then the family (38) is of order four.

A number of Jarratt-like methods can be generated choosing various forms of qðtÞ. We can obtain a rather general two-
parameter family with Jarratt’s step using the rational function
qðtÞ ¼ 16ð1� a� bþ bt þ at2Þ
�5þ 8a� 4bþ ð30� 48a� 8bÞt þ ð�9þ 40aþ 12bÞt2 : ð41Þ
For example, taking qðtÞ ¼ 3tþ1
6t�2 ða ¼ 0; b ¼ 3

4Þ in (38), we get a particular case of Jarratt’s method (rediscovered much later by
Basu [4])
yk ¼ xk � 2
3

f ðxkÞ
f 0 ðxkÞ

;

xkþ1 ¼ xk � 1
2

f ðxkÞ
f 0ðxkÞ
þ f ðxkÞ

f 0 ðxkÞ�3f 0 ðykÞ
;

8<: ðk ¼ 0;1; . . .Þ:
Note that Basu’s method [4] is obtained from (38) for qðtÞ ¼ t= 3
16 t2 þ 11

8 t � 9
16

� �
ða ¼ 0; b ¼ 1Þ. Here are three other examples

arising from (41):
ðJ-1Þ : ða ¼ 0; b ¼ 15=4Þ ) qðtÞ ¼ 15t�11
9t2�5

;

ðJ-2Þ : ða ¼ 0; b ¼ 0Þ ) qðtÞ ¼ � 16
9t2�30tþ5

;

ðJ-3Þ : ða ¼ 9=8; b ¼ �3Þ ) qðtÞ ¼ 1
8 ð23� 24t þ 9t2Þ:
Note that the weight function ðJ-3Þ is the only one from the class satisfying (39) that has a polynomial form.
More generally, taking
qðtÞ ¼ t2ð3þ 2hÞ þ 4tðh� 1Þ þ 9� 6h
8tð1þ ðt � 1ÞhÞ
(for a ¼ ð3þ 2hÞ=8; b ¼ ðh� 1Þ=2 in (41), h – 0;1), the Jarratt family proposed in [22] follows from (38).
Using a different derivation technique, Chun et al. [12] constructed a generalized family of Jarratt’s type, which is essen-

tially the same as (38) and deals with the ‘‘shifted’’ argument,
yk ¼ xk � 2
3

f ðxkÞ
f 0 ðxkÞ

;

xkþ1 ¼ xk � HðskÞ f ðxkÞ
f 0 ðxkÞ

;

8<: ð42Þ
where
sk ¼
3
2

f 0ðxkÞ � f 0ðykÞ
f 0ðxkÞ

¼ 3
2
ð1� tkÞ:
The family (42) is of order four if
Hð0Þ ¼ 1; H0ð0Þ ¼ 1
2
; H00ð0Þ ¼ 1;
as shown in [12]. Note that these conditions are equivalent to (39) since gðtÞ ¼ g 1� 2s
3

� �
¼ HðsÞ.

A number of old and new methods of Jarratt’s type can be obtained from (42). For example, choosing
HðsÞ ¼ 3
4
�

s csþ 3
2

� �
dsþ 3

2

� �
bsþ 3

2

� �

in (42), where c ¼ dþ b� 3

2 ; d; b 2 R , we obtain the two-point family presented in [28].
It is interesting to note that a linearly convergent iteration has been used as the predictor step for the construction of

optimal two-point methods for multiple zeros, see [53, Sec. 5]. We present here only the generalized method of Zhou
et al. [74],
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yk ¼ xk � h f ðxkÞ
f 0 ðxkÞ

;

xkþ1 ¼ xk � wðtkÞ f ðxkÞ
f 0ðxkÞ

; tk ¼ f 0ðykÞ
f 0 ðxkÞ

;

8<: ð43Þ
where h is a real parameter and w is at least twice differentiable. The parameter h and the function w have to be determined
so that the two-point method (43) reaches fourth order. This task is considered in the following theorem proved in [74].

Theorem 4. Let a be a multiple zero of multiplicity m of a function f : Vf � R ! R for an open interval Vf . If an initial
approximation x0 is sufficiently close to a, then the order of convergence of the method (43) is at least four when the following
conditions are satisfied:
h ¼ 2m
mþ 2

;

wðkÞ ¼ m; w00ðkÞ ¼ �1
4

m3�mð2þmÞm; w0ðkÞ ¼ 1
4

m4 m
mþ 2

� ��2m

;

where k ¼ m
mþ2

� �m�1
.

The family of two-point methods (43) contains Li–Liao–Cheng’s fourth-order method [33] and Sharma–Sharma’s fourth-
order method [59] as special cases. Note that an optimal three-point method for finding multiple zeros has not been con-
structed yet at present, neglecting very expensive ‘‘trick-methods’’ based on the use of the functions
f ðxÞ1=m

; FðxÞ ¼ f ðxÞ=f 0ðxÞ or similar to those.

6. Three-point optimal methods

As explained in Section 4 (see the scheme (17) and (26)), once an optimal OH-two-point method (or family of methods) is
stated, it is easy to construct optimal three-point methods of order eight that require four function evaluations. It can be
constructed both by derivative estimation (Sections 4.1 and 4.2) or inverse interpolation (Section 4.3).

As presented in Section 4, a general scheme (17) for n ¼ 3 is
ð1Þ yk ¼ xk � f ðxkÞ
f 0 ðxkÞ

;

ð2Þ zk ¼ /f ðxk; ykÞ; /f 2 W4;

ð3Þ xkþ1 ¼ zk � f ðzkÞ
f 0ðzkÞ

:

8>><>>: ð44Þ
Note that the first two steps define an optimal two-point method from the class W4 with the order r1 ¼ 4. Using Traub’s the-
orem on composite iterative methods [63, Th. 2.4], the convergence order of (44) is equal to r1 � r2 ¼ 8 where r2 ¼ 2 is the
order of Newton’s method in the third step.

Note that the three-point method (44) is not optimal since it requires five function evaluations per iteration. To reduce
the number of function evaluations, we approximate f 0ðzkÞ using the available data f ðxkÞ; f 0ðxkÞ; f ðykÞ and f ðzkÞ. To do this, we
can approximate f 0ðzkÞ using one of the following methods as described in Sections 4.1, 4.2 and 4.3:

(i) Construct Hermite’s interpolating polynomial H3 of degree 3 at the nodes x; y; z,
H3ðtÞ ¼ aþ bðt � xÞ þ cðt � xÞ2 þ dðt � xÞ3;
under the conditions
HðxkÞ ¼ f ðxkÞ; HðykÞ ¼ f ðykÞ; HðzkÞ ¼ f ðzkÞ; H0ðxkÞ ¼ f 0ðxkÞ
and utilize the approximation
f 0ðzkÞ � H03ðzkÞ ¼ 2ðf ½xk; zk� � f ½xk; yk�Þ þ f ½yk; zk� þ
yk � zk

yk � xk
ðf ½xk; yk� � f 0ðxkÞÞ
in the third step of the iterative scheme (44).
This idea was employed in [30,54,49,67]. In this way we obtain the family of three-point methods
yk ¼ xk � f ðxkÞ
f 0 ðxkÞ

;

zk ¼ /f ðxk; ykÞ; /f 2 W4;

xkþ1 ¼ zk � f ðzkÞ
H03ðzkÞ

:

8>><>>: ð45Þ
Note that the use of Hermite’s interpolating polynomial of degree higher than 3 cannot increase the order of convergence.

(ii) Form an interpolating rational function of the form PmðtÞ=Q nðtÞ, where mþ n ¼ 3 ð0 6 m;n 6 3Þ and one of the
polynomials P and Q being monic. See the references [48,58]. In particular, for m ¼ 3; n ¼ 0 one obtains Hermite’s
interpolating polynomial applied in (i). For example, we can interpolate f by a rational function
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rðtÞ ¼ b1 þ b2ðt � xÞ þ b3ðt � xÞ2

1þ b4ðt � xÞ ðb2 � b1b4 – 0Þ; ð46Þ
see [48]. From (46) we find
r0ðtÞ ¼ b2 � b1b4 þ b3ðt � xÞð2þ b4ðt � xÞÞ
ð1þ b4ðt � xÞÞ2

: ð47Þ
The unknown coefficients b1; . . . ; b4 are determined from the conditions
rðxkÞ ¼ f ðxkÞ; rðykÞ ¼ f ðykÞ; rðzkÞ ¼ f ðzkÞ; r0ðxkÞ ¼ f 0ðxkÞ
and they are given by
b1 ¼ f ðxkÞ; b3 ¼
f 0ðxkÞf ½yk; zk� � f ½xk; yk�f ½xk; zk�
xkf ½yk; zk� þ ykf ðzkÞ�zkf ðykÞ

yk�zk
� f ðxkÞ

;

b4 ¼
b3

f ½xk; yk�
þ f 0ðxkÞ � f ½xk; yk�
ðyk � xkÞf ½xk; yk�

; b2 ¼ f 0ðxkÞ þ b4f ðxkÞ:
Substituting these coefficients in (47) yields r0ðzkÞ. The corresponding family has the form of (45) with r0ðzkÞ instead of H03ðzkÞ.

Remark 4. In the recent paper [58] a three-point method with a rational approximation of the form P1ðxÞ=Q2ðxÞ was
considered. It is hard to say if this approximation is better or not than (46) of the form rðxÞ ¼ P2ðxÞ=Q1ðxÞ since the quality of
approximation depends on the structure of the function approximated, see [5,6] for more details. However, it is clear that the
method (45) is more general since an arbitrary optimal two-point method is used there, compared with a specific two-point
method (King’s family) applied in [58].

(iii) Apply a suitable function wðtÞ that approximates f ðtÞ in such way that the three-point methods attain order eight.
Note that wðtÞ contains rational functions and Hermite’s interpolating polynomial as special cases. It is possible to deal
with weight functions of two or more arguments (see (25)), or combine two or more weight functions with one or
more arguments. These weight functions and their arguments must use only available information to keep the number
of function evaluations not greater than four. Several optimal three-point methods were constructed in this way, see,
e.g., [18–20,34,62,68].

The approach presented in [17] consists of the weight function approach (Section 4.2) applied in two subsequent steps,
which includes substitution of the derivatives f 0ðyÞ and f 0ðzÞ in the second and third step of
yk ¼ xk � f ðxkÞ
f 0 ðxkÞ

;

zk ¼ yk � f ðykÞ
f 0 ðykÞ

;

xkþ1 ¼ zk � f ðzkÞ
f 0ðzkÞ

8>>><>>>: ð48Þ
by the approximations
f 0ðyÞ ¼ f 0ðxÞ
pðtÞ ; f 0ðzÞ ¼ f 0ðxÞ

qðt; sÞ ; where t ¼ f ðyÞ
f ðxÞ ; s ¼ f ðzÞ

f ðyÞ ; ð49Þ
where p and q are some functions of one and two variables (respectively) that do not require any new information. These
functions should be chosen so that designed three-point methods with fixed number of four function evaluations achieve
order eight. Then the following thee-point iterative scheme can be constructed:
yk ¼ xk � f ðxkÞ
f 0 ðxkÞ

;

zk ¼ yk � pðtkÞ f ðykÞ
f 0 ðxkÞ

;

xkþ1 ¼ zk � qðtk; skÞ f ðzkÞ
f 0 ðxkÞ

:

8>>><>>>: ð50Þ
The following theorem was proved in [13].
Theorem 5. Let a; b and c be arbitrary constants. If p and q are arbitrary real functions with Taylor’s series of the form
pðtÞ ¼ 1þ 2t þ a
2

t2 þ b
6

t3 þ � � � ; ð51Þ

qðt; sÞ ¼ 1þ 2t þ sþ 2þ a
2

t2 þ 4tsþ c
2

s2 þ 6aþ b� 24
6

t3 þ � � � ; ð52Þ
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then the family of three-point methods (50) is of order eight. It is assumed that higher order terms in (51) and (52), are represented
by the dots, and they can take arbitrary values.

Slightly less general formula with specific values a ¼ 4; b ¼ 0; c arbitrary was derived in [17].
Taking various functions p and q in (50) satisfying the conditions (51) and (52), some new and some existing three-point

methods can be obtained from (50). To keep small computational costs, it is reasonable to choose p and q as simple as pos-
sible, for example, in the form of polynomials or rational functions as follows:
p1ðtÞ ¼ 1þ 2t þ 2t2; p2ðtÞ ¼
1

1� 2t þ 2t2 ; p3ðtÞ ¼
1þ t þ t2

1� t þ t2 ;

q1ðt; sÞ ¼ 1þ 2t þ sþ 3t2 þ 4ts; q2ðt; sÞ ¼ 2t þ 5
4

sþ 1
1þ t þ 3

4 s

 !2

;

q3ðt; sÞ ¼
1� 4t þ s

ð1� 3tÞ2 þ 2ts
; q4ðt; sÞ ¼

1
1� 2t þ t2 þ 4t3 � s

:

Here are a few variants of three-point methods with weight functions. Starting from tripled Newton’s method (48) and
using approximations
f 0ðyÞ � ef 0ðyÞ ¼ f 0ðxÞ
pðtÞ ; and f 0ðzÞ �

ef 0ðyÞ
wðt; sÞ ¼

f 0ðxÞ
pðtÞwðt; sÞ ;
computational cost of the method (50) can be slightly cut down. By means of symbolic computation it is easy to show that
the order of the new scheme
yk ¼ NðxkÞ ¼ xk � f ðxkÞ
f 0ðxkÞ

;

zk ¼ yk �
f ðykÞ
f 0ðxkÞ

pðtkÞ; tk ¼ f ðykÞ
f ðxkÞ

;

xkþ1 ¼ zk � f ðzkÞ
f 0ðxkÞ

pðtkÞwðtk; skÞ; sk ¼ f ðzkÞ
f ðykÞ

;

8>>><>>>: ð53Þ
will be eight if p and w satisfy
pðtÞ ¼ 1þ 2t þ a
2

t2 þ � � � ; wðt; sÞ ¼ 1þ sþ t2 þ b
2

s2 þ 2tsþ ða� 6Þt3 þ � � � ;
where, again, dots represent higher order terms that can take arbitrary values.
The next variant
yk ¼ NðxkÞ ¼ xk � uk; uk ¼ f ðxkÞ
f 0 ðxkÞ

;

zk ¼ yk � ukpðtkÞ; tk ¼ f ðykÞ
f ðxkÞ

;

xkþ1 ¼ zk � ukpðtkÞwðtk; skÞ; sk ¼ f ðzkÞ
f ðykÞ

;

8>>><>>>:

has also order eight if the weight functions p and w have the following Taylor expansions
pðtÞ ¼ t þ 2t2 þ a
6 t3 þ � � � ;

wðt; sÞ ¼ sþ s2 þ t2sþ 2ts2 þ b
6 s3 þ 0 � t4 þ a�18

3 t3sþ � � �

(

Derivative free variants based on weight functions can be derived in a similar way, see, e.g., [34,62,68]. For example, we
start from the two point derivative free family (32) and add the third step
yk ¼ SðxkÞ ¼ xk � f ðxkÞ
f ½xk ;wk �

; wk ¼ xk þ cf ðxkÞ;

zk ¼ yk �
f ðykÞ

f ½xk ;wk �
hðtk; skÞ; tk ¼ f ðykÞ

f ðxkÞ
; sk ¼ f ðykÞ

f ðwkÞ

xkþ1 ¼ zk � f ðykÞ
f ½xk ;wk �

hðtk; skÞwðtk; sk;vkÞ; vk ¼ f ðzkÞ
f ðykÞ

:

8>>><>>>: ð54Þ
Using symbolic computation, it is easy to check that functions h and w with Taylor’s expansions
hðt; sÞ ¼ 1þ t þ sþ a
2 t2 þ btsþ c

2 s2 þ � � � ;
wðt; s;vÞ ¼ 1þ v þ d

2 v2 þ tsþ tv þ sv þ a�2
2 t3 þ c�2

2 s3 þ m
6 v3 þ aþ2b�4

2 t2sþ 2bþc�4
2 ts2 þ � � �

(

guarantee order 8 of the method (54).

As presented in Section 4.3, some other techniques are possible. For example, consider the inverse interpolation
Rðf ðxÞÞ ¼ aþ bðf ðxÞ � f ðxkÞÞ þ cðf ðxÞ � f ðxkÞÞ2 þ dðf ðxÞ � f ðxkÞÞ2ðf ðxÞ � f ðykÞÞ: ð55Þ
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Having in mind that
f�1½f ðxkÞ; f ðykÞ� ¼ yk�xk
f ðykÞ�f ðxkÞ

;

f�1½f ðxkÞ; f ðykÞ; f ðzkÞ� ¼ zk�xk
f�1 ½f ðykÞ;f ðzkÞ��f�1 ½f ðxkÞ;f ðykÞ�

;

f�1½f ðxkÞ; f ðykÞ; f ðzkÞ; f ðwkÞ� ¼ wk�xk
f�1 ½f ðykÞ;f ðzkÞ;f ðwkÞ��f�1 ½f ðxkÞ;f ðykÞ;f ðzkÞ�

;

8>><>>: ð56Þ
we find the coefficients a; b; c; d appearing in (55)
a ¼ f�1ðf ðxkÞ ¼ xk; b ¼ f�1½f ðxkÞ; f ðxkÞ� ¼ 1=f 0ðxkÞ;

c ¼ f�1½f ðxkÞ; f ðxkÞ; f ðykÞ� ¼
yk � xk

f�1½f ðxkÞ; f ðykÞ� � f�1½f ðxkÞ; f ðxkÞ�
;

d ¼ f�1½f ðxkÞ; f ðxkÞ; f ðykÞ; f ðzkÞ� ¼
zk � xk

f�1½f ðxkÞ; f ðykÞ; f ðzkÞ� � f�1½f ðxkÞ; f ðxkÞ; f ðykÞ�
:

Then, substituting these coefficients in (55), we obtain the following presumably improved approximation
xkþ1 ¼ Rð0Þ ¼ N ðxkÞ þ c f ðxkÞ½ �2 � d f ðxkÞ½ �2f ðykÞ: ð57Þ
As above, yk is Newton’s approximation and zk is produced by any optimal fourth-order method. It was proved in [42] that
the family of three-point methods (57) has the order eight.

There are arguments for and against root-solvers of a very high order. First of all, note that some families of optimal mul-
tipoint methods of arbitrary order could be of interest, at least from the theoretical point of view, if they generate particular
methods of high computational efficiency (usually of reasonably low order of convergence). Typical examples are the Kung–
Traub families [32] with optimal order 2n for arbitrary n P 1.

In general, for solving most real-life problems (including mathematical models in many disciplines), double-precision
arithmetic is good enough giving the accuracy of desired solutions or results of calculation with approximately 16 significant
decimal digits, that is, an error of about 10�16.

Investigations in the last decades have pointed out that there are some classes of problems when multi-precision capa-
bilities are very important, such as Number theory, Experimental mathematics and many research fields including finite ele-
ment modelling CAD, high energy physics, nonlinear process simulation, 3-D real-time graphic, statistics, security
cryptography, and so on. In particular, the application of very fast iterative methods for solving nonlinear equations is jus-
tified if these methods serve for testing multi-precision arithmetic, whose improvement and development are a permanent
task of many computer scientists and numerical analysts, see [7]. Nevertheless, although some special applications require
the implementation of very fast algorithms, there is a reasonable limit in view of the desired accuracy. For example, approx-
imations to the roots of nonlinear equations with, say, 200 or more accurate decimal digits are not required in practice at
present.

In the book [53] the main interest is paid to multipoint methods with optimal order of convergence. We do the same in
this paper. Namely, non-optimal methods with very high order are not of interest since they require extra function evalu-
ations that additionally decrease their computational efficiency.

7. Inverse interpolation and multipoint methods with memory

Although the basic idea for the construction of multipoint methods with memory was launched by Traub almost fifty
years ago in his book [63], this class of methods is very seldom considered in the literature in spite of high computational
efficiency of this kind of root-solvers (see, e.g., [14–16,39,50,51,66]). Most of these methods are modifications of multipoint
methods without memory with optimal order of convergence. They are constructed using mainly Newton’s interpolation
with divided differences for calculating self-correcting parameters. In this way, extremely fast convergence of new methods
with memory is attained without additional function evaluations. As a consequence, these multipoint methods possess a
very high computational efficiency. Other type of multipoint methods with memory is based on inverse interpolation (see
[39,51]) and a special choice of initial approximations.

For illustration, we first consider a two-step method with memory constructed by inverse interpolation using Neta’s idea
from the paper [39] who derived in 1983 a very fast three-point method.

Let x0; y�1 be two starting initial approximations to the sought root a. We first construct a two-point method calculating
yk by the values of f at xk; yk�1 and the value of f 0 at xk. Then a new approximation xkþ1 is calculated using the values of f at
xk; yk and the value of f 0 at xk.

To compute yk we use inverse interpolation starting from
x ¼ Rðf ðxÞÞ ¼ aþ bðf ðxÞ � f ðxkÞÞ þ cðf ðxÞ � f ðxkÞÞ2: ð58Þ
This polynomial of second degree has to satisfy the following conditions
xk ¼ Rðf ðxkÞÞ; ð59Þ
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1
f 0ðxkÞ

¼ R0ðf ðxkÞÞ; ð60Þ

yk�1 ¼ Rðf ðyk�1ÞÞ: ð61Þ
From (59) and (60) we get
a ¼ xk; b ¼ 1
f 0ðxkÞ

: ð62Þ
Let us introduce a real function UðtÞ defined by
UðtÞ ¼ f�1½f ðxkÞ; f ðxkÞ; f ðtÞ� ¼
1

f ðtÞ � f ðxkÞ
t � xk

f ðtÞ � f ðxkÞ
� 1

f 0ðxkÞ

� �
ð63Þ
and let
NðxÞ ¼ x� f ðxÞ
f 0ðxÞ
denote Newton’s iteration. According to (58) and (61) we find c ¼ Uðyk�1Þ so that, together with (62), it follows from (58)
yk ¼ Rð0Þ ¼ xk �
f ðxkÞ
f 0ðxkÞ

þ f ðxkÞ2Uðyk�1Þ ¼ N ðxkÞ þ f ðxkÞ2Uðyk�1Þ: ð64Þ
In the next step, we find xkþ1 by carrying out the same calculation but using yk instead of yk�1. The constant c in (58) is
now given by c ¼ UðykÞ and we find from (58)
xkþ1 ¼ xk �
f ðxkÞ
f 0ðxkÞ

þ f ðxkÞ2UðykÞ ¼ N ðxkÞ þ f ðxkÞ2UðykÞ; ð65Þ
where yk is calculated by (64).
To start the iterative process (64) and (65), we request two initial approximations x0 and y�1. Here we meet a suitable fact

that y�1 may take the value Nðx0Þ at the first iteration without any additional computational cost. Indeed, Nðx0Þ appears
anyway in (64) and (65) for k ¼ 0. In practical implementation such a choice of y�1 in (66) gives significant increase of
the accuracy of obtained approximations, see numerical results given in [50].

The relations (64) and (65) define the two-point method with memory [50]:
Given x0; y�1 ¼ Nðx0Þ;
yk ¼ NðxkÞ þ f ðxkÞ2Uðyk�1Þ; ðk ¼ 0;1; . . .Þ;
xkþ1 ¼ NðxkÞ þ f ðxkÞ2UðykÞ;

8><>: ð66Þ
where U is defined by (63).
As shown in [39], the determination of R-order of convergence of this type of methods can be carried out in an elegant

manner using the following Herzberger’s results [21]:

Theorem 6 (Herzberger [21]). Let xkþ1 ¼ uðxk; xk�1; . . . ; xk�sþ1Þ define a single step s-point method with memory. The matrix
M ¼ ðmijÞ ð1 6 i; j 6 sÞ, associated with this method, has the elements
m1;j ¼ amount of information required at point xk�jþ1 ðj ¼ 1;2; . . . ; sÞ;
mi;i�1 ¼ 1 ði ¼ 2;3; . . . ; sÞ;
mi;j ¼ 0 otherwise:
The order of an n-step method u ¼ un �un�1 � � � � �u1 is the spectral radius of the product of matrices
MðnÞ ¼ Mn �Mn�1 � � �M1; ð67Þ
where the matrices Mr correspond to the iteration steps ur ð1 6 r 6 nÞ.
In the case of n-step methods for solving nonlinear equations, the matrix Mr is associated with the r-th step (r ¼ 1; . . . ;nÞ,

that is, Mn is concerned with the best approximation, etc., see the sketch of proof of Theorem 7. Observe that Herzberger’s
matrices are formed taking amount of information (function evaluations) required at a point, starting from the best to the
worse approximation.

The order of convergence of the method (66) is given in the following theorem [50].
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Theorem 7. The two-point method (66) has R-order of convergence at least qðMð2ÞÞ ¼ ð5þ
ffiffiffiffiffiffi
17
p
Þ=2 � 4:561, where qðMð2ÞÞ is the

spectral radius of the matrix
Mð2Þ ¼
4 1
2 1

	 

:

The proof of this theorem was given in [50] but with a slight flaw due to confused matrix multiplication so that we give
here corrected proof. According to the relations (64) and (65) we form the respective matrices,
xkþ1 ¼ /1ðyk; xkÞ yk ¼ /2ðxk; yk�1Þ

M2 ¼
1 2
1 0

	 

; M1 ¼

2 1
1 0

	 

:

Hence
Mð2Þ ¼ M2 �M1 ¼
1 2
1 0

	 

2 1
1 0

	 

¼

4 1
2 1

	 

:

The characteristic polynomial of the matrix Mð2Þ is
P2ðkÞ ¼ k2 � 5kþ 2:
Its roots are 4.5612_, 0.43845_; therefore the spectral radius of the matrix Mð2Þ is qðMð2ÞÞ � 4:561, which gives the lower bound
of the R-order of the method (66).

Remark 5. In the original proof given in [50] the matrices M1 and M2 were multiplied in reverse order, but with (incidently)
the correct outcome: r ¼ 4:561 _2.

Using also inverse interpolation and the presented procedure, the following algorithms can be constructed:
Three-point method with memory, see [39]:
Given x0; y�1; z�1;

yk ¼ NðxkÞ þ f ðyk�1ÞUðzk�1Þ � f ðzk�1ÞUðyk�1Þð Þ f ðxkÞ2
f ðyk�1Þ�f ðzk�1Þ

;

zk ¼ NðxkÞ þ f ðykÞUðzk�1Þ � f ðzk�1ÞUðykÞð Þ f ðxkÞ2
f ðykÞ�f ðzk�1Þ

;

xkþ1 ¼ NðxkÞ þ f ðykÞUðzkÞ � f ðzkÞUðykÞð Þ f ðxkÞ2
f ðykÞ�f ðzkÞ

:

8>>>>>><>>>>>>:
ð68Þ
Four-point method with memory, see [50]:
Given x0; y�1; z�1; w�1;

yk ¼ Wðxk; yk�1; zk�1;wk�1Þ;
zk ¼ Wðxk; yk; zk�1;wk�1Þ;
wk ¼ Wðxk; yk; zk;wk�1Þ;
xkþ1 ¼ Wðxk; yk; zk;wkÞ;

8>>>>>><>>>>>>:
ð69Þ
where
Wðx; y; z;wÞ ¼ NðxÞ þ f ðyÞf ðzÞ f ðyÞ � f ðzÞð ÞUðwÞ þ f ðyÞf ðwÞ f ðwÞ � f ðyÞð ÞUðzÞ½

� f ðwÞf ðzÞ f ðwÞ � f ðzÞð ÞUðyÞ� f ðxÞ2

f ðwÞ � f ðyÞð Þ f ðwÞ � f ðzÞð Þ f ðyÞ � f ðzÞð Þ :
According to Herzberger’s theorem, the associated matrices corresponding to the method (68) have the form
M3 ¼
1 1 2
1 0 0
0 1 0

264
375; M2 ¼

1 2 1
1 0 0
0 1 0

264
375; M1 ¼

2 1 1
1 0 0
0 1 0

264
375
so that
Mð3Þ ¼ M3 �M2 �M1 ¼
8 3 2
4 2 1
2 1 1

264
375:
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The associated matrices concerned with the method (69) are of the form
M4 ¼

1 1 1 2
1 0 0 0
0 1 0 0
0 0 1 0

26664
37775; M3 ¼

1 1 2 1
1 0 0 0
0 1 0 0
0 0 1 0

26664
37775; M2 ¼

1 2 1 1
1 0 0 0
0 1 0 0
0 0 1 0

26664
37775; M1 ¼

2 1 1 1
1 0 0 0
0 1 0 0
0 0 1 0

26664
37775
and hence
Mð4Þ ¼ M4 �M3 �M2 �M1 ¼

16 7 6 4
8 4 3 2
4 2 2 1
2 1 1 1

26664
37775:
The spectral radii of the resulting matrices Mð3Þ and Mð4Þ are � 10:131 and � 21:690, which gives the correct values of the
R-order of convergence of the methods (68) and (69), respectively.
Remark 6. Since the form of all involved matrices is correct, we note that the correction of wrong results in the papers
[39,50] is pretty obvious: matrices M1; � � � ;Ms (for s ¼ 2;3;4 in the considered cases) should be multiplied in the order
Ms �Ms�1 . . . M1, not in reverse order as was done.
Remark 7. The three-point methods with memory, considered by Wang, Džunić and Zhang in [66], also deal with Herzber-
ger’s matrix method and apply this matrix method in a proper way.

The above-presented multipoint methods in this section use the first derivative. In the similar fashion, using divided dif-
ferences and the formulae (56), we can construct derivative free methods that are variants with memory of the Kung–Traub
family (72) described in the next section.

For illustration, we give two derivative free iterative methods. The iterative scheme with three function evaluations and
two initial approximations (x0; z�1) has the form
yk ¼ xk � f�1½f ðxkÞ; f ðzk�1Þ�f ðxkÞ ¼ xk � f ðxkÞðf ðxkÞ�f ðzk�1ÞÞ
xk�zk�1

;

zk ¼ xk � f�1½f ðxkÞ; f ðykÞ�f ðxkÞ;
xkþ1 ¼ zk þ f�1½f ðxkÞ; f ðykÞ; f ðzkÞ�f ðxkÞf ðykÞ:

8><>: ð70Þ
The resulting matrix is the product of three matrices associated to xkþ1; zk, and yk and reads
Mð3Þðxkþ1; zk; ykÞ ¼

4 2 0 0
2 1 0 0
1 1 0 0
1 0 0 0

26664
37775:
Its spectral radius qðMð3ÞÞ ¼ 5 determines the order of the multipoint method (70).
The following iterative scheme with four function evaluations per iteration and three initial values (x0; y�1; z�1) can be

constructed:
wk ¼ xk � f�1½f ðxkÞ; f ðzk�1Þ�f ðxkÞ þ f�1½f ðxkÞ; f ðzk�1Þ; f ðyk�1Þ�f ðxkÞf ðzk�1Þ;
yk ¼ xk � f�1½f ðxkÞ; f ðwkÞ�f ðxkÞ;
zk ¼ yk þ f�1½f ðxkÞ; f ðwkÞ; f ðykÞ�f ðxkÞf ðwkÞ
xkþ1 ¼ zk þ f�1½f ðxkÞ; f ðwkÞ; f ðykÞ; f ðzkÞ�f ðxkÞf ðwkÞf ðykÞ:

8>>><>>>: ð71Þ
The resulting matrix is the product of four matrices associated to xkþ1; zk; yk and wk and has the form
Mð4Þðxkþ1; zk; yk;wkÞ ¼

8 4 4 0 0
4 2 2 0 0
2 1 1 0 0
1 1 1 0 0
1 0 0 0 0

26666664

37777775:
Spectral radius of this matrix is qðMð4ÞÞ ¼ 11 so that the order of the multipoint method (71) is 11.
In the following section we will show an efficient way for accelerating derivative free methods.
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8. Generalized multipoint methods with memory

In this section we study multipoint methods with memory based on multipoint methods of arbitrary order of conver-
gence as presented in [15]. We restrict our attention to the Kung–Traub family [32] and the Zheng–Li–Huang family [73]
for the following reasons:

(1) both families of n-point methods have similar structure, the order 2n and require nþ 1 function evaluations per iter-
ation, which means that they generate optimal methods in the sense of the Kung–Traub conjecture;

(2) both families represent examples of general interpolatory iteration functions as defined in [71];
(3) these families do not deal with derivatives, which is convenient in all situations when the calculation of derivatives of f

is complicated.

As shown in [15], both families can be represented in a unique form. This unique representation facilitates in carrying the
convergence analysis of both families simultaneously. These families are modified by a specific approach as to give very effi-
cient generalized methods with memory.

Kung and Traub (1974) stated in [32] the following derivative free family (K–T for short) of iterative methods without
memory.

K–T family: For an initial approximation x0, arbitrary n 2 N and k ¼ 0;1; . . ., define the iteration function
wjðf Þ ðj ¼ �1;0; . . . ;nÞ as follows:
yk;0 ¼ w0ðf ÞðxkÞ ¼ xk; yk;�1 ¼ w�1ðf ÞðxkÞ ¼ xk þ ckf ðxkÞ; ck 2 R n f0g;
yk;j ¼ wjðf ÞðxkÞ ¼ Rjð0Þ; j ¼ 1; . . . ;n; for n > 0;
xkþ1 ¼ yk;n ¼ wnðf ÞðxkÞ;

8><>: ð72Þ
where RjðsÞ represents an inverse interpolatory polynomial of degree no greater then j such that
Rjðf ðyk;mÞÞ ¼ yk;m; m ¼ �1;0; . . . ; j� 1:
Zheng, Li and Huang proposed in [73] other derivative free family (Z–L–H for short) of n-point methods of arbitrary
order of convergence 2n ðn P 1Þ. This family is constructed using Newton’s interpolation with forward divided differ-
ences. Equating the error factor Rj;k, which originally appears in [73], to 0, the simplified Z–L–H family gets the following
form.

Z–L–H family: For an initial approximation x0, arbitrary n 2 N ; ck 2 R n f0g and k ¼ 0;1; . . ., the n-point method is defined
by
yk;0 ¼ xk; yk;�1 ¼ yk;0 þ ckf ðyk;0Þ;

yk;1 ¼ yk;0 �
f ðyk;0Þ

f ½yk;0 ;yk;�1 �
;

yk;2 ¼ yk;1 �
f ðyk;1Þ

f ½yk;1 ;yk;0 �þf ½yk;1 ;yk;0 ;yk;�1 �ðyk;1�yk;0Þ
;

..

.

yk;n ¼ yk;n�1 �
f ðyk;n�1Þ

f ½yk;n�1 ;yk;n�2 �þ
Pn�1

j¼1
f ½yk;n�1 ;...;yk;n�2�j �

Qj

i¼1
ðyk;n�1�yk;n�1�iÞ

;

xkþ1 ¼ yk;n:

8>>>>>>>>>>>>><>>>>>>>>>>>>>:
ð73Þ
In what follows, if the parameter ck in (72) and (73) is a constant, we will put ck ¼ c. Assuming that a real parameter ck in
the above families (72) and (73) has a constant value, as done in [32,73], the order of convergence of the families (72)ck¼c and
(73)ck¼c is 2n. Since these families require nþ 1 function evaluations, they are optimal.

Now we will show that the Kung–Traub family (72)ck¼c and the Zheng–Li–Huang family (73)ck¼c can be extremely accel-
erated without any additional function evaluations. The construction of new families of n-point derivative free methods is
based on the variation of a free parameter ck in each iterative step. This parameter is calculated using information from the
current and previous iteration so that the presented methods may be regarded as methods with memory.

The error relations concerning the families (72)ck¼c and (73)ck¼c can be presented in the unified form (see [15], [53, Ch. 6])
ek;�1 � ð1þ ckf 0ðaÞÞek; ek;j � ak;jð1þ ckf 0ðaÞÞ2
j�1

e2j

k ðj ¼ 1; . . . ;nÞ; ð74Þ
where
ek ¼ yk;0 � a ¼ xk � a; ek;j ¼ yk;j � a ðj ¼ �1;0;1; . . . ;nÞ;
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k being the iteration index. Constants ak;j depend on the considered families and they were given in the papers [32,73], see
also [53, Ch. 6]. The use of the unique relation (74) enables us to construct and analyze simultaneously both families with
memory based on (72)ck¼c and (73)ck¼c. Let us note that (74) also gives the common final error relation
ekþ1 ¼ ek;n ¼ yk;n � a � ak;nð1þ ckf 0ðaÞÞ2
n�1

e2n

k : ð75Þ
As mentioned in [15,50,51], the factor 1þ ckf 0ðaÞ in the error relation (75) plays the key role in constructing families with
memory.

We observe from (75) that the order of convergence of the families (72)ck¼c and (73)ck¼c is 2n when ck is not close to
�1=f 0ðaÞ. It is not difficult to show that the order of these families would be 2n þ 2n�1 if we could provide ck ¼ �1=f 0ðaÞ. How-
ever, the value f 0ðaÞ is not known in practice and we could use only an approximation ef 0ðaÞ � f 0ðaÞ, calculated based on avail-
able information. Then, setting ck ¼ �1=ef 0ðaÞ, we achieve order of convergence of the modified methods exceeding 2n

without using any new function evaluations.
The beneficial approach in approximating
ck ¼ �1=ef 0ðaÞ � �1=f 0ðaÞ
is to use only available information, in other words, we can increase the convergence rate without additional computational
cost. We present the following model for approximating f 0ðaÞ:
ef 0ðaÞ ¼ N0mðyk;0Þ ðNewton’s interpolation with divided differencesÞ;
where
NmðsÞ ¼ Nmðs; yk;0; yk�1;j1
; . . . ; yk�1;jm

Þ; �1 6 jm < jm�1 < � � � < j1 6 n� 1 ð76Þ
represents Newton’s interpolating polynomial of degree m ð1 6 m 6 n� 1Þ, set through mþ 1 available approximations
(nodes) yk;0; yk�1;j1 ; . . . ; yk�1;jm . Then the formula for calculation ck is given by:
ck ¼ �
1

N0mðyk;0Þ
� � 1

f 0ðaÞ : ð77Þ
Let Im ¼ fyk;0; yk�1;j1 ; . . . ; yk�1;jmg denote the set of interpolation nodes. Substituting the fixed parameter ck in the iterative
formulae (72)ck¼c and (73)ck¼c by the varying parameter ck calculated by (77), we state the families of multipoint methods
with memory given by (72) and (73). For example, as it was done in [15], for m ¼ 1;2;3, from (77) we obtain
N01ðyk;0Þ ¼
f ðyk;0Þ � f ðyk�1;n�1Þ

yk;0 � yk�1;n�1
; ð78Þ

N02ðyk;0Þ ¼ f ½yk;0; yk�1;n�1� þ f ½yk;0; yk�1;n�1; yk�1;n�2�ðyk;0 � yk�1;n�1Þ; ð79Þ

N03ðyk;0Þ ¼ f ½yk;0; yk�1;n�1� þ f ½yk;0; yk�1;n�1; yk�1;n�2�ðyk;0 � yk�1;n�1Þ þ f ½yk;0; yk�1;n�1; yk�1;n�2; yk�1;n�3�ðyk;0 � yk�1;n�1Þ
	 ðyk;0 � yk�1;n�2Þ: ð80Þ
Note that (78) is, actually, secant method applied by Traub [63, p. 186] for constructing an accelerating method with memory
of order 1þ

ffiffiffi
2
p

.
It is obvious that the Zheng–Li–Huang family (73)ck¼c is very suitable for applying Newton’s interpolating approaches (79)

and (80) since divided differences are already calculated in the implementation of the iterative scheme (73)ck¼c. The use of
Newton’s interpolation of higher order is also feasible but it requires increased number of steps in the iterative scheme,
which is not of interest for solving most practical problems.

In what follows we give a condensed form of the results concerning the order of convergence of the described generalized
families with memory (72) and (73). Note that these results are summarized from the assertions given in [13,15,53].

First we give an important lemma proved in [15], recalling that interpolation nodes are indexed as in (76).

Lemma 1. Let NmðtÞ be Newton’s interpolating polynomial of degree m that interpolates a given function f at mþ 1 distinct
interpolation nodes yk;0; yk�1;1; . . . ; yk�1;m 2 Im, contained in a neighborhood Vf of a zero a of f. Let the derivative f ðmþ1Þ be
continuous in Vf . Define the differences ek�1;j ¼ yk�1;j � a ðj 2 f1; . . . ;mgÞ; ek ¼ yk;0 � a and assume

(1) all nodes yk;0; yk�1;n�1; . . . ; yk�1;n�m are sufficiently close to the zero a;
(2) the condition ek;0 ¼ o ek�1;1 . . . ek�1;m

� �
holds when k!1.
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Then
N0mðyk;0Þ � f 0ðaÞ 1þ ð�1Þmþ1cmþ1

Ym
j¼1

ek�1;j

 !
; cmþ1 ¼

f ðmþ1ÞðaÞ
ðmþ 1Þ!f 0ðaÞ : ð81Þ
We distinguish convergence analysis of the methods (72) and (73) with memory to the following three cases, depending
on the use of approximations yk�1;0 and yk�1;�1.

Method I: jm > 0, that is, yk�1;0; yk�1;�1 R Im.
According to (81) given in Lemma 1, we have
N0mðyk;0Þ � f 0ðaÞ 1þ ð�1Þmþ1cmþ1

Ym
i¼1

ek�1;ji

 !
;

that is (in view of (77))
1þ ckf 0ðaÞ � ð�1Þmþ1cmþ1

Ym
i¼1

ek�1;ji : ð82Þ
Assuming that
ekþ1 � Ak;ner
k and ek;j � Ak;je

rj

k ð83Þ
and using (83), we can derive the following relations (see [15] for more details)
ekþ1 � Ak;ner
k � Ak;nAr

k�1;ne
r2

k�1; ð84Þ

ek;js � Ak;jse
rjs
k � Ak;js A

rjs
k�1;ne

rrjs
k�1; 1 6 s 6 m: ð85Þ
Combining (74) and (82)–(85) we obtain error relations in a general form
ekþ1 � ak;nc2n�1

mþ1A2n

k�1;n

Ym
i¼1

Ak�1;ji

 !2n�1

e
2nrþ2n�1ðrj1

þ���þrjm Þ
k�1 ; ð86Þ

ek;js � ak;js c
2js�1

mþ1 A2js

k�1;n

Ym
i¼1

Ak�1;ji

 !2js�1

e
2js rþ2js�1ðrj1

þ���þrjm Þ
k�1 ; ð87Þ
for 1 6 s 6 m. Equating exponents of ek�1 in pairs of relations (84)^(86), and (85)^(87) for each 1 6 s 6 m, we arrive at the
following system of mþ 1 equations
r2 � 2nr � 2n�1ðrj1 þ � � � þ rjm Þ ¼ 0;

rrjs � 2js r � 2js�1ðrj1 þ � � � þ rjm Þ ¼ 0; 1 6 s 6 m;

(
ð88Þ
in the unknowns r; rj1 ; . . . ; rjm . Solving this system we obtain rji ¼ 2ji�nr which reduces (88) to the quadratic equation
r2 � r 2n þ
Xm

i¼1

2ji�1

 !
¼ 0:
Its positive solution gives the sought order of convergence
r ¼ 2n þ
Xm

i¼1

2ji�1: ð89Þ
In view of (89) we observe that maximal order of convergence, for a given fixed degree m of the polynomial Nm, is attained
taking maximal ji, in other words, using the best attainable approximations yk;0; yk�1;n�1; . . . ; yk�1;n�m. In this case order of
convergence equals
r ¼ 2n þ
Xm

i¼1

2n�i�1 ¼ 2n þ 2n�1 � 2n�m�1; m > 1
2n þ 2n�2; m ¼ 1:

(
ð90Þ
According to (89) or (90), Method I attains the highest order for the highest possible degree m ¼ n� 1. Then
r ¼ 2n þ 2n�1 � 1.
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Method II: jm ¼ 0, that is, yk�1;0 2 Im ^ yk�1;�1 R Im.
By virtue of (81), in this case the following is valid:
N0mðyk;0Þ � f 0ðaÞ 1þ ð�1Þmþ1cmþ1ek�1

Ym�1

i¼1

ek�1;ji

 !
;

that is (in view of (77)),
1þ ckf 0ðaÞ � ð�1Þmþ1cmþ1ek�1

Ym�1

i¼1

ek�1;ji : ð91Þ
Relation (84) is still valid, while the number of relations in (85) is reduced by one (rm ¼ 1 is not unknown since ek�1;jm ¼ ek�1)
and reads
ek;js � Ak;jse
rjs
k � Ak;js ðAk�1;nÞrjs errjs

k�1; 1 6 s 6 m� 1: ð92Þ
Combining (74), (84), (91) and (92), in a similar way as for Method I we find first the errors ekþ1 and ek;js ð1 6 s 6 m� 1Þ.
Then we form the corresponding system of equations in the unknowns r; rj1 ; . . . ; rjm that gives the order of convergence
r ¼ 2n�1 þ
Xm�1

i¼1

2ji�2 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n�1 þ

Xm�1

i¼1

2ji�2

 !2

þ 2n�1

vuut : ð93Þ
Remark 8. Note that Traub’s basic secant accelerating technique is included for m ¼ 1. Then the order of convergence of the

method with memory equals r ¼ 2n�1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
22ðn�1Þ þ 2n�1

p
. In particular, for n ¼ 1 and m ¼ 1 the accelerated Traub–Steffensen

method with order 1þ
ffiffiffi
2
p

is obtained, see [63, p. 186].
Remark 9. Maximal acceleration by Method II is attained taking m ¼ n; the order of convergence is then

r ¼ 1
2 2n þ 2n�1 � 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9 � 22ðn�1Þ � 2n þ 1

p� �
.

Method III jm ¼ �1, that is, yk�1;�1 2 Im.
We will distinguish two subcases when jm�1 ¼ 0 and jm�1 > 0. From (81) two estimates follow:
ðaÞ 1þ ckf 0ðaÞ � ð�1Þmþ1cmþ1ek�1ek�1;�1

Ym�2

i¼1

ek�1;ji ðyk�1;0 2 ImÞ;

ðbÞ 1þ ckf 0ðaÞ � ð�1Þmþ1cmþ1ek�1;�1

Ym�1

i¼1

ek�1;ji ðyk�1;0 R ImÞ:
ð94Þ
Aside from (74), we also need the estimate
ek;�1 � Ak;�1e
rjm
k � Ak;�1A

rjm
k�1;ne

rrjm
k�1: ð95Þ
Case (a): If jm�1 ¼ 0, the next m� 2 estimates are relevant (rjm�1
¼ 1)
ek;js � Ak;jse
rjs
k � Ak;js ðAk�1;nÞrjs errjs

k�1; 1 6 s 6 m� 2: ð96Þ
Then combining (94a), (84), (95) and (96), in a similar way as above we form the system of equations in the unknown
r; rj1 ; . . . ; rjm that gives the order of convergence
r ¼ 2n þ 1þ
Xm�2

i¼1

2ji�1: ð97Þ
The greatest acceleration is attained for m ¼ nþ 1, that is, when all approximations from the previous iteration are used.
In this case the order is r ¼ 2n þ 2n�1. For example, starting from Traub–Steffensen’s method (6) (n ¼ 1), we obtain for m ¼ 2
the accelerated method with memory with order 3.

Case (b): If jm�1 > 0, then using analogous procedure and the relations (74), (84), (92) and (94b) we obtain the order of
convergence
r ¼ 2n�1 þ
Xm�1

i¼1

2ji�2 þ 1
2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n�1 þ

Xm�1

i¼1

2ji�2 þ 1
2

 !2

� 2n�1

vuut : ð98Þ
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This case is of less importance than (a) since the node yk�1;0 is not taken into account. However, the interpolating polynomial
Nmðt; yk;0; yk;j1

; . . . ; yk;jm�1
; yk;0Þ gives worse accelerating results than the polynomial of the same degree

Nmðt; yk;0; yk;j1
; . . . ; yk;jm�1

; yk;�1Þ.
The highest order is obtained for m ¼ n and it is equal to
Table 1
The low

n!

m ¼
j ¼ 0
j ¼ 1
j ¼ 2
j ¼ 3

m ¼

m ¼

with
r ¼ 2n�1 þ 2n�2 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
22n�1 þ 22n�4 � 2n�1

q
:

For example, the two-point method with memory ðn ¼ 2Þ has the order r ¼ 3þ
ffiffiffi
7
p
� 5:646, while the three-point method

with memory ðn ¼ 3Þ has the order r ¼ 6þ 4
ffiffiffi
2
p
� 11:657.

From Table 1 we observe that the order of convergence of the families (72) and (73) with memory is considerably
increased relative to the corresponding basic families without memory (entries in the last row). The increment in percentage
is also displayed and we can see that the improvement of the order is up to 50%. It is worth noting that the improvement of
convergence order in all cases is attained without any additional function evaluations, which points to a very high
computational efficiency of the proposed methods with memory. Several values of the efficiency index
EðIMÞ ¼ r1=hf ;
where r is the order of the considered iterative method ðIMÞ and hf is the number of function evaluations per iteration, are
given in Table 2.

We end this section with a remark that recent investigations presented in [16] have shown that further acceleration of
generalized multipoint methods can be attained by constructing biparametric multipoint methods. The increase of
convergence order of this kind of methods with memory is up to 75% (that is, 1:75	 2n) relative to the corresponding
methods (72)ck¼c and (73)ck¼c without memory. This improvement is attained using available data only from the current and
previous iteration. The biparametric multipoint methods have the form
yk;1 ¼ /1ðf ÞðxkÞ ¼ xk þ cf ðxkÞ;
yk;2 ¼ /2ðf ÞðxkÞ ¼ xk � f ðxkÞ

f ½xk ;yk;1 �þpf ðyk;1Þ
;

yk;j ¼ /jðf ÞðxkÞ; j ¼ 3; . . . ;n;

xkþ1 ¼ yk;nþ1 ¼ /nþ1ðf ÞðxkÞ; k ¼ 0;1; . . . ;

8>>>><>>>>: ð99Þ
where c – 0 and p are real parameters, see [16]. The first two steps of the iterative scheme (99) define the two-parameter
Steffensen-like method
xkþ1 ¼ xk �
f ðxkÞ

f ½xk; xk þ cf ðxkÞ� þ pf ðxk þ cf ðxkÞÞ
; k ¼ 0;1; . . . : ð100Þ
The next n� 1 steps yk;j ¼ /jðf ÞðxkÞ; j ¼ 3; . . . ;nþ 1, use interpolatory iteration functions
yk;j ¼ /jðf ÞðxkÞ ¼ /jðyk;0; yk;1; . . . ; yk;j�1Þ:
For more details on interpolatory iteration functions see the book [63, Ch. 4]. The order of convergence of the n-point method
without memory (99) is 2n, assuming that c and p are constants.
Remark 10. As shown in [16], for some concrete two- or three-point methods it is possible to choose certain suitable func-
tions (involving weight functions or approximations of derivatives, for example) instead of interpolatory iteration functions.
See the example presented at the end of this paper.

It is not difficult to show that the error relation of Steffensen-like method (100) is given by
ekþ1 � ðc2 þ pÞð1þ cf 0ðaÞÞe2
k ;
er bounds of the convergence order given in bold.

1 2 3 4

1
2.414 (20.7%) 4.449 (11.2%) 8.472 (6%) 16.485 (3%)

5 (25%) 9 (12.5%) 17 (6.25%)
10 (25%) 18 (12.5%)

20 (25%)

2 3 (50%) 5.372 (34%) 11 (37.5%) 22 (37.5%)

3 6 (50%) 11.35 (41.9%) 23 (43.7%)

out memory 2 4 8 16



Table 2
The efficiency indices of multipoint methods with/without memory.

n N1 N2 N3 without memory

j ¼ 0 j ¼ 1 j ¼ 2 j ¼ 3

1 1.554 1.732 1.414
2 1.645 1.710 1.751 1.817 1.587
3 1.706 1.732 1.778 1.821 1.836 1.682
4 1.759 1.762 1.783 1.820 1.856 1.872 1.741
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where ek ¼ xk � a. This error relation has a key role in accelerating convergence order of the multipoint method with mem-
ory since its error relation contains ðc2 þ pÞð1þ cf 0ðaÞÞ as a factor. Using a suitable calculation of the parameters p and c to
minimize the factors c2 þ p and 1þ cf 0ðaÞ, we considerably increase the convergence rate of the accelerated method.

The presented model for approximating f 0ðaÞ and c2 uses Newton’s interpolation with divided differences
ef 0ðaÞ ¼ N0mðyk;0Þ; and ec2 ¼
N0mþ1ðyk;1Þ

2N0mþ1ðyk;1Þ
:

Here
NmðsÞ ¼ Nmðs; yk;0; yk�1;n�j1
; . . . ; yk�1;n�jm

Þ;
Nmþ1ðsÞ ¼ Nmþ1ðs; yk;1; yk;0; yk�1;n�j1

; . . . ; yk�1;n�jm
Þ; 0 6 j1 < j2 < � � � < jm 6 n;
are Newton’s interpolating polynomials set through mþ 1 and mþ 2 available approximations from the current and previ-
ous iteration. Obviously, the fastest acceleration is achieved when best available approximations are used as nodes for New-
ton’s interpolating polynomials giving
NmðsÞ ¼ Nmðs; yk;0; yk�1;n; . . . ; yk�1;n�mþ1Þ; ð101Þ

Nmþ1ðsÞ ¼ Nmþ1ðs; yk;1; yk;0; yk�1;n; . . . ; yk�1;n�mþ1Þ: ð102Þ
for m 6 nþ 1. Hence, the formulae for calculating ck and pk are given by
ck ¼ �
1

N0mðyk;0Þ
; m P 1; ð103Þ

pk ¼ �
N0mþ1ðyk;1Þ

2N0mþ1ðyk;1Þ
; m P 1; ð104Þ
where Nm and Nmþ1 are defined by (101) and (102), respectively.
Substituting constant parameters c and p in the iterative formula (99) by the varying ck and pk defined by (103) and (104),

we construct the family of n-point methods with memory
yk;1 ¼ xk þ ckf ðxkÞ;
yk;2 ¼ xk � f ðxkÞ

f ½xk ;yk;1 �þpkf ðyk;1Þ
;

yk;j ¼ /jðf ÞðxkÞ; j ¼ 3; . . . ;n;

xkþ1 ¼ yk;nþ1 ¼ /nþ1ðf ÞðxkÞ; k ¼ 0;1; . . . :

8>>>><>>>>: ð105Þ
The following theorem has been proved in [16].
Theorem 8. Let x0 be an initial approximation sufficiently close to a simple zero a of a function f. Then the convergence order of the
family of n-point methods (n P 2) with memory (105) with the varying ck and pk, calculated by (103) and (104), is given by
r ¼
2n þ 2n�1 þ 2n�2 � 3 � 2n�m�2 ¼ 2n�m�2ð7 � 2m � 3Þ; 1 6 m < n;

7 � 2n�3 þ 2
n
2�3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
49 � 2n � 48
p

; m ¼ n;

2n þ 2n�1 þ 2n�2 ¼ 1:75 � 2n; m ¼ nþ 1; n P 2:

8><>: ð106Þ
for 1 6 m 6 nþ 1.
We observe from the third formula of (106) that the improvement of convergence order of the family with memory (105)

is up to 75% related to the order of the method without memory (99). This improvement is attained using only available data
from the current and previous iteration.



M.S. Petković et al. / Applied Mathematics and Computation 226 (2014) 635–660 659
We end this paper with a particular example of biparametric’s type. Let us consider the two-point family without
memory,
yk;2 ¼ xk � f ðxkÞ
f ½xk ;yk;1 �þpf ðyk;1Þ

; yk;1 ¼ xk þ cf ðxkÞ;

xkþ1 ¼ yk;2 � gðukÞ
f ðyk;2Þ

f ½yk;2 ;yk;1 �þpf ðyk;1Þ
; uk ¼

f ðyk;2Þ
f ðxkÞ

;

8<: ðk ¼ 0;1; . . .Þ; ð107Þ
where g is a weight function (compare to the two-point method (31)). Assuming that the parameters c and p are constant,
this family reaches the optimal order four under the conditions
gð0Þ ¼ 1; g0ð0Þ ¼ 1; jg0ð0Þj <1:
Varying parameters c and p in (107) using (103) and (104), we obtain the family of two-point methods with memory of
order 7, which is the improvement of the convergence rate of 75%. Some examples of the weight function g of simple form
are given below,
gðuÞ ¼ 1þ u; gðuÞ ¼ 1
1� u

; gðuÞ ¼ 1
1� u� u2 :
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