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Abstract—This paper identifies a new phase sampling interferometer approach that can be easily incorporated into the established techniques to provide a high resolution, small-baseline array with fewer number of phase sampling comparators. The approach is based on preprocessing the received signal using symmetrical number systems (SNS). Antennas based on both an optimum symmetrical number system (OSNS) and a robust symmetrical number system (RSNS) are investigated. The SNS preprocessing is used to decompose the spatial filtering operation into a number of parallel suboperations (modules) that are of smaller computational complexity. A much higher direction finding (DF) spatial resolution is achieved after the N different modules are used and the results of these low precision suboperations are recombined. By incorporating the OSNS or RSNS preprocessing concept, the field of view of a specific configuration of interferometers and phase sampling comparator arrangements can be analyzed exactly. The OSNS gives the maximum dynamic range or number of spatial resolution bins while the RSNS reduces considerably the number of possible encoding errors. Experimental results for both a 5-bit OSNS and a 6-bit RSNS array are compared. The errors in the encoding of the direction of arrival are quantified for both architectures.
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I. INTRODUCTION

DIRECTION finding (DF) systems find applications in many disciplines including geolocation, navigation and targeting for weapon systems. They are also used for tracking by law enforcement, military personnel, and wildlife management. Radio DF systems commonly use phase sampled linear interferometer arrays to measure the direction of arrival of a single incident planar waveform in order to estimate the geometrical bearing of the emitter. Each interferometer consists of two receive elements separated by a distance d (baseline). A waveform impinging on an ideal interferometer has the same amplitude at both element locations. Thus, all of the information about the direction of arrival is contained in the phase of the signal measured by the different array elements. Consequently, most existing radio DF systems are based on phase only measurements. As the planar waveform impinges upon the receive elements, the difference in phase is sampled (by several comparators) and indicates the direction of arrival. Ambiguities in the direction of arrival occur if the separation between interferometer elements is greater than half the electrical wavelength.

To resolve the ambiguities, the addition of a second interferometer, can be used [1]. Multiple baseline systems, however, can become quite long when high resolution is required. Many approaches to resolving the ambiguities within a phase sampling system have been recently investigated. The extended phase interferometry technique to resolve the ambiguities incorporates both calibrated phase and amplitude response data from the antenna arrays [2]. This is done by appropriately weighting the square of the baseline phase differences with the antenna gains. The incorporation of amplitude data provides significant performance improvement over phase only interferometry, however, it requires a modest increase in computational complexity. Pseudo Doppler techniques have also been investigated in the 2–2000 MHz range [3]. In this approach, the system employs a circular array of four omni-directional antennas. A commutation switch samples the antennas such that the resulting phase modulation on the received signal encodes the direction of arrival. As the elements are commutated an FM discriminator responds with impulses of size approximately proportional to the phase step between each element. The maximum spacing between adjacent elements is less than half a wavelength. The phase of the output is used to quantize an estimated angle of arrival. The single channel interferometer minimizes cost and power consumption by avoiding a multitude of expensive receivers and by employing the cost effective pseudo Doppler antenna. The symmetric pair antenna array provides accurate DF by means of low resolution phase measurements, achieved by virtue of the symmetry of the array geometry [4]. This type of array consists of pairs of antenna elements that are arranged around a common phase center. Due to symmetry, any arriving waveform generates a phase lead at one member and a phase lag of equal magnitude at the other member of the symmetric pair. Since the polarity of the output signal is dependent on the angle of incidence, it can be used to determine the signal’s angle of arrival. The sign bit pattern of the pairs of a given symmetric pair array will change for different angles of incidence and assuming an unambiguous arrangement (annular zones on the surface of a sphere) must be distinguishable.

This paper identifies a new phase sampling interferometer approach that can provide a high resolution, small baseline array with fewer number of phase sampling comparators. The approach is based on preprocessing the received signal using symmetrical number systems (SNS). Antennas based on both an optimum symmetrical number system (OSNS) and a robust symmetrical number system (RSNS) are investigated. The SNS pre-
processing is used to decompose the spatial filtering operation into a number of parallel suboperations (moduli) that are of smaller computational complexity. Each suboperation is a separately configured interferometer that symmetrically folds the detected phase difference with folding period equal to the twice the modulus $2m_1$ (for the OSNS) and $2Nm_1$ (for the RSNS) where $N$ is the number of interferometers that are used within the linear array. A small comparator ladder midlevel quantizes each folded phase response. Consequently, each suboperation only requires a precision in accordance with that modulus. A much higher DF spatial resolution is achieved after the different moduli are used and the results of these low precision suboperations are recombined. By incorporating the OSNS or RSNS preprocessing concept, the field of view of a specific configuration of interferometers and phase sampling comparator arrangements can be analyzed exactly. The OSNS gives the maximum dynamic range or number of spatial resolution bins while the RSNS reduces considerably the number of possible encoding errors. Experimental results for both a 5-bit OSNS and a 6-bit RSNS array are compared. The errors in the encoding of the direction of arrival are quantified for both architectures.

II. PHASE SAMPLED INTERFEROMETRY AND FOLDING WAVEFORMS

A two element linear interferometer is shown in Fig. 1. The two antenna elements are spaced a distance $d$ apart and the incident plane wave arrives with bearing angle $\theta_B$. In this phase monopulse configuration the angle $\theta_B$ is measured from the perpendicular to the baseline axis and can take on values $\pi/2 > \theta_B > -\pi/2$. The phase difference between the two elements is

$$\Delta \psi = \psi_1 - \psi_2 = \frac{2\pi}{\lambda} d \sin(\theta_B)$$

and is a function of the incidence angle of the wave.

The signals received by the antenna elements are mixed (multiplied together and lowpass filtered) resulting in an output signal whose frequency is the difference of the two input signal frequencies. Because the signals have the same frequency, the mixer output voltage is a value proportional to the difference between signal phases $\psi_1$ and $\psi_2$. This difference is not purely $\Delta \psi$ because of the time delays due to the different transmission line lengths from each antenna element. However, these line lengths are known and can be compensated for in the angle estimate. Let the signals from the two antenna elements be

$$v_1(t) = V \cos[2\pi ft + \phi_1(t)]$$

and

$$v_2(t) = V \cos[2\pi ft + \phi_2(t)]$$

where $V$ is the maximum value of the voltage at the antenna elements. Let $\psi_0$ be the phase difference between the transmission lines to the two elements. The low-pass mixer output voltage is

$$v_{out} = \frac{V^2}{2} \cos(\Delta \phi) = \frac{V^2}{2} \cos\left(\frac{2\pi d}{\lambda} \sin(\theta_B) + \psi_0\right)$$

which contains the plane wave angle of arrival (AOA) information. For values of $d = \lambda/2$ and $\psi_0 = 0$, $\Delta \phi = \pi \sin(\theta_B)$. As the AOA $\theta_B$ varies from $-\pi/2$ to $\pi/2$, the phase difference $\Delta \phi$ varies from $-\pi$ to $\pi$ as shown in Fig. 2(a). The output voltage from the phase detector is also a function of the phase difference and is a symmetrical folding periodic waveform. Together these relationships give the phase detector output voltage as a symmetrical function of the AOA as shown in Fig. 2(b) for $d = \lambda/2$.

Ambiguities are generated for baselines where $d > \lambda/2$. That is, the phase detector output voltage is highly ambiguous with a single phase corresponding to many angles of arrival. The number of folding periods $n$ that occur within an AOA of $\pi$ radians is

$$n = \frac{2d}{\lambda}.$$  

For example, with $d = 7.5\lambda$, $n = 15$ folds are available as shown in Fig. 3. The folding period is not constant but grows larger in proportion to the angle off broadside because of the $\sin(\theta_B)$ dependence in (4).

The ambiguities within the symmetrical folding waveforms represent the phase difference between the elements and can be resolved by using additional interferometers in the linear array. Typically, each interferometer in the linear array symmetrically folds the phase response with the folding period between interferometers being a successive factor of two or $d_1 = 2d_3 = 4d_2 = 8d_1$. High speed binary comparators are used to produce
a digital output. The folding waveforms are shifted appropriately using a phase shifter in each channel to achieve a Gray code result. The folded output from each phase detector is then quantized with a single comparator with a normalized threshold level $T = 0.5$. Together, the comparator outputs directly encode the signal’s AOA in the Gray code format. This approach makes use of the periodic dependence of the interferometer’s phase response on the applied plane wave’s AOA and the distance between the elements of each interferometer. One of the major limitations associated with this approach is the achievable resolution. For the folding periods to be a successive factor of 2, the distance between the elements must also be doubled. That is, an 8-bit DF antenna using the previous scheme would require element spacings $\lambda/4, \lambda/2, \lambda, 2\lambda, 4\lambda, \ldots, 32\lambda$ with a total baseline length of $32\lambda$. This distance doubling of the element spacings requires complex analog hardware and adversely affects the physical implementation of the DF architecture and ultimately constrains the achievable resolution.
III. THE OSNS DF ANTENNA

Incorporation of the OSNS encoding overcomes the major limitations of the binary encoding approach and provides an efficient method to enhance the resolution of the array while minimizing the total baseline. The OSNS provides an efficient solution by using additional baselines to correct ambiguities in the first baseline using multilevel quantization and prime sequences to obtain uniqueness over the dynamic range.

A. Optimum Symmetrical Number System

The OSNS is composed of a number of pairwise relatively prime (PRP) moduli $m_i$. The integers within each OSNS modulus are representative of a symmetrically folded waveform with the period of the waveform equal to twice the modulus, i.e., $2m_i$ [5]. For $m$ given, the row vector below gives the integer values within twice the modulus

$$x_m = [0, 1, \ldots, m-1, m-1, \ldots, 1, 0].$$

Fig. 4(a) shows part of the OSNS folding waveforms and the integer values within the modulus for $m_1 = 5$ and $m_2 = 6$. The horizontal axis represents the normalized input. The vertical lines represent folding waveform reference levels. The numbers at the top of the figure represent the number of reference levels that are crossed by the folding waveform for a given input value. The period of one complete fold is equal to $2m_1 = 10$ and $2m_2 = 12$.

Due to the presence of ambiguities, the integers within the vector derived by (6) do not form a complete system of length $2m$ by themselves. The ambiguities that arise within the modulus are resolved by considering the paired values from all channels together. If $N$ pairwise relatively prime moduli are used, the dynamic range (the number of unambiguous vectors) of this scheme is [6]

$$M = \prod_{i=1}^{N} m_i.$$  

This dynamic range is also the position of the first repetitive moduli vector. As shown in Fig. 4(a), the dynamic range for the $m_1 = 5$ and $m_2 = 6$ case is $M = 30$. That is, no set appears twice for a normalized input in the range $[0, 29]$.

B. OSNS Antenna Architecture

Fig. 5 shows the schematic diagram of an $N = 2$ channel OSNS DF antenna. The array consists of three elements with all channels sharing a common element. With the proper distances between elements, each interferometer folds the phase

Fig. 4. Folding waveforms and integer values within moduli $m_1 = 5$ and $m_2 = 6$. (a) The OSNS. (b) The RSNS.
response at $2m_i$. The phase response from each channel is quantized using $m_i - 1$ comparators. The integers shown on top of both folding waveforms in Fig. 4(a) represent the number of comparators ON due to the phase voltage exceeding the comparator matching threshold voltage.

The distance between each pair of elements is a function of the modulus, $m_i$. The phase response must have the correct number of folds to cover the dynamic range. For a given modulus $m_i$, the number of folds within the dynamic range is

$$n_i = \frac{M}{2m_i}.$$  (8)

Since each fold of the array corresponds to a change in phase of $\pi$ for $d = \lambda/2$, the required spacing between the reference element and the respective element of channel $i$ is given by

$$d_i = \frac{n_i \lambda}{2} = \frac{M \lambda}{4m_i} \xi.$$  (9)

The bin widths are uniform in size in $\sin(\theta_B)$ space with a width $2/M$. Therefore, the spatial resolution is given by

$$r_k = \arcsin \left( \frac{2k - M + 2}{\xi M} \right) - \arcsin \left( \frac{2k - M}{\xi M} \right)$$  (10)

where $k \in \{0, 1, \ldots M - 1\}$ and $k = 0$ is the bin that starts at $\theta_B = -\pi/2$. The variable $\xi$ is a scale factor that can be used to compress the encoded field of view symmetrically about broadside. The phase waveforms are not ideal over $180^\circ$ because of the element pattern degradation at wide angles. Since the waveforms at wide angles are not usable, the SNS can be remapped to the usable portion of the waveform to increase resolution. The scale factor is defined to be

$$\xi = \frac{d'}{d} = \frac{\sin(\theta)}{\sin(\theta')}$$  (11)

where $\theta$ corresponds to phase angle for the unscaled configuration and $\theta'$ is the desired phase angle for the compressed configuration. Note that the spatial resolution is not uniform over the range of $-\pi/2$ to $\pi/2$. The resolution is finer than $r$ at broadside ($\theta = \theta'$) and increases with angle off broadside, because of the $\sin(\theta_B)$ dependence in (5).

C. Experimental Results

A linear array based on the moduli $m_1 = 6$ and $m_2 = 11$ was designed, fabricated, and tested at a frequency 8.5 GHz. The radiating elements are open-ended waveguides as shown in Fig. 5. For moduli $m_1 = 6$ and $m_2 = 11$, $d_1 = 9.70$ cm and $d_2 = 5.28$ cm. With $M = 66$, the number of folding periods $n_1 = 5.5$ and $n_2 = 3$. To provide an adequate signal-to-noise ratio, a low-noise amplifier is included at the output of each interferometer element. Since the common element splits the
signal into $N$ paths, an attenuator is placed in the other branches to balance the amplitudes. The amplifiers operate in saturation so that the mixer input signal levels are independent of the angle of incidence. A fixed phase shifter is also included in one branch of each interferometer so that the symmetrically folded phase response waveforms from each mixer may be aligned. This alignment insures that the comparators in the digital processor properly sample the phase waveform and encode it in the OSNS.

The anechoic chamber facility at the Naval Postgraduate School was used for the antenna pattern measurements for each pair of elements. The measured mixer outputs are shown in Fig. 6. Since the array is not useful in the endfire regions, the phase response from each channel was minimized at an input AOA of $-50^\circ$. This is the point where the digital code starts. Introducing the appropriate phase shifts at a point between the elements and the mixer controls the locations of the voltage minima. A simulation of the transfer function for the OSNS array is shown in Fig. 7(a) for $\xi = 1$. The measured transfer function (output of digital hardware) is shown in Fig. 7(b). The spikes in the transfer function are AOA encoding errors. The phase waveforms must cross the comparator thresholds (code transitions) at the same time for all channels. The OSNS can present a problem at each of these specific AOAs. When some comparators, at positions to change, do change, while others do not, the recovered amplitude will have a large error. Encoding errors can also occur due to imperfections in the transmission line phases. These errors however, can be isolated with additional comparators and corrected using interpolation circuits as described in [6]. An alternate approach, however, is to develop a symmetrical number system where only one comparator threshold is crossed at any one particular code transition.

IV. THE RSNS ANTENNA

The RSNS preprocessing architecture is a modular scheme in which the integer values within each modulus (comparator states), when considered together, change one at a time at the next position (Gray code properties) [7]. Although the observed dynamic range of the RSNS is less than that of the OSNS given in (7), the RSNS Gray code properties make it particularly attractive for error control. With the RSNS preprocessing, the encoding errors due to comparator thresholds not being crossed simultaneously are eliminated. As a result, the interpolation circuits can be removed and only a small number of comparators are required.

A. The Robust Symmetrical Number System

In the RSNS, $N$ different periodic symmetrical waveforms are used with pairwise relatively prime integers $m_1, m_2, \ldots, m_N$. The RSNS is based on the following sequence:

$$\pmb{\xi}_n = [0, 1, 2, \ldots, m-1, m, m-1, \ldots, 2, 1]$$

(12)

where $\pmb{\xi}_n$ is a row vector and $m$ is a positive integer ($m > 0$). In an $N$-channel RSNS, where $N \geq 2$, the basic sequence for the $i$th channel (modulus $m$) is

$$\pmb{\xi}_m = [0, 0, \ldots, 0, 1, 1, \ldots, 1, 1, \ldots, m, m, m, \ldots, 1, 1, \ldots, 1, 1].$$

(13)
In this sequence each value in the $x_{ml}$ row vector is put $N$ times in succession. This sequence is repeated in both directions, forming a periodic sequence with the period

$$P_{\text{RSNS}} = 2mN. \quad (14)$$

Considering a single channel, the discrete states of the robust symmetrical number system can be expressed as

$$g = \begin{cases} \left\lfloor \frac{n - s_i}{N} \right\rfloor, & s_i \leq n \leq Nm_i + s_i + 1 \\ \left\lfloor \frac{2Nm_i + N - n + s_i - 1}{N} \right\rfloor, & Nm_i + s_i + 2 \leq n \leq 2Nm_i + s_i - 1 \end{cases} \quad (15)$$

where
- $g$ is the $n$th term of channel $i$;
- $m_i$ is the channel modulus;
- $s_i$ is the corresponding sequence shift $s_i \equiv 0, 1, 2, \ldots, N-1 \pmod{N}$ and $N \geq 2$ is the number of channels in the system.

The values $\{s_1, s_2, \ldots, s_N\}$ must form a complete residue system modulo $N$. Because of the relative property of the shifts, one of the shift values will be set equal to 0. The index $n$ corresponds to the input value. The discrete states of the RSNS are indexed using the $s_i \equiv 0$ row vector with the index starting from the first zero. Note that the largest integer within each periodic sequence is the modulus $m_i$.

An $N$-channel RSNS is formed of vectors by picking $N$ moduli $m_i$ and $N$ shift values $s_i$, $1 \leq i \leq N$. Since the fundamental period for channel $i$ is $2Nm_i$, it follows that the...
period for the RSNS vectors must be a multiple of \(2N_1\). Therefore, the fundamental period for the RSNS is

\[
P_{\text{RSNS}} = [2m_1N, 2m_2N, \ldots, 2m_NN]
\]

where \([a_1, a_2, \ldots, a_N]\) is the least common multiple of \(a_1, a_2, \ldots, a_N\). From number theory [7]

\[
P_{\text{RSNS}} = 2N[m_1, m_2, \ldots, m_N].
\]

To illustrate the RSNS, Fig. 4(b) shows the folding waveform and integer values within each modulus for \(m_1 = 5\) (shift \(s_1 = 0\)) \(m_2 = 6\) (shift \(s_2 = 1\)). Note the Gray-code properties from one code transition to the next. The thresholds shown on the vertical axis represent the integer values within each RSNS modulus. The integer values occur \(N = 2\) times in succession.

The system dynamic range (\(M_{\text{RSNS}}\)) of the RSNS is the maximum number of distinct vectors without a redundancy. The performance of the 2-channel example is shown in Fig. 4(b). The selection of the shift and the permutations between the 2 moduli has no effect on \(M_{\text{RSNS}}\). However, the point indices corresponding to \(M_{\text{RSNS}}\) (beginning point and ending point) are different. When the channel moduli are of the form \(m_1 = 2^k - 1\), \(m_2 = 2^k\), \(m_3 = 2^k + 1\), the closed-form expression for \(M_{\text{RSNS}}\) is conjectured to be

\[
M_{\text{RSNS}} = 3m_1^2 + \frac{17}{2}m_4 + 7
\]

where \(m_1 \geq 3\). For two channels, with the moduli separated by 3 or more

\[
M_{\text{RSNS}} = 4m_1 + 2m_2 - 2.
\]

Checking against computer results when \(m_1 = 8\) and \(m_2 = 17\), \(M = 64\) which fits (19).

B. RSNS Antenna Design

To demonstrate the efficiency of the RSNS preprocessing, the design of a 6-bit antenna using \(m_1 = 8\) and \(m_2 = 17\) is considered. A schematic diagram of the RSNS antenna is shown in Fig. 8 for \(s_1 = 0\), \(s_2 = 1\) resolution bins. The number of folds within each modulus is

\[
n_i = \frac{M}{P_{\text{RSNS}}} = \frac{M}{2m_4N}
\]
or \( n_1 = 2 \) and \( n_2 = 0.94 \). The required distance between antenna elements is

\[
d_i = n_i \frac{\lambda}{2} = \frac{M\lambda}{4m_i N} \xi.
\]

With a scale factor of \( \xi = 2/\sqrt{3} \), \( d_1 = 4.33 \) cm, and \( d_2 = 2.03 \) cm. For a normalized folding waveform amplitude (−1 to 1), the threshold for the \( j \)th comparator for the modulus \( m_i \) channel is

\[
V_{j,m_i} = \cos \left( m_i \frac{j - \frac{1}{2}}{m_i} \pi \right).
\]

The input signal is applied in parallel to both interferometers. The output from each phase detecting mixer is amplitude analyzed using \( m_i \) comparators. For this design, there are a total of 25 comparators with a maximum of 17 loaded in parallel. An RSNS-to-binary logic block translates the RSNS residues (number of comparators ON in each thermometer code) to a more convenient representation. The logic block and corresponding index \( n_i \) are shown in Fig. 9.

A consequence of quantizing the angle of arrival into a bin is that the RSNS system reports any signal that falls within a bin as if it arrived at the bin center, \( \hat{\theta}_k \). That is to say, for one angle within each bin, the estimation is exact, but for the remaining angles a reporting error exists. The AOA resolution or bin width in \( \theta \)-space for the \( k \)th bin is

\[
r_k = \arcsin \left( \frac{2k - M + 2}{\xi M} \right) - \arcsin \left( \frac{2k - M}{\xi M} \right).
\]

Another advantage of the RSNS is that small phase errors can be tolerated without a serious error to a reported AOA. These phase errors cause the folded waveform from the mixer to shift, thus, changing the timing of the comparator state changes. Because the waveforms from the mixers are quantized, the bin width or \( r_k \) provides some freeplay in the antenna circuitry and limits AOA reporting errors to the adjacent quantization levels (bins). However, there is a limit to this feature. If the phase error becomes too great, the comparators will not change state in the correct sequence, which may or may not correspond to a code that is mapped in the dynamic range. These errors are similar to the errors that the OSNS experiences when the comparators of both channels do not change state at the same time. For the system designed, a theoretical phase error of 6° can be tolerated in the modulus 17 channel and a phase error of 12° in the modulus 8 channel. Figs. 10 and 11(a) and (b) show the simulated transfer function. Fig. 10 is the transfer function with no phase error in both channels. Fig. 11(a) and (b) are the modulus 8 channel with zero degrees of phase error and 3° and 6° phase error in the modulus 17 channel. Note how the transfer function...
becomes jagged and erratic as the phase error is increased until it becomes discontinuous at $6^\circ$.

### C. Experimental Results

A RSNS array based on the moduli $m_1 = 8$ and $m_2 = 17$ was designed, fabricated, and tested at a frequency of 8.0 GHz. The schematic diagram of the two-channel array is shown in Fig. 8. The radiating elements are printed circuit dipoles. For moduli $m_1 = 8$ and $m_2 = 17$, the unscaled distances, $\xi = 1$, are $d_1 = 3.76$ cm and $d_2 = 1.78$ cm. With $\tilde{M} = 64$, the number of folding periods $n_1 = 2$ and $n_2 = 0.94$. To provide an adequate signal-to-noise ratio, a low-noise amplifier is included at the output of each interferometer element. Also included in the RSNS array is a lowpass filter in each channel to eliminate the amplifier harmonics that are present. Since the common element splits the signal into $N$ paths, an attenuator is placed in the other branches to balance the amplitudes. A fixed-phase shifter is also included in one branch of each interferometer so that the symmetrically folded phase response waveforms from each mixer may be aligned. This alignment insures that the comparators in the digital processor properly sample the phase waveform and encode it in the RSNS. For the $m_1 = 8$ channel, 8 comparators are required. For the $m_2 = 17$ channel 17 comparators are required. The electrically erasable read only memory (EEPROM) that was used accommodates 15 inputs. The modulus 17 channel processing is conducted in two stages. In the first stage, the 4-bit thermometer to binary encoder maps the 15 least significant codes out of the 17 comparators (ones with the smallest threshold). The remaining two comparators are mapped on the second EEPROM along with the 4-bit binary encoder output and all modulus 8 comparators. The digital processor puts out a bin number $k$ corresponding to the estimated AOA $\theta$. The estimated AOA for bin $k$ is given as

$$\hat{\theta}_k = \sin^{-1} \left( \frac{2k + 1}{\xi \tilde{M}} - \frac{1}{\xi} \right).$$

Broadside incidence for the RSNS antenna corresponds to the transition between Bins 31 and 32. For the modulus 17 channel, at slightly negative angles (bin 31), the ninth comparator is ON and for slightly positive angles (bin 32), the ninth comparator is OFF. That is, the phase value at $\theta_B = 0$ corresponds exactly to the threshold of the ninth comparator. From (22) the phase corresponding to the threshold value $V_{17, 9}$ is $\pi/2$. This is the phase value required for the modulus 17 channel at $\theta_B = 0$ and is obtained using the phase adjuster shown in Fig. 8. In the modulus 8 channel, $\theta_B = 0$ occurs midway between comparator 7 and 6 thresholds. Since $V_{8, 7} = \cos^{-1}(5\pi/16)$ and $V_{8, 6} = \cos^{-1}(3\pi/16)$, the required phase value is $4\pi/16 = \pi/4$ and is also obtained using the modulus 8 phase adjuster.

The normalized mixer folding waveform outputs are shown with the simulated waveforms in Fig. 12(a) for the $m_1 = 8$ channel and Fig. 12(b) for $m_2 = 17$ channel for $\xi = 1.0$ and the basic features correspond to predicted curves. The measured folding outputs from the shift and bias amplifiers in both channels are shown in Fig. 13. The digital circuit maps the phase difference at the mixer output into an estimated angle of arrival. The predicted output of the unscaled prototype array is reproduced as Fig. 14(a). The measured mixer output contains phase errors that result in differences between the simulated and predicted data. These phase errors cause the thermometer code to
incorrectly map the incident wave to the proper angle of arrival. The measured transfer function of the unscaled prototype antenna is shown in Fig. 14(b).

The large discontinuities in the transfer function are due to phase and amplitude errors that arise from several sources. Mutual coupling is a common cause of phase front distortion in small arrays of closely spaced elements. In order to increase the distance between elements and thus reduce the mutual coupling, a scale factor $\xi$ can be introduced. The scale factor is the ratio of the element spacings of the scaled and unscaled arrays. Reducing the scale factor narrows the mapable field of view of the antenna and increases the resolution within the mapable field of view. For a scale factor of $\xi = 2/\sqrt{3}$, the maximum mapable aperture ($\theta_{MM}$) is $60^\circ$. The predicted transfer function for the scaled array is shown in Fig. 15(a). The corresponding measured transfer function is reproduced as Fig. 15(b). The mixer outputs contain significant phase errors, and the increased resolution of the antenna limits the ability to process the errors. The steeper

Fig. 13. Measured folding waveform outputs from the shift and bias amplifiers.

Fig. 12. Normalized mixer output and simulation waveforms for RSNS array. (a) $m_1 = 8$. (b) $m_2 = 17$.

Fig. 14. RSNS transfer functions. (a) Predicted. (b) Measured.
The coaxial cables and phase adjusters are another source of error within microwave circuits. The rigid coaxial cables are coarsely trimmed at 8.0 GHz and the phase shifters are used for fine trimming. The cable lengths are long and subject to thermal expansion and contraction, particularly in the vicinity of the amplifiers. Finally, all of the devices in the circuit are joined with SMA type connectors. The circuit was repeatedly assembled and disassembled for troubleshooting and consequently the quality of the connections was degraded. Phase errors of $\pm 2^\circ$ can easily be introduced at each connection. Thus, it appears that many small errors accumulate in a manner such that the $6^\circ$ and $12^\circ$ error thresholds are exceeded, resulting in a degraded transfer function.

V. Conclusion

This research has introduced the OSNS and the RSNS and shown they can be used to resolve ambiguities in phase sampling interferometry. A direction finding antenna architecture based on the OSNS has many inherent advantages over conventional direction finding techniques including: simple microwave beamforming network that incorporates wideband components, wide instantaneous field of view, and high resolution angle of arrival with a variety of element arrangements having very short baselines. The design equations for comparator thresholds, broadside phase difference, and a scale factor are derived. The simulated transfer functions demonstrate that the OSNS and RSNS antenna will have a wide instantaneous field of view and high resolution. Test arrays were built and their performance measured. The measured transfer functions, while exhibiting the basic features of the ideal transfer function, contained significant encoding errors. The errors are attributed to phase errors in the microwave circuit and its components, as well as mutual coupling. Using a printed circuit design with surface mount components can reduce these errors significantly.
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