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## ABSTRACT

This dissertation investigates the problem of automatic transcription of the hand-keyed Morse signal. A unified model for this signal process transmitted over a noisy channel is shown to be a system in which the state of the Morse process evolves as a memory-conditioned probabilistic mapping of a conditional Markov process, with the state of this process playing the role of a parameter vector of the channel model. The decoding problem is then posed as finding an optimal estimate of the state of the Morse process, given a sequence of measurements of the detected signal. The Bayesian solution to this nonlinear estimation problem is obtained explicitly for the parameter-conditional lineargaussian channel, and the resulting optimal decoder is shown to consist of a denumerable but exponentially expanding set of linear Kalman filters operating on a dynamically evolving trellis. Decoder performance is obtained by computer simulation, for the case of random letter message texts. For nonrandom texts, further research is indicated to specify linguistic and format-dependent models consistent with the model structure developed herein.
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## I. INTRODUCTION

The problem of automatically transcribing the hand-keyed manual morse (HKM) signal with an acceptable error rate, without exact knowledge of the sender's keying characteristics and transmitted signal parameters, has, in general, remained unsolved. The easier companion problem of automatically transcribing a Morse signal sent by a keyboard (KAM), and whose transmitted frequency is known, has largely been solved, and a number of Morse decoders are commercially available for this task. These decoders also can be used on the HKM signal, but with considerable loss in performance except in cases of very good keying quality.

The difficulty of automatically transcribing the HKM signal (problems in frequency acquisition and detection aside) is often not recognized by the uninitiated. This difficulty is analogous to that of designing an automatic speech recognition device. While the analogy cannot be taken too far, certain parallels are evident. The HKM signal, being a human-generated process, has all the characteristics of individuality associated with such a process. No two senders of Morse send in exactly the same way, just as no two speakers speak in exactly the same way. Yet a trained Morse operator can understand what is being sent, just as a person who understands the language of a speaker can understand (almost) anyone who speaks that language, whatever the individual characteristics of his speech. A

Morse transcription machine for HKM which bases its decisions solely on the local Morse symbols (dot, dash, element space, character space, word space, pause) can, with some imagination, be likened to a situation in which a person who does not know English attempts to translate a spoken English phrase by isolating the syllables of the words. Clearly the Morse transcription task is not quite so difficult as this analogy since there are only six "syllables" in Morse; yet the analogy is illustrative of the difficulty of transcribing the HKM process.

On the other hand, the KAM signal can be likened to a teletype signal with a well-defined structure. Thus it is sufficient to decode such a signal on the basis of the baud structure, since there is a one-to-one mapping from the code words to the text. This non-singular mapping accounts for the relative ease of decoding a demodulated KAM signal.

The above analogy has tacitly assumed that the Morse waveform was perfectly demodulated. In the real world of imperfect demodulation, it is clear than an HKM transcription machine which uses only local information, can provide no error-correction capability to correct incorrectly demodulated Morse symbols. Thus as a result of a single incorrect demodulation decision, an entire letter (two letters if the symbol was a character space) is transcribed incorrectly. Demodulation, therefore, must be considered as an integral part of the HKM processor, and this processor must have some
knowledge of the Morse "language" in order to provide errorcorrection capability.

This paper reports the results of an investigation into the problem of automatically transcribing the HKM process. The problem is attacked from the point-of-view of optimal estimation and modern information theory. Theoretical results are derived which can be directly applied to the design of an optimal HKM transcriber. It is shown that such an optimal transcriber is unrealizable in the practical sense, but that a suboptimal transcriber which can be made arbitrarily close to optimal is realizable. Lower bounds on the theoretical error-rate performance of an ideal transcriber are obtained as a function of signal-to-noise ratio, keying characteristics, and HKM model complexity. The performance of the suboptimal transcriber is obtained by computer simulation and compared to the theoretical results for the optimal transcriber. Finally, the suboptimal transcriber is tested against a limited set of field data in order to validate the simulations.

The report is organized into two parts: theoretical and application. In the theoretical section, a unified model structure for the HKM process is derived which may account for code symbol dependencies, variation in data rate, operator sending anomalies, source letter context, message format, and linguistic dependencies. A channel model is constructed to account for transmitter, propagation, and receiver effects. The resulting modeled system is shown to be a system in which the state of the HKM process evolves as a memory-conditioned probabilistic mapping of a conditional Markov process, with
the state of this process playing the role of a parameter vector of the channel and measurement models. The joint demodulation, decoding, and translation problem is then posed as finding an optimal estimate of the discrete state of the HKM signal process, given a sequence of noisy measurements of the detected signal. The Bayesian solution to this nonlinear estimation problem is obtained explicitly for the case of parameter-conditional linear-gaussian channel and measurement models, and the resulting optimal Morse transcription machine is shown to consist of a denumerable but exponentially expanding set of linear Kalman filters operating on a trellis defined by the discrete state values of the parameter vector. Because of the exponential growth, the optimal estimator is unrealizable, and a realizable suboptimal solution which adaptively restricts the growth of the trellis is obtained.

The application section shows how a specific model of the HKM process results from the general model constructed in the theoretical section. It is shown in principle how the generality of the model readily provides for any level of complexity in modeling an actual Morse message, i.e. from a very simple model of local Morse symbols up to and including a complex model of syntactic and semantic rules for the Morse "language." It is shown theoretically how context may be used to provide error-correction capability and reduce the lowerbound on output letter-error rate. Simulation results are obtained which confirm the expected improved performance for increasingly complex modeling of the Morse message.


## II. PROBLEM DESCRIPTION

The statement of the problem is actually very simple: Obtain a processor which will transcribe hand-keyed manual Morse as well as a human operator. The simplicity of the statement, however, belies the complexity of describing a "hand-keyed manual Morse" signal and the difficulty of quantifying the phrase "as well as a human operator."
A. THE HAND-KEYED MANUAL MORSE (HKM) SIGNAL PROCESS

As used throughout this report, the term HKM signal refers to International Morse Code and its derivatives sent manually by key, mechanical bug, or electronic bug. The baseband HKM process is the output voltage level of the keyer and is represented by the logic levels 0 and 1 , corresponding to the states "key up" and "key down." The six symbols of the code are: dot, dash, element-space, character-space, word-space, and pause. The term element (or baud) refers to the standard time unit of the code; its actual duration in seconds will of course vary with sending speed. Standard Morse code consists of the symbol durations shown in Table I.

The standard word (including word-space) in Morse communication is 50 elements in length. Thus the standard element duration in seconds for a given sending speed is $6 / 5$ times the reciprocal of the speed in words-per-minute. The instantaneous data rate for an HKM signal is defined to be $6 / 5$ times the reciprocal of the duration of the symbol (in

## TABLE I

## Standard Morse Symbols

Name
Dot • 1
Element-space $\wedge$

Character-space ~ 3
Word-space W 7
Pause P
14
seconds) divided by the standard duration in elements;
e.g., the instantaneous data rate for a dash of duration

60 msec is $(6 / 5) /(1 / .020)=60 \mathrm{wpm}$.
An HKM signal differs from the standard Morse signal in that the instantaneous data rate is a random variable, resulting in symbol durations which are random. The element duration is defined to be the mean value of the dot duration; this mean value is also a random variable. The HKM signal may exhibit a large variation in both element duration and instantaneous data rate. The modeling of these random variables is discussed in section VI.A. The distributions of element duration and instantaneous data rate are unique to a particular sending operator, and in most cases depend on the type of traffic being sent, and on the intended recipient of the signal as well.
B. THE HKM SIGNAL CHANNEL

The HKM signal process is usually transmitted at HF by a transmitter whose final amplifier is on-off keyed (OOK) by the keyer, although in some cases, the oscillator itself is on-off keyed. Because of the effect of transients in the transmitter, the signal is usually chirped to some extent, the magnitude of the chirp being indicative of the quality of the transmitter design and state of maintenance. For well-designed, properly maintained transmitters, the chirp is on the order of tens of Hertz. Poorly designed or improperly maintained transmitters may exhibit as much as 300 Hz chirp, as well as random drift of the nominal carrier frequency. Thus in most cases, signal detection must be accomplished by using an envelope detector since the phase of the signal is not known.

In addition to the signal uncertainties caused by the transmitter itself, the signal is also corrupted by both additive and multiplicative noise in the form of atmospherics, interference, and fading, which at $H F$ is nonstationary. Thus demodulation of the OOK Signal must be accomplished in the face of frequency, phase, and amplitude uncertainty, along with incomplete knowledge of the noise statistics.
C. OPERATOR PERFORMANCE

The ultimate goal of the Morse transcriber is to provide output copy with an error rate approaching that which a typical human operator provides. The human operator rapidly
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adapts to changing signal and channel parameters and can provide reliable copy of a highly variable HKM signal in the presence of numerous other Morse and non-Morse signals. The operator is obviously aided by an understanding of the context of the message, the format, and the Morse "language."

The available data on operator performance is summarized in Figures 1 and 2. Figure 1 is a plot of error rate vs. SNR for an actual communications link in the LF band reported by Watt et. al. [1], while Figure 2 shows the performance obtained in a laboratory experiment [2]. Both tests were conducted using random five-letter code groups as the test message. Table II, from Lane [3], shows the number of dB which must be added or subtracted from the abscissa of the performance curve to obtain the performance for different speeds of transmission. Clearly the laboratory tests show a better performance capability for the human operator than that obtained for the actual communication link, with a difference of about 2-3 dB for equal error rates. Such an observation indicates that one must design the automated transcriber using the laboratory performance measurements in order to obtain the required performance under field conditions for the same SNR.

The error rates discussed above were obtained using a text consisting of independent letters (5-letter code groups). For a text which has more structure than random letters, whether through linguistic content, known message format,
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|  | $\square$ |  | - |  |  |  |  | $\underline{1}$ |  | - |  |  | - | \% |  |  | , |  |  |  |  |  |  | $=$ |  |  |  |  |  |  |  |  | - |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\ldots$ |  |  | Lit |  |  | T |  |  |  |  | 3 | T: | 2 | $\square$ |  | 3 |  | + | TH |  |  |  |  |  |  |  |  | 4 |  |  |  |  |  |  |
|  |  |  |  |  |  | - |  | - |  | - |  |  |  |  |  |  |  |  |  |  | . | - |  | $\square$ | $\cdots$ | - |  |  |  |  |  |  |  |  |  |
| L | 7 |  | $\cdots$ | - | - | -1.0 | TuT | \# | : | - |  | O. | 1. | त1 |  | $\cdots$ | ल |  | 1 | - | $\ldots$ | $\square$ | $\ldots$ | $\cdots$ | $=1$ |  | $\cdots$ |  |  |  |  |  | + |  |  |
| $\cdots$ | T |  |  | +1. |  | $\ldots$ | $\ldots$ | $\pm$ | - |  |  | . | 1. |  | +i. | +1.. | - |  |  |  |  |  | $\ldots$ | - | $\ldots$ |  |  |  |  |  | 4 |  |  |  |  |
| $\square$ | in | + |  | H | \% | $\square$ |  | $\square$ | $\pm$ | - |  | T | T1 |  | IT | +:10. |  |  | 4 | [in | - |  | $\pm$ | H | $\cdots$ |  |  | - |  |  |  |  | $\square$ |  |  |
| \% |  |  |  |  |  |  |  | : | !: | $\ldots$ |  | $\underline{1}$ | $\ldots$ | -1. | - |  | 1 |  |  | [:1. | ! |  | - |  |  |  |  |  |  |  |  |  | $\square$ | $\square$ |  |
| $\square$ | - |  | H-1 | ! | 1.: |  | $\because$ |  | + |  |  |  | in: |  |  |  |  |  | T | Ti.: | 17 |  | - | $\square$ | tit |  | L |  | H |  |  |  |  |  |  |
|  |  |  |  | - | $\square$ | - | - |  | $\square$ |  |  | - |  |  | ) |  |  |  |  | $\ldots$ | - | - | T |  |  |  |  | - 0 |  |  |  |  |  |  |  |
| $\square$ | $\cdots$ |  | $\square$ | T 7 | + | - | $\square$ | + | - |  |  | 1 | II: |  | 1 |  |  |  |  | IT |  |  |  |  |  |  |  |  |  |  |  |  | $\square$ |  |  |
| - |  |  |  | . | - | $\pm$ |  | 7 | - |  |  |  |  |  |  |  |  |  | $\cdots$ | . |  |  | . |  |  |  |  |  |  |  |  |  |  |  |  |
| $\square$ |  | T | - | - | \# | - |  | + | U1. |  |  |  | $\cdots$ |  |  | L |  |  |  | - |  |  | IT |  |  |  |  | 11 | + |  | (1) |  | . |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  | $\cdots$ |  |  |  |  |  |  |  | - |  | - |  |  |  |  | - | 6 |  |  |  |  |  |  |
| - | 1 | $\ldots$ | $\square$ | $\ldots$ | Th | ! | $1 .$. | - | - | T. |  | : |  | - |  | $\cdots$ | - |  | 1 | - | - | - | - | - |  |  |  |  | $\square$ |  | c | 1 |  | + |  |
|  | $\cdots$ | - | Tin | $\pm$ | Ti | $\cdots$ | - | . | $\cdots$ | + |  |  | $\cdots$ |  | - | - | - |  | T-1 | + | $\square$ |  | $\underline{\square}$ | $\square$ |  | 4 |  |  | - |  | 0 | 2 | - |  |  |
|  |  |  | $\square$ | - | - |  | + | - | ! |  | $\because$ | :1 | $\square$ |  | \# |  | , |  |  | + | 1. | $\cdots$ | \% | T |  | + |  |  |  |  | E | 4 | $\underline{1}$ |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\underline{-}$ |  | $\square$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | \%: | I! |  |  |  |  |  |  |  |  | T |  |  |  | I |  |  |  | I |  |  |  |  |  |  |  |  | 0 |  |  |  |  |
|  |  |  |  | TH1 | + |  |  | H | I |  |  |  | T | T-17 | H! |  |  |  |  |  | $\cdots$ | Til | $\cdots$ | II |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | ! | L | $\ldots$ |  |  |  | ] |  | - |  |  | $1$ | i. | TH: | $\ldots$ |  |  |  |  |  | 7 |  |  |  | 4 C | 1 |  |  |  |
|  |  |  |  |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |  | - |  |  |  |  |  |  |
| $\square$ | H: | + | $\square$ | - | - | - |  | - | 1 |  | \% |  | + |  | T- |  |  |  |  | - | $\pm$ |  | $\underline{T}$ |  |  |  |  |  | $1:$ |  | N (1) |  | $\ldots$ |  |  |
|  | $\underline{\square}$ |  |  | $\square$ | $\cdots$ | - |  |  |  | \% |  | $\square$ |  |  | : |  |  | 7 |  |  | + |  |  | $\square$ |  |  | 1 |  | $\square$ |  |  |  | $\square$ |  |  |
| - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | $\ldots$ |  |  | $\cdots$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 5 | 7 |  |  |  |  |  |  |
| + |  | : | +1] | - | T.: |  | 1. | +1. | $1+$ | T: | $\cdots$ |  |  |  |  |  |  | T | - |  |  |  |  |  | 7 |  | I |  |  |  |  |  |  |  |  |
|  |  |  | - |  |  | $\cdots$ |  | $\square$ |  |  | $\square$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | +... | $\ldots$ | - |  | - |  |  | : |  | - | \% | ! |  | $\pm$ | +i. |  |  |  |  | $\square$ | T |  |  |  |  |  | F |  |  |  |  |  | $\square$ |  |  |
|  |  |  |  |  |  |  |  | - |  |  | $\cdots$ |  | - |  |  |  | 7 |  |  |  |  |  |  |  |  |  |  |  | + |  |  |  |  |  |  |
|  |  |  | : $:$ |  | 1:. | $\cdots$ | + + |  | T | + | - |  |  | 1:1! |  |  |  |  |  |  | 1. |  |  |  |  | 7 |  |  |  |  |  |  |  |  |  |
|  |  | T |  |  |  |  |  |  |  |  | - |  | T |  |  |  |  |  |  |  | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | $\ldots$ |  |  |  | [i] |  |  | क) |  |  |  |  |  |  |  | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | I. |  |  |  | + |  |  |  |  |  |  |  | $\checkmark$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 0 | 7 |  |  |  |  |  |  |
|  | L |  |  |  |  | $\square$ |  |  |  |  |  |  |  |  |  |  |  | - |  |  | T |  |  |  | 7 | 11 |  |  |  |  |  |  |  |  |  |
| $\square$ | 1 |  | I |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $-1$ |  |  | . |  |  |  |  |  |  |  |  |  | C |  |  | + |  |
| $\square$ | - | T | $\pm$ | - |  |  |  |  |  |  |  |  |  |  |  |  | - |  | + |  |  |  |  |  |  |  |  |  |  |  |  | . |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  | 7 |  |  |  | T |  |  |  |  | 1 |  |  |  |  |  | 1 |  | [17 |  |  |  |  |
|  |  | $\square$ | 1 |  |  |  |  | - | II: |  |  |  |  | . |  | , |  | + |  |  |  |  |  | - |  |  |  |  |  |  | $\underline{5}$ |  |  |  |  |
| $\square$ |  |  | $\cdots$ |  | T-1 | : |  |  | T | $\square$ |  | $\square$ |  | \%: | IT |  | $\cdots$ | $\square$ | $\pm$ |  | 2 |  |  | $\cdots$ |  |  | 1. |  | I |  | 3 | - |  |  |  |
|  | $\underline{\square}$ | $\square$ | $\ldots$ | $\square$ | T | T | $\pm$ | + | $\square$ |  | U | $\pm$ | $\pm$ | - | $\pm$ |  | : |  | 11 |  |  |  | 1 | $\square$ |  | \#1 |  |  | 1 |  | 12 |  |  |  |  |
| $\pm$ |  | $\cdots$ | T |  | !:1 |  | - | : |  | - | + | 1 |  |  |  |  | - | $\cdots$ | 2 |  |  |  | $\pm$ | 1.1 |  |  |  |  |  |  | ey |  |  |  |  |
|  | $\ldots$ |  |  |  | 1 | $\square$ | + | + | . | - | L- | $\cdots$ |  | H | ल |  | - |  | , | H |  |  | I: |  | - | $\ldots$ | $\cdots$ | - |  |  |  |  |  |  |  |
|  |  |  |  |  |  | :Ti |  |  |  |  | 11. |  |  |  |  |  | I |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | - | ! | $\square$ | + |  | - |  |  |  | - |  |  |  |  |  |  |  |  |  |  |  | - |  |  |  |  | $\square$ |  | $\cdots$ |  | $\underline{\sim}$ |  |  |  |
| - |  | -.. | $\ldots$ |  | , |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | - |  |  |  |  |  |
|  | $\cdots$ | - | 1. | H | 1. | TIT | $\underline{ }$ | $\ldots$ | (in | - | T. | $\square$ | 1 | T, | + | H |  | 1 |  |  | 1 | 0 | - |  | T | 1 |  | 17 |  | I |  |  | + |  |  |
|  | 1 | !i: | +.. |  | 1 | $\cdots$ | 1 |  | - | -i: | $\cdots$ | $\cdots$ | +..7 | - | - 7 | 1 | T | F. | - | ... | -: | .- | $\pm$ | $\cdots$ | $\cdots$ | - |  | I- | Ti: | I |  |  |  |  |  |
|  |  | - |  |  | +! | $\underline{L}$ |  | - | c | - |  | $\ldots$ |  | . |  |  | $\pm$ | - | , |  | -1 |  | $\ldots$ | $\ldots$ | Li: | - | - | $\square$ |  | 1 |  |  |  |  |  |
|  |  | $\cdots$ | $\cdots$ |  |  | T | E |  | 0 |  | ! |  |  | = | $\pm$ | T | $\cdots$ | $\square$ | TV | + | TIT | I |  | $\square$ | " |  | 1 |  |  | 1 |  |  |  |  |  |
|  | - |  |  |  | - | $\cdots$ |  |  | 4 | $\bigcirc$ |  | - | , |  | $\cdots$ |  | . | - | - | $\cdots$ | IT |  | $\pm$ | $\cdots$ |  | $\square$ |  | $\cdots$ | $\cdots$ | $\square$ |  | - |  |  |  |
|  |  |  | itir |  | $1 \%$ |  | L |  |  | $\bigcirc$ |  |  |  | + |  |  |  |  |  |  | TH: |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | - |  |  |  |  |  |  | $\underline{\sim}$ |  |  |  |  | $\cdots$ |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  | $\square$ |  |  |  | $\pm$ | $!$ | 1 | 11 | :\% |  |  |  |  |  |  |  | = |  |  | $\because$ | $\underline{\sim}$ |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  | + |  |  | T:1 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\ldots$ |  | - |  |  | $\cdots$ | $\square$ |  | T |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | . |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

## OPERATOR PERFORMANCE ADJUSTMENT FACTOR FOR SENDING SPEEDS <br> (FROM LANE [3])

| RATE | FACTOR |
| :---: | :---: |
| $(\mathrm{wpm})$ | $(\mathrm{dB})$ |
| 10 | -5.0 |
| 12 | -3.6 |
| 14 | -2.3 |
| 15 | -1.8 |
| 16 | -1.4 |
| 18 | -0.6 |
| 20 | 0 |
| 25 | 1.6 |
| 30 | 2.6 |

or increased semantic content, the human operator will take advantage of the structure to effectively reduce his average error rate. His error rate, however, for those portions of a message which exhibit uncertainty equivalent to independent letters, will remain at that for independent letters. Thus although his error rate for those portions of a message which have a high information content will not decrease, the transcribed message will be much more "readable," and the more costly errors will be much easier to locate in his output copy. As an example of "readability", consider the two messages shown below, each with a $10 \%$ error rate, including spacing errors. The first message is of low information content and is readable, although with some difficulty; the second is a message with higher information content. (These
two messages were generated by using a random number generator to obtain the errors, which may not correspond to typical morse substituions.)

## Message 1:

THIS IS AN RX A9P LE OF EN G LI SH TE XT WITH AN ERROR RATE OF 10 PERCENK. THC ERRORS INCLUDE SPA CING BETWEEN LE TTERS AS WELL AS THE WPID SPACE. MS CAN3 E SEEN, THIS TEXT IS ON TH E THRESHOLDO $F$ ACC EPTABILRTY AN D REQUIRA 2 SlAE DIFW8C U LTX TO R EAD.

Message 2:
BM GEZRGE P BURDELL TO JOXN BUUYEL
Ll23 EASW S T BEW YORK BT
PSE C ALL NAMP HO NE NO 5551233 AND
TELL SIM WILL NOW DRR IVE KENNE DY
AVTAN 173812 JU LFLT NO 63
WILL DEPANT FOX WAMH AT 231912 JUL.

The obvious point of this exercise is that average letter error rate alone is not a definitive measure by which the efficiency of a transcriber (either human or machine) can be judged, except for messages consisting of random letters. Secondly, it is clear that an automatic transcriber which does not use the message context and structure (linguistics, semantics, format) to decode the received message will not
be capable of producing a transcript as readable as the human operator except for random letter texts.

## III. LOWER BOUNDS ON ERROR RATE

In this section, information theoretic concepts are applied to the problem of decoding and translation of the Morse signal. Lower bounds on the performance of a transcription machine are obtained as a function of signal-tonoise ratio, keying quality, and decoder complexity. A channel model appropriate for studying the performance in this context is derived and its capacity determined. Source code models for the Morse code are also obtained, and together with the channel model, are used to derive a lower bound on decoded letter error rate. Although the average letter error rate, as argued in the previous section, is not a sufficient criterion for measuring the utility of a transcription machine in specific cases, it nevertheless provides a great deal of insight into the problem of determining how complex a decoder must be in order to approach the performance of a human operator. In order to obtain some intuitive appreciation of the Morse code as a source code, estimates of the entropy of a Morse-coded source are first determined under various assumptions about the source and the code.
A. ESTIMATION OF MORSE-CODE ENTROPY

The source entropy for a symbol-by-symbol decoder is obtained by considering the source to be an ensemble of Morse symbols each sent independently with probability equal to the expected relative frequency of occurrence of that
symbol. A decoder which is designed according to a model of the source as a Markov chain results in a source entropy calculated on the basis of that same Markov model. Thus various levels of model complexity result in corresponding levels of source entropy, as seen by the decoder. For independent symbol sequences the source entropy for an alphabet of size $M$ is given by [4]:

$$
H=-\sum_{i=1}^{M} p(i) \log p(i)
$$

For Markov sources the entropy is given by [4, p.68]:

$$
H(u)=-\sum_{i=1}^{J} q(i) H(u \mid s=i)
$$

where $q(i)=$ limiting probability of the state $s=i ;$

$$
\begin{aligned}
& H(u / s=i)=-\sum_{k=1}^{K} P_{j}\left(a_{k}\right) \log P_{j}\left(a_{k}\right) \\
& P_{j}\left(a_{k}\right)=\operatorname{Pr}\left[u_{\ell}=a_{k} \mid s_{\ell}=j\right],
\end{aligned}
$$

i.e. the probability that source letter $a_{k}$ is produced when the Markov process is in state $j$ at time $\ell$.

1. Independent Symbols

Consider first the case of a source modeled by independent occurrences of the Morse symbols. In this case the entropy is

$$
H=-P_{\text {dot }}{ }^{\log P_{d o t}-P_{\text {dash }}{ }^{\log P_{\text {dash }}}{ }^{-P_{\text {esp }}}{ }^{\log P_{e s p}}{ }^{-P_{\text {csp }}} \log P_{\text {csp }} .}
$$

The relative frequencies of the symbols in random Morse are:

$$
P_{\text {dot }}=.26, \quad P_{\text {dash }}=.24, \quad P_{\mathrm{esp}}=.36, \quad P_{\mathrm{csp}}=.14 ;
$$

and the entropy is:

$$
\begin{aligned}
H & =.26 \log (.26)-.24 \log (.24)-.36 \log (.36)-.14 \log (.14) \\
& =1.927 \text { bits/Morse symbol }
\end{aligned}
$$

Since there are 1.76 bauds per Morse symbol, on the average, the entropy in bits per channel digit is $\mathrm{H}=1.927 / 1.76=1.09$ bits.
2. First-Order Markov Process on a Symbol Basis The independent symbol model of Morse is actually only of passing interest since even the crudest of Morse models recognizes the fact that in Morse code a mark symbol (dot or dash) must always be followed by a space symbol (esp or csp), and vice versa.

A first-order Markov model has the following approximate transistion matrix and limiting probabilities:
$\operatorname{dot}$
$\operatorname{dash}$
$\operatorname{esp}$
$\operatorname{csp}$$\left[\begin{array}{ccccc}\text { dot } & \text { dash } & \text { esp } & \text { csp } & \text { q(i) } \\ 0 & 0 & .7 & .3 & .26 \\ 0 & 0 & .7 & .3 & .24 \\ .55 & .45 & 0 & 0 & .36 \\ .5 & .5 & 0 & 0 & .14\end{array}\right]$

Using the formulas given above for finding the entropy of a Markov source,

$$
\begin{aligned}
& H(u \mid s=1)=-.7 \log (.7)-.3 \log (.3)=.8813 \\
& H(u \mid s=2)=-.7 \log (.7)-.3 \log (.3)=.8813 \\
& \begin{aligned}
H(u \mid s=3)=.55 \log (.55)-.45 \log (.45)=.9929
\end{aligned} \\
& \begin{aligned}
H(u \mid s=4) & =-.5 \log (.5)-.5 \log (.5)=1.0 \\
H(u) & =(.26)(.8813)+(.24)(.8813)+(.36)(.9929)+(.14)(1.0) \\
& =.938 \text { bits/Morse symbol } \\
& =.533 \mathrm{bits} / \text { channel digit }
\end{aligned}
\end{aligned}
$$

3. Second-Order Markov Process On A Symbol Basis

A second-order Markov process of the Morse Code has the approximate transition Matrix and limiting state probabilities as follows:

|  | - | - $\sim$ | -^ | - | $\wedge$ - | $\sim$. | ^- | ~ | q(i) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | 0 | 0 | 0 | 0 | . 55 | 0 | . 45 | 0 | . 187 |
| $\sim$ | 0 | 0 | 0 | 0 | 0 | . 5 | 0 | . 5 | . 073 |
| -^ | 0 | 0 | 0 | 0 | . 55 | 0 | . 45 | 0 | . 173 |
| $\sim$ | 0 | 0 | 0 | 0 | 0 | . 5 | 0 | . 5 | . 067 |
|  | . 7 | . 3 | 0 | 0 | 0 | 0 | 0 | 0 | . 187 |
| - | . 97 | . 03 | 0 | 0 | 0 | 0 | 0 | 0 | . 073 |
| - | 0 | 0 | . 6 | . 4 | 0 | 0 | 0 | 0 | . 173 |
|  | 0 | 0 | . 97 | . 03 | 0 | 0 | 0 | 0 | . 067 |

Again, using the formulas for the entropy of a Markov source, the entropy of the source for this model is found to be

$$
\begin{aligned}
\mathrm{H} & =.858 \mathrm{bits} / \text { Morse symbol } \\
& =.488 \mathrm{bits} / \text { channel digit }
\end{aligned}
$$

## 4. Independent Letters

The entropy of a source which produces equally likely independent letters from an alphabet of size 36 (26 alphabet letters, 10 numerals) is

$$
\mathrm{H}=-\log (.02776)=5.17 \text { bits/ltr }
$$

The average number of Morse symbols per letter is 7.27, resulting in an average entropy for the Morse symbols:

$$
\begin{aligned}
\mathrm{H}_{\mathrm{avg}}=5.17 / 7.27 & =.711 \mathrm{bits} / \text { Morse symbol } \\
& =.404 \mathrm{bits} / \text { channel digit }
\end{aligned}
$$



## 5. English Text [5]

For a model of an English text source, producing equally independent letters, the entropy is 4.76 bits/letter. Using the proper relative frequencies for the occurrence of each letter, the entropy is reduced to 4.03. A firstorder model of English has entropy 3.32, and a second order model reduces the entropy to 3.1 . A model which produces equally likely words of text has an entropy of 2.14. Thus if a decoder which properly uses context, linguistics, and message structure can be designed, then the entropy of the Morse symbol for English text can be as low as 2.14/7.27

$$
\begin{aligned}
& =.294 \text { bits/symbol } \\
& =.167 \text { bits/channel digit }
\end{aligned}
$$

In summary, then, it can be seen that there is considerable merit in using for design purposes a model of the encoded source based on independent or Markov letters, rather than a model based on a probabilistic description of a sequence of Morse symbols. (The various entropies are tabulated in Table III.) Given an optimal demodulator, a decoder which fully exploits the letter structure of the encoded source, then, can be expected to perform as well as the human operator for a source of independent letters. As discussed previously, however, any Morse message of significant interest does not consist of independent letters, and the human operator easily exploits the decrease in

## TABLE III

```
ENTROPY OF MORSE CODE SYMBOLS
    AND CHANNEL BITS
```

MODEL

INDEP SYMBOLS
FIRST-ORDER
MARKOV SYMBOLS
SECOND-ORDER
MARKOV SYMBOLS
INDEP SOURCE . 711
LTRS
ENGLISH TEXT . 655
EQUI-PROB LTRS
ENGLISH TEXT
FIRST-ORDER
MARKOV LTRS
source entropy by knowing the context, linguistics, semantics, and format of the message. Conversely, any decoder which does not exploit this decrease in source entropy can never match the capability of the human operator, although it may perform well enough in some cases to be of value.
B. IDEALIZED HKM CHANNEL MODEL

Since the objective here is to obtain lower bounds on error rate, and not an estimate of actual performance, it is appropriate to consider an idealization of the HKM process, the detection process, and optimum demodulation in the presence of white gaussian noise. As such, the output of the detector would be input to a matched filter whose integration time is equal to the element duration of the Morse code being received. Exact knowledge of the baud length is assumed in order that the matched filter can remain in synchronism with the incoming signal. Obviously no decoder for HKM can ever have such information with certainty, thus this idealization represents the best possible demodulator which can never be achieved in practice. Secondly, the error crossover probabilities (dot vs. dash; element-space vs. character space) are idealized to be discrete probabilities rather than considering duration densities for these symbols; the word-space is included as a source letter and the pause symbol is ignored for this analysis. Under these simplifying assumptions, the channel can be modeled as a discrete symmetric channel, as shown in Figure 3.


Figure 3. Idealized HKM Channel Model

In this model, the crossover probability $\delta$ is related to the Morse symbol crossover probability by defining $\delta$ to be the probability which yields the same average letter error rate as the symbol crossover probability on the basis of an average encoded letter. Since the average letter of Morse code consists of 7 symbols and 12 channel bits, $\delta$ is defined by the relationship

$$
\bar{E}_{s} \triangleq(1-\delta)^{12}=\left(1-P_{e s}\right)^{7}
$$

where $\bar{E}_{S}$ is the average sending letter error rate and $P_{\text {es }}$ is the corresponding symbol error crossover probability. It will be convenient to make the following definitions on the keying quality of a HKM signal:

$$
\begin{aligned}
& \text { GOOD: } \bar{E}_{S}=.01 \quad\left(P_{e s}=.00143, \delta=.000837\right) \\
& \text { FAIR: } \bar{E}_{S}=.1 \quad\left(P_{e s}=.0149, \delta=.00874\right) \\
& \text { POOR: } \bar{E}_{S}=.25 \quad\left(P_{e s}=.0403, \delta=.0237\right)
\end{aligned}
$$

that is, a good sending operator sends the Morse symbols such that the resulting code stream consists of encoded letters in which $1 \%$ contain at least one incorrect Morse symbol; a fair operator sends with a $10 \%$ error rate; and a poor operator sends with a $25 \%$ error rate.

The crossover probability $\varepsilon$ is just $l-P_{d}$, where $P_{d}$ is the probability that the matched-filter demodulator announces the correct mark/space decision. This probability is obtained as a function of SNR by computing $E_{b} / N_{o}$, where $\mathrm{E}_{\mathrm{b}}=$ signal energy during an element duration and $\mathrm{N}_{\mathrm{o}}=$ onesided noise spectral density. The error probability $\varepsilon$ is then obtained from the performance curve for the probability of error using either coherent or envelope detection, as appropriate, followed by a matched filter [6].

The channel shown in Figure 3 may be converted to the equivalent binary symmetric channel shown in Figure 4 by


Figure 4. Equivalent HKM BSC
defining the equivalent crossover probability, $\varepsilon_{e q}$ :

$$
\varepsilon_{\mathrm{eq}} \triangleq \mathrm{p}(1 / 0) \equiv \mathrm{p}(0 / 1)=\varepsilon+\delta-2 \delta \varepsilon
$$

$$
\text { Clearly if } \delta=0 \text { (perfect keying), then } \varepsilon_{\mathrm{eq}}=\varepsilon, \text { and if }
$$

Since this channel is symmetric, capacity is achieved by assigning equiprobable input binary symbols, and is given by

$$
C=1+\varepsilon_{e q} \log \varepsilon_{e q}+\left(1-\varepsilon_{e q}\right) \log \left(1-\varepsilon_{\mathrm{eq}}\right)
$$

Table IV gives the channel capacity as a function of signal speed and SNR for the KAM signal using envelope detection.
C. CALCULATION OF LOWER BOUNDS FOR LETTER-ERROR PROBABILITY

A lower bound average letter error rate is easily obtained by using the Straight-line Bound for a binary symmetric channel [4, p. 163]. To use this bound, it is necessary to know the number of codewords in the code, and the length

HKM Channel Capacity as Function of Speed and SNR
Speed
(wpm)
SNR
$(\mathrm{dB})$
$(100 \mathrm{~Hz})$
E/No
(dB)
(100Hz)
$1-P_{d}$
(Envelope Det)
C

| 12 | 15.8 |
| ---: | ---: |
| 9 | 12.8 |
| 6 | 9.8 |
| 3 | 6.8 |
| 0 | 3.8 |

18
$9 \quad 15$
$6 \quad 12$
$\begin{array}{ll}3 & 9 \\ 0 & 6\end{array}$
20

| 12 | 19.8 |
| ---: | ---: |
| 9 | 16.8 |
| 6 | 13.8 |
| 3 | 10.8 |
| 0 | 7.7 |

19.8
16.8
13.8
10.8
7.7

30

| 12 | 18 |
| ---: | ---: |
| 9 | 15 |
| 6 | 12 |
| 3 | 9 |
| 0 | 6 |


$\sim 1.0$
. 975
.821
. 500
. 222

$$
<10^{-5}
$$

~1. 0
$1.3 \times 10^{-4}$
. 998
$6 \times 10^{-3}$
. 947
$4.5 \times 10^{-2}$
.735
$1.3 \times 10^{-1}$
$2 \times 10^{-5}$
$2.5 \times 10^{-3}$
$2.7 \times 10^{-2}$
$1.1 \times 10^{-1}$
$2.3 \times 10^{-1}$
-

| $<10^{-5}$ | $\sim 1.0$ |
| ---: | ---: |
| $<10^{-5}$ | $\sim 1.0$ |
| $7 \times 10^{-4}$ | .992 |
| $1.6 \times 10^{-2}$ | .882 |
| $8 \times 10^{-2}$ | .598 |

(in binary digits) of the codewords. Additionally this bound only applies to stationary block codes, requiring construction of an equivalent stationary block code for Morse, which in reality is a code which produces variable length word sequences. Given an equivalent block code the appropriate relationship for the probability of codeword error, $P_{e}$, is given by:

$$
\begin{aligned}
& P_{e}>\left[\binom{N}{k}-\frac{1}{M} \sum_{m=1}^{M} A_{k, m}\right] \varepsilon_{e q}^{k}\left(1-\varepsilon_{e q}\right)^{N-k} \\
&+\sum_{n=k+1}^{N}\binom{N}{n} \varepsilon_{e q}^{n}\left(1-\varepsilon_{e q}\right)^{N-n}
\end{aligned}
$$

where

$$
\begin{aligned}
& N=\text { codeword length } \\
& M=\text { no. of codewords } \\
& A_{n, m}= \begin{cases}\binom{N}{n} ; & 0 \leq n \leq k-1 \\
0 ; & k+1 \leq n \leq N\end{cases}
\end{aligned}
$$

and $k$ is chosen so that

$$
M \sum_{n=0}^{k-1}\binom{N}{n}+\sum_{m=1}^{M} A_{k, m}=2^{N} ; \quad 0<\sum_{m=1}^{M} A_{k, m} \leq M\binom{N}{k} .
$$

This result for $P_{e}$ is for a block code with $M$ codewords, each of length $N$ bits transmitted over a BSC with error probability $\varepsilon_{e q}$. The problem then is to construct a block code which is equivalent, in some sense, to the variable-length-codeword Morse code, then to determine the number of codewords and the length of the codewords for this equivalent code. Clearly the complexity of this equivalent block code will depend on how one chooses to model the human Morseencoding process for the design of the decoder, i.e., encoding
symbol-by-symbol; symbol pairs, triplets, etc., letter-byletter, letter pairs, 3-letter words, 5-letter words, etc. Additionally the codewords must be chosen so that the resulting encoded sequences are stationary in order to state that the statistical expectation represented by $\mathrm{P}_{\mathrm{e}}$ is the same as the expected letter error rate (expectation over time). This stationarity can be ensured by requiring the encoded sequence to begin at a random point within a source letter [7]. Such a requirement is equivalent to stating that the decoder is not synchronized with the encoder on a letter basis; that is, the decoder has no a-priori knowledge of the beginning and ending of a letter of the variable-length word sequence produced by the Morse code. Consider first the construction of an equivalent block code for Morse which is assumed to be encoded as a symbol pair. Table V shows the variable-length Morse codewords for this code. An equivalent set of equal length block codewords, on the basis of equal average codeword length, is shown in Table VI. It is to be noted that some codewords cannot follow other codewords in an encoded sequence. For example, the sequence 101011 cannot be followed by any codeword except those beginning with 10 since the sequence 11 and the sequence 1111 are not allowable Morse sequences.

In principle, the same procedure can be followed to obtain the set of codewords for any desired codeword length.

## TABLE V

| Variable-Length Codewords For Symbol Pairs |  |
| :---: | :---: |
| Morse Symbol | Channel Code |
| -^ | 10 |
| -^ | 1110 |
| •~ | 1000 |
| -~ | 111000 |
| ^. | 01 |
| ^- | 0111 |
| $\sim \cdot$ | 0001 |
| $\sim-$ | 000111 |

Average No. of Channel Bits Per Morse Codeword: 4

TABLE VI
Equivalent Four-Bit Channel Mode For Symbol Pairs

| 0000 | 1000 |
| :--- | :--- |
| 0001 | 1010 |
| 0010 | 1011 |
| 0011 | 1100 |
| 0100 | 1101 |
| 0101 | 1110 |
| 0111 |  |

No. of Codewords: 13

For sequence lengths greater than about 12 , however, the sheer number of possibilities makes this procedure intractable. For obtaining codeword sets for an encoder which encodes combinations of more than one source letter at a
time, then, another procedure is used. Although this procedure does not obtain all the codewords in the equivalent block code set, it obtains almost all of them and thus represents a lower bound on the actual number of codewords.

The average Morse code sequence is 7.27 symbols in length. For a Morse code, however, the sequence length in Morse symbols must be an even number (it must begin with a mark and end with a character space). By choosing an average of 8 symbols/character for the equivalent block code, and by requiring that the 8 th symbol be a characterspace, then, it can be seen that it is impossible to produce a sequence of a Morse symbols which does not represent some character. It is also obvious that not all characters are represented by this code. Now, of the four symbols, only two are allowed in any one position of the sequence (since space follows mark invariably and vice versa) thus the possible number of synchronous Morse sequences on this basis is $2^{7}=128$, and the minimum length of the codewords in binary digits is $8 \times 1.76 \xlongequal{\cong} 14$. To obtain the full set of nonsynchronous codewords, each codeword is shifted one bit at a time and a one or zero appended, if allowable, until no new codewords are produced. To illustrate, consider the synchronous codeword 10111011101000. By right shifting and appending a zero and one respectively, the two additional codewords 01011101110100 and 11011101110100 are obtained. On the next shift, note that the sequence 0110 is not legal,
so only three additional codewords are obtained: l010..., 0010..., and lll0.... In general, those codewords beginning with a dot (10) produce eleven additional codewords, and the codewords beginning with a dash (lll0) produce eight additional codewords. If $M_{S}=$ number of synchronous codewords, then $M_{s} / 2=$ no. of codewords beginning with a dot (dash), so the total number of nonsynchronous codewords is given by

$$
M=19 M_{S} / 2+M_{S}=10.5 \mathrm{M}_{S}
$$

Table VII gives the number of binary codewords (M) and the codeword length (N) for the encoding procedure of interest. For $N \leq 12, M$ and $N$ are exact, as computed by the first procedure discussed above. For $N>12, M$ and $N$ are lower bounds obtained by the second procedure. Using these values of $M$ and $N$, the lower bound on $P_{e}$ as a function of $\varepsilon_{e q}$ is obtained. This value for $P_{e}$ is the error rate over a code of $M$ codewords, and for the case of single character encoding, is the same as the average letter error rate. For other cases of source alphabet models, however, $P_{e}$ does not represent the letter error rate, since letters consist of more or fewer than one codeword depending on the length of the codeworaं. To determine the letter error rate, $\bar{E}_{\ell}$ " consider the following arguments.

Equivalent Block Codeword Set Size And Length For Morse Code

| Encoder | M | N |
| :--- | ---: | ---: |
| Symbol Pair | 13 | 4 |
| 3-symbol | 33 | 6 |
| Single letters (exact) | 395 | 12 |
| Single letters (bound) | 1,344 | 14 |
| Double Letters | 139,264 | 28 |
| 3-letter words | $22,020,096$ | 42 |

Case l: Letters consisting of two or more codewords. For this case, the distribution of codeword error events per letter is binomial with parameter $P_{e}$. Let $m$ be the number of codewords per letter. Then the probability of exactly $k$ error events per letter is given by $\binom{m}{k} P_{e}{ }^{k}\left(1-P_{e}\right)^{m-k}$, and the probability of at least one error event per letter (i.e. the probability of a letter error) is given by $\bar{E}_{\ell}=1-\left(1-P_{e}\right)^{m}$.

Case 2: Codewords consisting of $n$ letters.
In this case, $\bar{E}_{\ell}$ is lower bounded by assuming that a codeword error event causes a single letter error within the codeword; then $\bar{E}_{\ell}=P_{e} / n$.

Figures 5-7 show plots of the lower bound on average letter error rate, $\bar{E}_{\ell}$, as a function of $\operatorname{SNR}$ and keying quality for several levels of assumption about the Morse encoding process.


FIGURE 5. Lower Bounds on Letter Error Rate for
Morse Code - KAM Signal, Coherent Detection


FIGURE 6. Lower Bounds on Letter Error Rate for Morse Code - KAM Signal, Envelope Detection

(2)- FAIR KEYING (SENDING ERROR RATE $=10 \%$ )
(3)- POOR KEYINIG SENDING ERROR RAIE $=25 \%$ )
. 1


FIGURE 7. Lower Bounds on Letter Error Rate for Hand-Keyed Morse, Envelope Detection, Random Letter Source
IV. A GENERAL MODEL FOR THE HKM SIGNAL PROCESS

In this section, a general model structure which accounts for message context, sender operator errors, variation in date rate, and variability of element duration is constructed. Further it is shown that various special cases of this model result in processes for which optimum estimation algorithms and decoders have been treated in the literature, some from the point of view of optimal estimation theory and others from an information theoretic viewpoint.

Fundamentally the model that is constructed is a sliding block coder (SBC) with infinite memory. However, instead of encoding the letters of the text into the Morse symbols either noiselessly or with a fidelity criterion, the encoding process is considered as a probabilistic mapping of the output of the SBC. The complexity of the SBC is determined by the degree to which the Morse message is desired to be modeled, from the simplest case of independent symbols to a highly complex syntatic and semantic model. While specific complex models of a Morse message are not developed in this investigation, the structure for implementation of such models is provided by the general model. Thus the structure proposed represents a unified approach to modeling the Morse message from the simplest case to the most complex.
A. BASEBAND HKM SIGNAL PROCESS

The desired representation of the discrete-time baseband HKM process is a sequence of 1 's and 0 's whose pattern of occurrence closely resembles that of a human operator sending a Morse text. By considering intuitively how a sending operator may encode the letters of the text, the random variables which influence the human encoding procedure can be recognized. Figure 8 is useful for visualizing this process.


Figure 8. Morse Encoding Process

At some time $k$, one or more letters of the text, $\ell_{k}$, are encoded into a sequence of code words $\underline{a}_{k}$, consisting of the Morse symbols. The human operator, however, does not always send the proper Morse sequence for a given sequence of letters; typical mistakes are insertions and deletions of one or more symbols (particularly dots), and substitutions of one symbol for another (particularly word-spaces for
character-spaces, and character-spaces for element-spaces). Additionally the speed at which he is sending may vary over a period of time, depending on his alertness, proficiency, fatigue and the importance of the traffic being sent.

The key converts these symbols into the 0,1 logic levels of duration consistent with the particular Morse symbol being sent. The length of time that the key is in a or 1 state, however, while determined principally by the Morse symbol being sent, is a random variable since the human operator cannot always produce repeatable, precise durations. The variability of the durations for each symbol, again, is dependent on the operator's proficiency, alertness, and individual sending habits. Consideration of these random influences leads to the model which is now developed.

## Let

$$
x_{k} \varepsilon\left\{K_{i} ; i=1,2\right\}, \quad \text { the set of keystates; }
$$

$a_{k} \varepsilon\left\{A_{i} ; i=1,2, \ldots 6\right\}$, the set of code symbols;

$$
l_{k} \varepsilon\left\{L_{i} ; i=1,2, \ldots N\right\} \text {, the set of source letters. }
$$

Further, define the following finite state memory functions:
(1) $\beta_{k}=f_{\beta}\left(x_{k}, \beta_{k-1}\right)$,
the memory associated with keying;
(2) $\alpha_{k}=f_{\alpha}\left(a_{k}, \alpha_{k-1}\right)$,
the memory associated with encoding;
(3) $\lambda_{k}=f_{\lambda}\left(\ell_{k}, \lambda_{k-1}\right)$,
the memory associated with the source,
where

$$
\begin{aligned}
& \beta_{k} \varepsilon\left\{B_{i} ; i=1,2, \ldots\right\}, \text { the set of key memory states; } \\
& \alpha_{k} \varepsilon\left\{A_{i} ; i=1,2, \ldots\right\}, \text { the set of encoder memory states; } \\
& \lambda_{k} \varepsilon\left\{M_{i} ; i=1,2, \ldots\right\}, \begin{array}{l}
\text { the set of source (message) } \\
\text { states. }
\end{array}
\end{aligned}
$$

Then the state of the process at time $k$ is specified by the vector:

$$
\left[\begin{array}{l}
\underline{s}_{k} \\
\underline{\sigma}_{k}
\end{array}\right] \triangleq\left[x_{k}, a_{k}, l_{k}, \beta_{k}, \alpha_{k}, \lambda_{k}\right]^{T},
$$

where

$$
\underline{s}_{k} \triangleq\left[x_{k}, a_{k}, l_{k}\right]^{T}, \quad \underline{\sigma}_{k} \triangleq\left[\beta_{k}, \alpha_{k}, \lambda_{k}\right]^{T} .
$$

For example, if $f_{\beta}$ counts the number of samples since the last keystate transition, $f_{\alpha}$ counts the number of symbols
sent since the last letter transition and $f_{\lambda}$ records the previous letter, then a specification of the state vector gives the current key state, code symbol, and letter being sent, along with the amount of time the key has been in its current state, which symbol of the Morse code sequence for the letter is being sent, and the previous letter.

To introduce the randomness associated with sending errors and variation in data rate, let a random control vector be defined which selects the Morse code sequence for the letter being transmitted, controls the instantaneous data rate, and the average speed of sending:

$$
\underline{u}_{k} \varepsilon\left\{\underline{U}_{i} ; i=1,2, \ldots M\right\} \text {, the set of control vectors. }
$$

The complete state vector is now given by

$$
\left[\begin{array}{l}
\underline{s}_{k} \\
\underline{u}_{k} \\
\underline{\sigma}_{k}
\end{array}\right]=\left[\begin{array}{lllllll}
x_{k} & a_{k} & l_{k} & \underline{u}_{k}
\end{array} \beta_{k} \alpha_{k} \quad \lambda_{k}\right]^{T}
$$

The probabilistic evolution of the states of the process will be fully specified when the following transition probabilities are determined:

$$
\operatorname{Pr}\left[\underline{s}_{k}=s_{i}, \underline{u}_{k}=\underline{U}_{j}, \underline{\sigma}_{k}=\underline{\Sigma}_{m} \mid \underline{s}_{k-1}=\underline{s}_{n}, \underline{u}_{k-1}=U_{p}, \underline{\sigma}_{k-1}=\underline{\underline{\sigma}}_{q}\right]
$$


where

$$
\left\{S_{i} ; i=1,2, \ldots R\right\} \quad \text { is the set of all state values, }
$$

and

$$
\left\{\Sigma_{i} ; i=1,2, \ldots Q\right\} \quad \text { is the set of all memory states. }
$$

This state transition probability matrix is now derived in terms of the components of the vector $\underline{s}_{k}$.

Let the evolution of the keystate, which is dependent only on its present and past inputs and its past outputs be described by the transition probabilities:
(4) $p\left(x_{k} \mid a_{k} \alpha_{k-1} \beta_{k-1}\right) \triangleq \operatorname{Pr}\left[x_{k}=K_{i} \mid a_{k}=A_{j}, a_{k-1}=A_{m}, \beta_{k-1}=B_{k}\right]$

Similarly the evolution of the encoded letters $a_{k}$ from the decoder is dependent on the present and past inputs to the encoder and on its past outputs, but it is also dependent on the history of the keystate, since the code symbol being keyed cannot be changed until the current symbol has completed keying. The transition probabilities describing the encoder function then are given by:

$$
\begin{align*}
& p\left(a_{k} \mid u_{k} \ell_{k} \lambda_{k-1} \alpha_{k-1} \beta_{k-1}\right) \triangleq \operatorname{Pr}\left[a_{k}=A_{i} \mid u_{k}=U_{j} \prime\right.  \tag{5}\\
& \left.\ell_{k}=L_{m}, \lambda_{k-1}=M_{n}, \alpha_{k-1}=A_{p^{\prime}}, \beta_{k-1}=B_{q}\right] .
\end{align*}
$$

$\qquad$
$+=$






The evolution of letters from the source is dependent on the history of the message text, but it is also dependent on the history of the encoding process, since the letter being encoded cannot be changed until the current letter has completed the encoding procedure. The transition probabilities for the source then are:

$$
\begin{equation*}
p\left(\ell_{k} \mid \lambda_{k-1} \alpha_{k-1}\right) \triangleq \operatorname{Pr}\left[\ell_{k}=L_{i} \mid \lambda_{k-1}=M_{j}, \alpha_{k-1}=A_{m}\right] \tag{6}
\end{equation*}
$$

The control vector $u_{k}$ is modeled as a conditional Markov chain, conditioned on $\alpha_{k-1}, \beta_{k-1}, \lambda_{k-1}$, accounting for the dependence of operator sending peculiarities and data rate on message context, message duration, traffic type, etc.

The transition probabilities for this model are:

$$
\begin{align*}
& p\left(\underline{u}_{k} \mid \underline{u}_{k-1} \alpha_{k-1} \beta_{k-1} \lambda_{k-1}\right) \triangleq \operatorname{Pr}\left[\underline{u}_{k}=\underline{U}_{i} \mid \underline{u}_{k-1}=\underline{U}_{j} \prime\right.  \tag{7}\\
& \alpha_{k-1}\left.=A_{m^{\prime}} \beta_{k-1}=B_{n}, \lambda_{k-1}=M_{p}\right]
\end{align*}
$$

In terms of the abbreviated notation defined by expressions
(4) through (7) above, the state transition matrix is given in terms of the components of the state vector $s_{k}$ by:

$$
\begin{aligned}
p\left(\underline{s}_{k} \underline{u}_{k} \underline{\sigma}_{k} \mid \underline{s}_{k-1} \underline{u}_{k-1} \underline{\sigma}_{k-1}\right) \equiv & p\left(x_{k} \beta_{k} a_{k} \alpha_{k} l_{k} \lambda_{k} \underline{u}_{k} \mid\right. \\
& \left.x_{k-1} \beta_{k-1} \alpha_{k-1} \ell_{k-1} \lambda_{k-1} \underline{u}_{k-1}\right)
\end{aligned}
$$



Invoking the independence of appropriate variables argued in writing expressions (4) - (7), this expression reduces by the chain rule to:
(8) $\mathrm{p}\left(\underline{\mathrm{s}}_{\mathrm{k}} \underline{\mathrm{u}}_{\mathrm{k}} \underline{\sigma}_{\mathrm{k}} \mid \underline{\sigma}_{\mathrm{k}-1} \underline{\mathrm{u}}_{\mathrm{k}-1}\right)=\mathrm{p}\left(\mathrm{x}_{\mathrm{k}} \mid \mathrm{a}_{\mathrm{k}} \beta_{\mathrm{k}-1} \alpha_{\mathrm{k}-1}\right) \cdot \mathrm{p}\left(\beta_{\mathrm{k}} \mid \mathrm{x}_{\mathrm{k}} \beta_{\mathrm{k}-1}\right)$

- $p\left(a_{k} \mid \ell_{k} \underline{u}_{k} \alpha_{k-1} \lambda_{k-1} \beta_{k-1}\right) \cdot p\left(\alpha_{k} \mid a_{k} \alpha_{k-1}\right)$
- $p\left(\ell_{k} \mid \lambda_{k-1} \alpha_{k-1}\right) \cdot p\left(\lambda_{k} \mid \ell_{k} \lambda_{k-1}\right)$
- $p\left(\underline{u}_{k} \mid \underline{u}_{k-1} \alpha_{k-1} \beta_{k-1} \lambda_{k-1}\right)$.

Now the expressions for the transition probabilities of $\beta_{k^{\prime}} \alpha_{k}, \lambda_{k}$ are given by the following due to definitions (1) - (3):

$$
\begin{aligned}
& p\left(\beta_{k} \mid x_{k} \beta_{k-1}\right)= \begin{cases}1, & \text { if } B_{i}=f_{\beta}\left(K_{j}, B_{n}\right) \\
0, & \text { otherwise }\end{cases} \\
& p\left(\alpha_{k} \mid a_{k} \alpha_{k-1}\right)= \begin{cases}1, & \text { if } A_{i}=f_{\alpha}\left(A_{j}, A_{n}\right) \\
0, & \text { otherwise }\end{cases} \\
& p\left(\lambda_{k} \mid l_{k} \lambda_{k-1}\right)= \begin{cases}1, & \text { if } M_{i}=f_{\lambda}\left(L_{j}, M_{n}\right) \\
0, & \text { otherwise }\end{cases}
\end{aligned}
$$

Thus the transition probability (8) is zero for unallowable transitions, where the set of allowable transitions is given by (1) - (3). The expressions for the state transition probabilities (8), then, may be written as
(9a)

$$
\begin{aligned}
& p\left(\underline{s}_{k} \underline{u}_{k} \mid \underline{u}_{k-1} \underline{\sigma}_{k-1}\right)= \\
& p\left(x_{k} \mid a_{k} \beta_{k-1} \alpha_{k-1}\right) \cdot p\left(a_{k} \mid l_{k} \underline{u}_{k} \alpha_{k-1} \lambda_{k-1} \beta_{k-1}\right)
\end{aligned}
$$

$$
\cdot p\left(\ell_{k} \mid \lambda_{k-1} \beta_{k-1}\right) \cdot p\left(\underline{u}_{k} \mid \underline{u}_{k-1} \alpha_{k-1} \beta_{k-1} \lambda_{k-1}\right)
$$

where the set of allowable transitions is given by
(9b) $\underline{f}_{\underline{\sigma}}\left(\underline{s}_{k}, \underline{\sigma}_{k-1}\right) \triangleq\left[f_{\beta}\left(x_{k}, \beta_{k-1}\right) f_{\alpha}\left(a_{k}, \alpha_{k-1}\right) f_{\lambda}\left(l_{k}, \lambda_{k-1}\right)\right]^{T}$. Expression (9), then is the desired description of the probabilistic evolution of the state of the HKM process, given in terms of the source (message) statistics, Morse encoding procedure, keying characteristics and data rate statistics.

This model for the HKM process accounts for many effects which go into the generation of the key output logic levels. The extent to which the model accurately represents a Morse code stream is determined by the complexity of the memory functions $f_{\lambda}, f_{\alpha}, f_{\beta}$ and by the proper assignment of the conditional transition probabilities.
1.


For example, if the $f_{\lambda}$ function is sufficiently complex and clever, the entire past context of a message may be accounted for in assignment of the letter transition probabilities. In the simplest case, the assumption is made that $f_{\lambda} \equiv 0$, and uniform probabilities are assigned to the letter transitions. The next level of complexity is to assume that $f_{\lambda}=\ell_{k-1}$, allowing a Markov model for the letter transition probabilities. Considerably more complex is a model which recognizes that certain sequences of letters are always followed by a known sequence in certain formatted messages. The most sophisticated model for this function is one which models the structure of the Morse code message as a natural language, requiring construction of syntatic and grammar-like rules which are used to parse the message into meaningful sequences of letters and words. Such a model would obviously require a highly complex $f_{\lambda}$.

At the next level, that of encoding the letters into the mark/space durations consistent with the dot/dash/space Morse sequence for the letter, any level of sophistication and cleverness for the $f_{\alpha}$ function may be used, together with the model for the vector control variable u. It is at this point that operator inconsistencies such as deletion, substitution and insertion of Morse elements can be accounted for. Additionally, by proper construction of the $f_{\alpha}$ function, one may also account for variations in weight (average dot/elem-space ratio), sending speed, and known conditional
relationships between the ratios of current to predecessor element durations. In the simplest case, the assumption is made that the operator always encodes perfectly and that his element durations are consistent. This simple case would apply to machine-sent Morse code and corresponds to the situation where $\underline{u}=$ constant, and $f_{\alpha}=a_{k-1}$.

At the key, the durations $a_{k}$ are converted into the 0,1 logic levels of duration roughly equal to that produced by the encoder. The human, however, cannot always produce these durations consistently; thus, the time duration in a particular state will be random, with mean value roughly equal to the durations produced by the encoding process, and with a variance inversely proportional to his proficiency and concentration. There are, for example, certain conditional relationships which have been found to be true for almost every operator; in particular, inter-element dots are more consistently produced than beginning or ending dots.

At this point, also, the effect of the type of key used by the operator may be accounted for. Hand-keys, mechanical bugs, and electronic bugs all produce different duration statistics for the same operator with the same message.

The purpose of this research is not to derive sophisticated models for the f-functions, but to derive a result which shows in general, whatever model is used, how the concepts of context, message formatting, operator encoding anomalies, and operator "fist" modeling may be included in a unified framework to produce at the receiver an optimal再

|  |  |
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estimate of the transmitted text. The extent to which the output translated text is an accurate reproduction of the transmitted message is clearly a function of the sophistication and accuracy of the model used.

The results of this development of the model are summarized in the following simple theorem.

## Theorem

Let $S_{k}$ be an $n$-dimensional discrete-valued random vector with finite state-space: $\left\{S_{i} ; i=1,2, \ldots N\right\}$.
Let $u_{k}$ be an m-dimensional discrete-valued random vector with finite state-space: $\left\{U_{i} ; i=1,2, \ldots M\right\}$.
Let $\Sigma_{k}$ be an r-dimensional discrete-valued random vector with finite state-space: $\left\{\Lambda_{i} ; i=1,2, \ldots R\right\}$.

Define the function $f_{\sigma}: S_{k} \times \Sigma_{k} \rightarrow \Sigma_{k}$ such that $\sigma_{k}=f_{\sigma}\left(s_{k}, \sigma_{k-1}\right)$, where $s_{k}, \sigma_{k}$ are realizations of the random processes $S_{k}, \Sigma_{k}$, respectively.

Let the probabilistic evolution of the $u_{k}$ process be described by the following conditional Markov process:

$$
p\left(u_{k} \mid u_{k-1} \sigma_{k-1}\right) \triangleq \operatorname{Pr}\left[u_{k}=U_{j} \mid u_{k-1}=U_{m}, \sigma_{k-1}=\Lambda_{\ell}\right]
$$

all j, m, l.

Let the probabilistic evolution of the $S_{k}$-process be described by the following conditional probabilistic mapping of the $U_{k}$-Markov process:

$$
\begin{array}{r}
p\left(s_{k} \mid u_{k} u_{k-1} \sigma_{k-1}\right) \triangleq \operatorname{Pr}\left[s_{k}=s_{i} \mid u_{k}=U_{j}, u_{k-1}=U_{\ell} \prime\right. \\
\left.\sigma_{k-1}=\Lambda_{n}\right], \text { all i, j, l, } n .
\end{array}
$$

Then, the output state $s_{k}$ of the HKM process described by equation (9) results from a probabilistic mapping of the Markov control vector $u_{k}$, conditioned on the entire past history of the output state.

## Proof:

First, it is clear that the function $\mathrm{f}_{\sigma}$ records the past history of the output state $s_{k}$, since

$$
\begin{aligned}
\sigma_{k} & =f_{\sigma}\left(s_{k}, \sigma_{k-1}\right) \equiv f_{\sigma}\left(s_{k}, f_{\sigma}\left(s_{k-1}, \sigma_{k-2}\right)\right) \\
& \equiv f_{\sigma}\left(s_{k}, f_{\sigma}\left(s_{k-1}, f_{\sigma}\left(s_{k-2}, \ldots f_{\sigma}\left(s_{1}, \sigma_{0}\right)\right) \ldots\right)\right.
\end{aligned}
$$

Second, expression (9a) reduces by the chain rule to:

$$
P\left(s_{k} u_{k} \mid u_{k-1} \sigma_{k-1}\right)=p\left(s_{k} \mid u_{k} u_{k-1} \sigma_{k-1}\right) \cdot p\left(u_{k} \mid u_{k-1} \sigma_{k-1}\right)
$$

Corresponding the terms on the right-hand side with the $S_{k}$, $u_{k}$ processes described above, and expression (9b) with the $f_{\sigma}$ function, the theorem is proved.

Corollary

Let the function $f_{\sigma}$ be invertible in the sense that $s_{k}=f_{\sigma s}^{-1}\left(\sigma_{k}, \sigma_{k-1}\right)$ is uniquely defined.

Then the output state $\sigma_{k}$ of the HKM process is a sliding block encoding of the sequence $s_{0}, s_{1}, s_{2} \ldots s_{k}$, where the evolution of the $S_{k}$ process is described by the conditional mapping:

$$
p\left(s_{k} \mid u_{k-1} \sigma_{k-1}\right) \triangleq \operatorname{Pr}\left[s_{k}=s_{i} \mid u_{k-1}=U_{j}, \sigma_{k-1}=\Lambda_{m}\right]
$$

and the $u_{k}$ process is described by:

$$
\begin{aligned}
p\left(u_{k} \mid u_{k-1} \sigma_{k-1} \sigma_{k}\right) \triangleq \operatorname{Pr}\left[u_{k}\right. & =U_{i} \mid u_{k=1}=U_{j}, \sigma_{k-1}=\Lambda_{m} \\
\sigma_{k} & \left.=\Lambda_{n}\right]
\end{aligned}
$$

Proof: From the main theorem, the state $\sigma_{k}$ is describeable as:

$$
\sigma_{k}=f_{\sigma}\left(s_{k}, f_{\sigma}\left(s_{k-1}, f_{\sigma}\left(s_{k-2}, \ldots f_{\sigma}\left(s_{1}, 0\right)\right) \ldots\right)\right.
$$

which can be expressed in terms of a new function $f_{\sigma}^{\prime}$ as

$$
\sigma_{k}=f_{\sigma}^{\prime}\left(s_{k}, s_{k-1}, s_{k-2}, \ldots s_{1}, \sigma_{0}\right)
$$

Now, defining $\sigma_{0} \equiv s_{0}$, which is consistent with (9b) since $\sigma_{-1}$ is arbitrary, then $f_{\sigma}^{\prime}$ represents a sliding block encoding of the sequence $\left\{s_{i}\right\}, i=0,1, \ldots k$.

Now (9a) can be expressed as:

$$
p\left(s_{k} u_{k} \mid u_{k-1} \sigma_{k-1}\right)=p\left(u_{k} \mid u_{k-1} \sigma_{k-1} s_{k}\right) \cdot p\left(s_{k} \mid u_{k-1} \sigma_{k-1}\right)
$$

and by the corollary hypothesis on the invertibility of $f_{\sigma}$,

$$
=p\left(u_{k} \mid u_{k-1} \sigma_{k-1} f_{\sigma s}^{-1}\left(\sigma_{k}, \sigma_{k-1}\right)\right) \cdot p\left(s_{k} \mid u_{k-1} \sigma_{k-1}\right) .
$$

But $u_{k}$ is already conditioned on $\sigma_{k-1}$, so the additional conditioning provided by $s_{k}=f_{\sigma s}{ }^{-1}\left(\sigma_{k}, \sigma_{k-1}\right)$ is exactly that provided by $\sigma_{k}$, thus (9a) is reduced to:

$$
p\left(s_{k} u_{k} \mid u_{k-1} \sigma_{k-1}\right) \equiv p\left(u_{k} \mid u_{k-1} \sigma_{k-1} \sigma_{k}\right) \cdot p\left(s_{k} \mid u_{k-1} \sigma_{k-1}\right),
$$

which are the two processes hypothesized, proving the corollary.

Comments: The theorem and corollary are interesting primarily from a theoretical viewpoint. The main theorem actually does no more than place the intuitively developed model for the $H K M$ process on a solid probabilistic foundation. In Section $V$, where an optimal estimator for the state of the process is derived through Bayesian techniques, the form of the model presented in the main theorem is that which is used. However, after the estimation algorithm has
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been derived, it is shown that the optimal estimator has a trellis structure, which is not surprising in view of the corollary result showing an SBC interpretation. The block diagram shown in Figure 9 is useful for visualizing the evolution of the output state, $s_{k}$.
B. BASEBAND HKM CHANNEL MODEL

Although the channel model for the HKM process described in Section III was useful for obtaining lower bounds an error-rate performance, it is of little use in actually describing the physical processes which affect the reliable transmission of a Morse message. Consider the following simplified model of the communication channel for Morse transmitted at HF. The keyer turns the transmitter on and off according to the HKM source. When keyed, the transmitted $R F$ signal has amplitude $C(t)$ at a carrier frequency $\omega$. The HF propagation channel introduces both additive noise (N(t)) in the form of atmospherics and interference, and multiplicative noise ( $B(t)$ ) in the form of fading and multipath propagation effects. At the receiver, the carrier is removed after being band-pass filtered and gain-controlled. After low-pass filtering and sampling, the baseband signal is given by $z_{k}=x_{k} c_{k} b_{k}+n_{k}$, where $c_{k}$ is the sampled, gain-controlled received signal amplitude; $b_{k}$ is the sampled, gain-controlled, low-pass filtered effective multiplicative noise component; and $n_{k}$ is the low-pass filtered version of the additive noise.

FIGURE 9. Block Diagram of HKM Signal Model
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The sampled version of the amplitude of the transmitted carrier $c_{k}$ is a constant value while $x_{k}=1$. During the period when $\mathrm{x}_{\mathrm{k}}=0$, the amplitude will remain constant at the same value as for $\mathrm{x}_{\mathrm{k}}=1$ for a large percentage of the time. However, it is not uncommon for the operator to go into a pause during which time he readjusts the transmitter power either up or down. These adjustments are usually made between messages, but also can occur during a short pause between letters. Thus the signal carrier amplitude is a random variable with a transition probability density which is conditioned on the memory of the HKM process and the current key state. In the simplest case, the model may be made conditional only on $\mathrm{x}_{\mathrm{k}}$ and $\mathrm{x}_{\mathrm{k}-\mathrm{l}}$, having, as a consequence, the result that the carrier amplitude is allowed to change randomly during every 0-state duration. More realistically, one level of complexity greater allows the transition probability to be conditioned on $\beta_{k-1}$ such that the amplitude can change only when $\beta_{k-1}$ indicates a pause. The effect of transmitter power fluctuations at the output of the receiver is dependent on SNR and on the AGC employed for gain-leveling. For moderate to high received SNR, the effective $c_{k}$ observed at the receiver output stays relatively constant because of AGC action. However, when noise power becomes a significant portion of the total power controling the $A G C$, then $c_{k}$ varies nearly the same as $C_{k}$. Thus an efficient model of transmitter power fluctuations must take
保
into consideration not only the actual power variations of the transmitter, but also the effect of the receiver RF, IF, and AGC sections as well.

Consider now the multiplicative noise term, which has the observable effect of varying signal amplitude. If it arises because of relatively slow fading, then its effect will be cancelled by the combination of AGC and low-pass filtering. If, on the other hand, it is caused by fast fading (perhaps due to multipath), then the AGC cannot respond fast enough to keep the output signal-level constant. On an OOK signal, the effect is the same as if the transmitter power were changed during the carrier off-time.

The term $c_{k} b_{k}$, then, represents an effective transmitter power fluctuation, dependent on both the HKM process and the $H F$ channel, with the result that the marks of the HKM process appear to be transmitted with random amplitude. During the period of a MARK, the effective fluctuations are caused by the slow fading component with intensity and rate determined by the channel, the AGC, and the low-pass filter.

In view of the above consideration, it is appropriate to model the apparent transmitted amplitude $y_{k}$ as a conditional gauss-Markov process, dependent on both the HKM process, and the channel:

$$
\begin{equation*}
y(k)=\gamma F\left(s_{k} \sigma_{k-1}\right) y(k-1)+\Gamma\left(s_{k} \sigma_{k-1}\right) w_{t}(k) \tag{10a}
\end{equation*}
$$


$=$
where $w_{t}(k)$ is a zero-mean gaussian random sequence with unit variance;

$$
\begin{aligned}
& F\left(s_{k} \sigma_{k-l}\right) \text { is a function of the state of the } H K M \text { source; } \\
& \Gamma\left(s_{k} \sigma_{k-l}\right) \text { is a similar function, } \\
& \gamma \text { is a channel-dependent fading parameter. }
\end{aligned}
$$

Now, since the amplitude is observed only during a MARK period, the measurement equation is given by:

$$
\begin{equation*}
z_{k}=x_{k} y_{k}+u_{k^{\prime}} \tag{10b}
\end{equation*}
$$

where $n_{k}$ is the low-pass filtered, gain-controlled channel noise.

Equations (10) represent the described HKM Baseband channel model, which accounts for the effects of fading on an OOK signal and the effect of actual transmitter power fluctuations caused by the sending operator.

Generalizing these intuitive concepts to a vector channel results in the following channel-measurement model. Consider that the output sequence $s_{k}$ of the HKM is observed through the following channel and measurement processes:

$$
\begin{aligned}
& y_{k}=\Phi\left(s_{k} \sigma_{k-1}\right) y_{k-1}+\Gamma\left(s_{k} \sigma_{k-1}\right) w_{k} \\
& z_{k}=H\left(s_{k}\right) y_{k}+n_{k}
\end{aligned}
$$

where


It is to be noted that this observation model, when conditioned on $s_{k}, \sigma_{k-1}$, is linear. Further if the probability densities are gaussian, then the $s_{k} \sigma_{k-1}$ - conditional estimate of $\mathrm{y}_{\mathrm{k}}$, given the sequence $\mathrm{z}_{\mathrm{k}}, \mathrm{k}=1,2, \ldots$, is given by the well-known Kalman filter recursions.

## V. THE ESTIMATION PROBLEM

The estimation problems of interest, based on the HKM source, channel, and measurement models, can be divided into two broad classes. The first results when the HKM transition and mapping probabilities are known a-priori for all $k$; the problem then is to find an optimal (in some sense) estimator for $s_{k}$ and/or $u_{k}$ given noisy observations. It will be shown that the desired estimator is not physically realizable in general because it requires an exponentially expanding memory. In Section VIII, however, practical realizations of a suboptimal estimator are discussed, and it is shown that one can systematically come as close to optimal estimation as desired. The second class of estimation problems results when the HKM model probabilities are known only to the level of an initial probability distribution. The problem here is to estimate $s_{k}$ and/or $u_{k}$ and the transition and mapping probabilities themselves. Only the first class will be treated here.

In this class of estimation problems, the transition and mapping probabilities are specified, and the problem is to estimate the state of the system at time $k$, given the sequence of all past measurements $z^{k} \triangleq\left\{z_{1}, z_{2}, \ldots, z_{k}\right\}$. The state estimate of the system is given by the joint estimate of the output, control, and memory states $\mathrm{s}_{\mathrm{k}} \mathrm{u}_{\mathrm{k}} \sigma_{\mathrm{k}}$. The problem of obtaining an optimal estimate of the state
is approached in the traditional manner; that is, the (posterior) conditional probability distribution $\mathrm{p}\left(\mathrm{s}_{\mathrm{k}} \mathrm{u}_{\mathrm{k}} \sigma_{\mathrm{k}} \mid \mathrm{z}^{\mathrm{k}}\right.$ ) is determined for all k , and a suitable optimality criterion is applied to this distribution to arrive at an optimal estimator.

Using the Bayesian approach to the problem of obtaining the posterior distribution, a recursive form for the estimator is obtained. It will be shown that the resulting structure can be realized by a set of simpler, identical filters, operating on a tree or trellis. In the case of parameter-conditional linear-gaussian observation and measurement models, these "elemental" filters are Kalman filters. In case the observation and/or measurement models are not linear-gaussian, then the body of knowledge on non-linear filtering can be brought to bear on the design of these elemental filters.

## A. ESTIMATOR DERIVATION

In the following it will be necessary to keep track of both the time index, $k$, and the state value indices for the states $s_{k} \varepsilon\left\{S_{i}\right\}, u_{k} \varepsilon\left\{U_{j}\right\}, \sigma_{k} \varepsilon\left\{\Lambda_{\ell}\right\}$. To reduce the notational burden which would result from the explicit notation of probability statements such as
$\operatorname{Pr}\left[s_{k}=S_{i} \mid u_{k}=U_{j}, u_{k-1}=U_{m}, \sigma_{k-1}=\Lambda_{n}\right]$, the following abbreviated notation will be used. The subscript $k$ is the time index, and the superscript is the index of the set of state values. When $k$ is used as a superscript, it refers to the time sequence of values, $0,1,2, \ldots, k ; e . g .$,
$z^{k} \triangleq$ $z_{1} z_{2} \ldots z_{k}$. Additionally the vector notation using an underbar will be dropped, with the understanding that all variables are implicitly vector-valued. In terms of this notation, the HKM signal and observation models are:
(11) Output State Mapping probabilities:

$$
p\left(s_{k}^{i} \mid u_{k}^{j} u_{k-1}^{m} \sigma_{k-1}^{q}\right) \triangleq \operatorname{Pr}\left[s_{k}=s_{i} \mid u_{k}=U_{j}, u_{k-1}=U_{m}, \sigma_{k-1}=\Lambda_{q}\right]
$$

(12) Control State Transition probabilities:

$$
p\left(u_{k}^{j} \mid u_{k-1}^{m} \sigma_{k-1}^{q}\right) \triangleq \operatorname{Pr}\left[u_{k}=U_{j} \mid u_{k-1}=U_{m}, \sigma_{k-1}=\Lambda_{q}\right]
$$

(13) Memory:

$$
\sigma_{k}^{\ell}=f_{\sigma}\left(s_{k}^{i}, \sigma_{k-1}^{q}\right) \triangleq f_{\sigma}\left(S_{i}, \Lambda_{q}\right)
$$

(14) Channel:

$$
y_{k}=\Phi\left(s_{k}^{i} \sigma_{k-1}^{q}\right) Y_{k-1}+\Gamma\left(s_{k}^{i} \sigma_{k-1}^{q}\right) w_{k}
$$

(15) Measurement:

$$
z_{k}=H\left(s_{k}^{i}\right) y_{k}+n_{k} .
$$

The well-known Bayesian procedure (see, for example, Lee [8]) for recursively determining the posterior density
(distribution) is given as follows. At time $k-1$, the mixture density:

$$
p\left(y_{k-1} s_{k-1}^{n} \quad u_{k-1}^{m} \sigma_{k-1}^{q} \mid z^{k-1}\right) \equiv p\left(y_{k-1} \mid s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} ; z^{k-1}\right)
$$

$$
\cdot p\left(s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} \mid z^{k-1}\right)
$$

has been obtained. The density at time $k$, after receipt of a new measurement $z_{k}$, is given by Bayes' rule:

$$
\begin{equation*}
p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k}\right)=\frac{p\left(z_{k} \mid y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} z^{k-1}\right) p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k-1}\right)}{p\left(z_{k} \mid z^{k-1}\right)} \tag{16}
\end{equation*}
$$

where:

$$
\begin{align*}
& p\left(z_{k} \mid z^{k-1}\right)=  \tag{18}\\
& \sum_{i j}^{\sum} \quad \int_{y_{k}} p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k-1}\right) p\left(z_{k} \mid y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} ; z^{k-1}\right) d y_{k}
\end{align*}
$$

$$
\begin{align*}
& p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{l} \mid z^{k-1}\right)=  \tag{17}\\
& \sum_{n m q} \quad \int_{y_{k-1}} p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid y_{k-1} s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} ; z^{k-1}\right) \\
& \text { - } p\left(y_{k-1} s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} \mid z^{k-1}\right) d y_{k-1}
\end{align*}
$$

The desired state posterior probability distribution then is obtained from (16) by integrating over $\mathrm{y}_{\mathrm{k}}$ :

$$
\begin{equation*}
p\left(s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k}\right)=\int_{y_{k}} p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k}\right) d y_{k} . \tag{19}
\end{equation*}
$$

Substituting expression (18) for $p\left(z_{k} \mid z^{k-1}\right)$ into (16), expression (19) becomes:
(20) $\quad p\left(s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k}\right)=$

$$
\int_{y_{k}} p\left(z_{k} \mid y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} z^{k-1}\right) p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k-1}\right) d y_{k}
$$

$\sum_{i j} \int_{y_{k}} p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k-1}\right) p\left(z_{k} \mid y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} z^{k-1}\right) d y_{k}$
and the problem is to obtain a result for the integral over $y_{k}$ in terms of the prior density at time $k-1$, and the model transition probabilities.

The first term in the integrand, $p\left(z_{k} \mid y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} z^{k-l}\right)$, is readily determined from the measurement equation (15) and the density of the noise, $\mathrm{p}_{\mathrm{n}}\left(\mathrm{n}_{\mathrm{k}}\right)$. In the case of $\mathrm{n}_{\mathrm{k}}$ a white sequence, the density is given simply by:

$$
\begin{equation*}
p\left(z_{k} \mid y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} z^{k-l}\right) \equiv p\left(z_{k} \mid y_{k} s_{k}^{i}\right)=p_{n}\left(z_{k}-H\left(s_{k}^{i}\right) y_{k}\right) \tag{21}
\end{equation*}
$$

The second term in the integrand is given by (17) in terms of the prior density and the transition probabilities. Rewriting the mixture densities in (17) in terms of the component conditional density for $\mathrm{y}_{\mathrm{k}}$ and the discrete distributions for $s_{k} u_{k} \sigma_{k}$, expression (17) becomes:
(22) $p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k-1}\right)=$

$$
\begin{align*}
& \sum_{n m q} \int_{k-1}\left\{p\left(y_{k} \mid y_{k-1} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} ; z^{k-1}\right)\right.  \tag{a}\\
& \quad \cdot p\left(s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid y_{k-1} s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} ; z^{k-1}\right)  \tag{b}\\
& \quad \cdot p\left(y_{k-1} \mid s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} ; z^{k-1}\right)  \tag{c}\\
& \left.\quad \cdot p\left(s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} \mid z^{k-1}\right)\right\} d y_{k-1} \tag{d}
\end{align*}
$$

Now since $s_{k} u_{k} \sigma_{k}$ are independent of $y_{k-1}$, the density on line (c) above is not changed by writing:
(e) $p\left(y_{k-1} \mid s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} ; z^{k-1}\right) \equiv p\left(y_{k-1} \mid s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} ; z^{k-1}\right)$.

Also, by virtue of this independence, the expression on line (b) becomes:
(f) $p\left(s_{k}^{i} u_{k}^{j} \sigma_{k}^{l} \mid y_{k-1} s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} ; z^{k-1}\right) \equiv p\left(s_{k}^{i} u_{k}^{j} \sigma_{k}^{l} \mid s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q}\right)$.

Combining (a) \& (e), substituting (f) for (b), and rearranging the terms of (22), the expression becomes:
$p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k-1}\right)=$
$\sum_{n m q}^{\sum} p\left(s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q}\right) p\left(s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} \mid z^{k-1}\right)$

$$
\cdot \int_{y_{k-1}} p\left(y_{k} y_{k-1} \mid s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} ; z^{k-1}\right) d y_{k-1}
$$

Carrying out the integration over $y_{k-1}$, and noting that $y_{k}$ is not dependent on $u_{k} \sigma_{k} s_{k-1} u_{k-1}$, the desired result for expression (17), in terms of the prior and transition probabilities, is given by:
(23) $p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{l} \mid z^{k-1}\right)=$

$$
\begin{aligned}
& \sum_{n, m, q} p\left(s_{k}^{i} u_{k}^{j} \sigma_{k}^{l} \mid s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q}\right) p\left(s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} \mid z^{k-1}\right) \\
& \cdot p\left(y_{k} \mid s_{k}^{i} \sigma_{k-1}^{q} ; z^{k-1}\right) .
\end{aligned}
$$

The integral in (20) is then given in terms of (23)
and (2l) as:
(24) $\int_{y_{k}} p\left(z_{k} \mid y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} z^{k-1}\right) p\left(y_{k} s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k-1}\right) d y_{k}=$ $\sum_{n m q} p\left(s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q}\right) p\left(s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} \mid z^{k-1}\right)$

$$
\cdot \int_{y_{k}} p\left(z_{k} \mid y_{k} s_{k}^{i}\right) p\left(y_{k} \mid s_{k}^{i} \sigma_{k-1}^{q} ; z^{k-1}\right) d y_{k}
$$

$$
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The resulting integral over $\mathrm{y}_{\mathrm{k}}$ in the above expression is seen to be a likelihood function since

$$
\int_{y_{k}} p\left(z_{k} \mid y_{k} s_{k}^{i}\right) p\left(y_{k} \mid s_{k}^{i} \sigma_{k-1}^{q} ; z^{k-1}\right)=p\left(z_{k} \mid s_{k}^{i} \sigma_{k-1}^{q} ; z^{k-1}\right)
$$

Denoting this integral, then, as the likelihood,
(25) $\quad L_{k}^{i q} \triangleq \int_{y_{k}} p\left(z_{k} \mid y_{k} s_{k}^{i}\right) p\left(y_{k} \mid s_{k}^{i} \sigma_{k-1}^{q} ; z^{k-1}\right) d y_{k^{\prime}}$
the posterior conditional density (20) is given by (24)
\& (25) as
(26) $p\left(s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid z^{k}\right)=\frac{n m q}{\sum_{i j} \sum_{n m q} p\left(s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q}\right) p\left(s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q} \mid z^{k-l}\right) L_{k}^{i q}}$

This is the desired result for the recursive calculation of the probabilities of the states $s_{k} u_{k} \sigma_{k}$ given the measurement sequence $z^{k}$. In terms of the model transition probabilities (11) and (12) and the memory function (13), the transition probabilities are computed as:

$$
\begin{aligned}
& p\left(s_{k}^{i} u_{k}^{j} \sigma_{k}^{\ell} \mid s_{k-1}^{n} u_{k-1}^{m} \sigma_{k-1}^{q}\right) \equiv \\
& \quad p\left(s_{k}^{i} \mid u_{k}^{j} u_{k-1}^{m} \sigma_{k-1}^{q}\right) p\left(u_{k}^{j} \mid u_{k-1}^{m} \sigma_{k-1}^{q}\right)
\end{aligned}
$$

along the allowable transition paths specified by

$$
\sigma_{k}^{\ell}=f_{\sigma}\left(s_{k}^{i} \sigma_{k-1}^{q}\right) .
$$

For each memory state and control state value at time $k-1$, the transition probability $p\left(u_{k}^{j} \mid u_{k-1}^{m} \sigma_{k-1}^{q}\right)$ is specified by (12) for all $j, m, q$. Then for each $j, m, q$, the mapping probability $p\left(s_{k}^{i} \mid u_{k}^{j} u_{k-1}^{m} \sigma_{k-1}^{q}\right)$ is given for all $i$ by (ll); the value for $\sigma_{k}$ is found for each i,q pair by (13), and $L_{k}^{i q}$ is computed by (25). The posterior probabilities are then computed by (26) and the state values and their probabilities are in place for the next recursion. Clearly the ability to carry out the recursion (26) exactly depends on whether or not the likelihood (25) can be found in closed form. Such a form can indeed be found for the linear channel and measurement models (14) and (15) in case the noise $n_{k}$ is white and gaussian, as will now be shown.

First note that the densities involved in the expression for the likelihood (25) are both conditioned on specific realizations of $s_{k}$ and $\sigma_{k-1}$, namely $s_{k}=s_{i}$ and $\sigma_{k-1}=\Lambda_{q}$. The first density $p\left(z_{k} \mid y_{k} s_{k}^{i}\right)$ is given by (2l) for the white noise sequence; for the white gaussian sequence, (21) becomes:

$$
\begin{equation*}
p\left(z_{k} \mid y_{k} s_{k}^{i}\right)=p_{n}\left(z_{k}-H\left(s_{k}^{i}\right) y(k)\right)=N_{z_{k}}\left(H\left(s_{k}^{i}\right) y(k), R\right), \tag{27}
\end{equation*}
$$

where $N_{x}(m, V)$ is the gaussian density with mean $x=m$, variance $V$ and $p_{n}\left(n_{k}\right)=N_{n_{k}}(0, R)$.

Consider now the second density in the integrand (25), $\mathrm{p}\left(\mathrm{y}_{\mathrm{k}} \mid \mathrm{s}_{\mathrm{k}}^{\mathrm{i}} \sigma_{\mathrm{k}-1}^{\mathrm{q}} ; \mathrm{z}^{\mathrm{k}-1}\right)$, the $\mathrm{s}_{\mathrm{k}} \sigma_{\mathrm{k}-1}$ - conditional one-step prediction density for $y_{k}$, along the path specified by the $S_{i}$ transition at time $\underline{k}$ from the memory state $\Lambda_{q}$ at time k-1. The path label, then, at time $k$, resulting from the extension of the path labeled $\Lambda_{q}$ at time $k-1$, is $\Lambda_{\ell}=f_{\sigma}\left(S_{i}, \Lambda_{q}\right)$. Now

$$
p\left(y_{k} \mid s_{k}^{i} \sigma_{k-1}^{q} ; z^{k-1}\right)=\int_{y_{k-1}} p\left(y_{k} \mid y_{k-1} s_{k}^{i} \sigma_{k-1}^{q} ; z^{k-1}\right)
$$

$$
\cdot p\left(y_{k-1} \mid s_{k}^{i} \sigma_{k-1}^{q} ; z^{k-l}\right) d y_{k-1} \text {, }
$$

and since the $s_{k}^{i} \sigma_{k-1}^{q}$ pair is uniquely embodied in $\sigma_{k}^{\ell}=f_{\sigma}\left(s_{k}^{i} \sigma_{k-1}^{q}\right)$, and $y_{k-1}$ given $z^{k-1}$ is independent of $s_{k}$, the above expression becomes

$$
\begin{array}{r}
\mathrm{p}\left(\mathrm{y}_{\mathrm{k}} \mid \sigma_{\mathrm{k}}^{\ell} ; z^{\mathrm{k}-1}\right)=\int_{\mathrm{y}_{\mathrm{k}-1}} \mathrm{p}\left(\mathrm{y}_{\mathrm{k}} \mid \mathrm{y}_{\mathrm{k}-1} \mathrm{~s}_{\mathrm{k}}^{i} \sigma_{\mathrm{k}-1}^{q} ; z^{k-1}\right)  \tag{28}\\
\\
\cdot \mathrm{p}\left(y_{k-1} \mid \sigma_{k-1}^{q} ; z^{k-1}\right) d y_{k-1}
\end{array}
$$

for each $\sigma_{k}^{\ell}$ along a path given by

$$
\sigma_{k}^{\ell}=f_{\sigma}\left(s_{k}^{i}, \sigma_{k-1}^{q}\right)
$$

Now when the $\sigma$-conditional density for the initial value of $y_{k}$ is gaussian and the $s_{k} \sigma_{k-1}$ - conditional
channel model is linear gaussian, the above density (28) is gaussian for all $k$, and the mean and variance of the density is given by the Kalman filter recursions.

Specifically, this density is given by
(29) $\quad \mathrm{p}\left(\mathrm{y}_{\mathrm{k}} \mid \sigma_{\mathrm{k}}^{\ell} \mathrm{z}^{k-1}\right)={ }_{\mathrm{N}_{\mathrm{Y}_{\mathrm{k}}}}\left(\hat{\mathrm{y}}_{\mathrm{k} \mid \mathrm{k}-1}\left(\Lambda_{\ell}\right), \mathrm{v}_{\mathrm{k} \mid \mathrm{k}-1}\left(\Lambda_{\ell}\right)\right)$
where

$$
\begin{aligned}
& \hat{y}_{k \mid k-1}\left(\Lambda_{\ell}\right)=\Phi\left(S_{i} \Lambda_{q}\right) \hat{y}_{k-1 \mid k-1}\left(\Lambda_{q}\right) \\
& \left.v_{k}\right|_{k-1}\left(\Lambda_{\ell}\right)=\Phi\left(S_{i} \Lambda_{q}\right) v_{k-1 \mid k-1}\left(\Lambda_{q}\right) \Phi^{T}\left(S_{i} \Lambda_{q}\right)+Q_{k}\left(S_{i} \Lambda_{q}\right) \\
& \Lambda_{\ell}=f_{\sigma}\left(S_{i} \Lambda_{q}\right)
\end{aligned}
$$

and the recursions for $\hat{Y}_{k \mid k}(\cdot)$ and $V_{k \mid k}(\cdot)$ are given by the remaining Kalman filter equations:

$$
\begin{aligned}
& \hat{\mathrm{y}}_{\mathrm{k} \mid \mathrm{k}}\left(\Lambda_{\ell}\right)=\hat{\mathrm{y}}_{\mathrm{k} \mid \mathrm{k}-1}\left(\Lambda_{\ell}\right)+G_{k}\left(\Lambda_{\ell}\right)\left[z_{k}-H\left(S_{i}\right) \hat{\mathrm{y}}_{\mathrm{k} \mid \mathrm{k}-1}\left(\Lambda_{\ell}\right)\right] \\
& \mathrm{V}_{k \mid k}\left(\Lambda_{\ell}\right)=\left(I-G_{k}\left(\Lambda_{\ell}\right) H\left(S_{i}\right)\right) \mathrm{V}_{k \mid k-1}\left(\Lambda_{\ell}\right) \\
& G_{k}\left(\Lambda_{\ell}\right)=V_{k \mid k-1}\left(\Lambda_{\ell}\right) H^{T}\left(S_{i}\right)\left[H\left(S_{i}\right) V_{k \mid k-1}\left(\Lambda_{\ell}\right) H^{T}\left(S_{i}\right)+R_{k}\right]^{-I} .
\end{aligned}
$$

Substituting these expressions (27) and (29) back into (25), the integral to evaluate becomes:

$$
L_{i q}^{k}=\int_{y_{k}} N_{z_{k}}\left(H\left(S_{i}\right) y_{k}, R_{k}\right) \cdot N_{y_{k}}\left(\hat{y}_{k \mid k-1}\left(\Lambda_{\ell}\right), v_{k \mid k-1}\left(\Lambda_{\ell}\right)\right) d y_{k} .
$$

The evaluation of this integral is a basic exercise in integration of gaussian densities and is given by [8]:

$$
\begin{equation*}
L_{i q}^{k}=c\left|V_{z_{k \mid k-1}}\left(\Lambda_{\ell}\right)\right|^{1 / 2} \operatorname{Exp}\left\{-\frac{1}{2}\left[\tilde{z}_{k \mid k-1}\left(\Lambda_{\ell}\right)\right]^{T}\left[V_{z_{k \mid k-1}}^{-1}\left(\Lambda_{\ell}\right)\right]\right. \tag{29}
\end{equation*}
$$

$$
\left.\cdot\left[\tilde{z}_{k \mid k-1}\left(\Lambda_{\ell}\right)\right]\right\}
$$

where

$$
\begin{aligned}
& \tilde{z}_{k \mid k-1}\left(\Lambda_{\ell}\right)=z_{k}-H\left(S_{i}\right) \hat{Y}_{k \mid k-1}\left(\Lambda_{\ell}\right) \\
& V_{z_{k \mid k-1}}\left(\Lambda_{\ell}\right)=H\left(S_{i}\right) V_{k \mid k-1}\left(\Lambda_{\ell}\right) H^{T}\left(S_{i}\right)+R_{k} .
\end{aligned}
$$

B. IMPLEMENTATION STRUCTURE OF ESTIMATOR

The structure of the filter realization density (26), together with the likelihood calculation (29), is that of a tree with nodes given by the past state trajectories and with branches labeled by the states of process. For each transition, i.e., each path extension to a new node, the likelihood of the transition is computed from the Kalman filter recursions along that particular path. The likelihoods are multiplied by the transition probability for that path extension, and by the previous path probability. The


[^2]
updated path probabilities are then obtained by normalizing these products. The tree structure showing the evolution of the path labels according to a particular function is illustrated in Figure 10.

The next stage of this structure would obviously contain $N \mathrm{X} \mathrm{I}_{\mathrm{k}}$ nodes where N is the number of possible states $S_{i}$ and $I_{k}$ is the number of nodes at stage $k$. Thus the number of nodes expands exponentially. However, in case the function $f_{\sigma}$ depends only on a finite portion of the past trajectory, then the tree structure eventually becomes a finite trellis at the stage which accounts for the definition of $f_{\sigma}$, resulting in a trellis appropriate for Viterbi decoding. If the function $f_{\sigma}$ has infinite memory, then obviously some approximation technique must be used to keep the number of nodes finite. One such possible approximation is to save only a given number of nodes at each stage, most likely those with the highest posterior probability. Another scheme which is possible is to save only enough nodes at each stage, the sum of whose posterior probabilities is less than or equal to some specified number, $\mathrm{P}_{\text {opt }}$. This latter method is attractive from the standpoint that for high signal-to-noise ratios the number of nodes saved would be small, while for low SNR, the number saved would be larger. This scheme therefore would have the attractive feature that the processing load would automatically adapt to the SNR.


FIGURE 10. Estimator Structure
C. ESTIMATOR ALGORITHM

The following algorithm implements the estimator given by equations (26) and (29). For a practically realizable estimator, some rule which saves only a finite number of paths as discussed above must be used at step 8.

Step 0 Initialization:

$$
k=0
$$

$I^{\circ}=\mathbb{M N}$ (number of joint $S_{k}, u_{k}$ states)
$\Lambda^{\circ}(i), i=l, 2, \ldots, I^{\circ}$, arbitrarily specified
$P^{\circ}(i)=1 / M N, i=1,2, \ldots, I^{\circ}$

Step 1 Obtain indices for new nodes:
a) $k=k+l$
b) For $q=1,2, \ldots I^{(k-l)}$

$$
\begin{aligned}
& m=l, 2, \ldots M \\
& n=l, 2, \ldots N \\
& j=(q-1) I(k-l)+(m-l) M+n
\end{aligned}
$$

Step 2 Label each new node:
For each $n, m, q$, obtain

$$
\Lambda^{k}(j)=f_{\sigma}\left(S_{m}, \Lambda^{k-l}(q)\right)
$$

Step 3 Obtain transition probabilities:

For each $n, m, q$, obtain
$\operatorname{PTR}(m, n, q)=\operatorname{PS}\left(S_{m} \mid U_{n}, U_{q}, \Lambda_{q}^{k-1}\right) \cdot \operatorname{PR}\left(U_{k} \mid U_{q}, \Lambda_{q}^{k-1}\right)$.

Step 4 Calculate $L_{m q}^{k}$ for each hypothesized transition (some obvious indices are omitted):

For each $n, m, q$, compute:
a) Kalman step:

$$
\begin{aligned}
& \hat{Y}_{k \mid k-1}(j)=\Phi\left(S_{m} \Lambda^{k-1}(q)\right) \hat{Y}_{k-1 \mid k-1}(q) \\
& V_{k \mid k-1}(j)=\Phi\left(S_{m} \Lambda^{k-1}(q)\right) V_{k-1 \mid k-1}(q) \Phi^{T}+Q_{k}\left(S_{m} \Lambda^{k-1}(q)\right) \\
& G_{k}(j)=V_{k \mid k-1}(j) H^{T}\left(S_{m}\right)\left[H V_{k \mid k-1} H^{T}+R_{k}\right]^{-1} \\
& \tilde{z}_{k \mid k-1}(j)=z_{k}-H\left(S_{m}\right) \hat{Y}_{k \mid k-1}(j) \\
& \hat{Y}_{k \mid k}(j)=\hat{Y}_{k \mid k-1}(j)+G_{k}(j) z_{k \mid k-1}(j) \\
& V_{k \mid k}(j)=\left(I-G_{k}(j) H\left(S_{m}\right)\right) V_{k \mid k-1}(j) \\
& V_{z_{k} \mid k-1}(j)=H\left(S_{m}\right) V_{k \mid k-1}(j) H^{T}+R_{k} .
\end{aligned}
$$

$$
4 \mathrm{l}
$$

$$
=
$$

P

$$
1
$$

$$
1-1+1+1+1
$$

Step 8 Update number of paths

$$
I^{(k)}=N M I^{(k-l)}
$$

go to step 1.

It is to be noted that the computations cannot be carried out "in place"; that is, $\Lambda^{k}(j)$ cannot be stored in the same locations as $\Lambda^{k-l}(j)$ until all the $\Lambda^{k}(j)$ have been computed. Similarly, the Kalman filter means and variances must be stored in separate temporary locations until step 5 is completed.
D. DISCUSSION AND RELATION TO PREVIOUS RESULTS

In the language of the literature on non-linear filtering, the present result represents an extension of previous results in system identification problems to the case where the unknown discrete system parameter $s_{k}$ is the result of a probabilistic mapping of an underlying memory-conditional Markov process. Previous investigations have treated both the case where $s_{k}$ is a Markov process [10], [ll], and the case for $s_{k}$ an unknown time-invariant parameter [9]. The present result reduces to these results for the appropriate modeling of $s_{k}$.

Case I: Markovian Parameters [10] [11]
In this case, $S_{k}$ is a finite-state discretetime Markov chain with transition matrix $\left\{P_{i j}(k)\right\} \triangleq\left\{\operatorname{Pr}\left[s_{k}=s_{i} \mid s_{k-l}=s_{j}\right]\right\}$. The n-dimensional, S-conditional system dynamics are given by:

$$
y_{k}=\Phi\left(S_{k}\right) y_{k-1}+\Gamma\left(S_{k}\right) w_{k-1}
$$

and the m-dimensional measurements are

$$
\mathrm{z}_{\mathrm{k}}=\mathrm{H}\left(\mathrm{~S}_{\mathrm{k}}\right) \mathrm{y}_{\mathrm{k}}+\mathrm{n}_{\mathrm{k}}
$$

The random variables $w_{k}, n_{k}$ are zero-mean independent gaussian, and independent of the Markov chain $S_{k}$.

In terms of the generalized model developed above, the memory function $f_{\sigma}(13)$ is specified, for this case, by $\sigma_{k}=\left[s_{k} s_{k-1} \cdots s_{o}\right]^{T}$ and the output state mapping probabilities (II) are independent of the $u_{k}$ - process and given by $\left\{p_{i j}(k)\right\}$. The system dynamics and measurement equations, in terms of the realization of the $S_{k}$ process are then given by

$$
\begin{aligned}
& y_{k}=\ddot{\phi}\left(s_{k} \sigma_{k-1}\right) y_{k-1}+\Gamma\left(s_{k} \sigma_{k-1}\right) w_{k} \\
& z_{k}=H\left(s_{k} \sigma_{k-1}\right) y_{k}+n_{k}
\end{aligned}
$$

The posterior measurement-conditional path probabilities are given exactly by equation (26). The likelihood equations (29) for $L_{i q}^{h}$ are obtained in the same manner by replacing $H\left(S_{i}\right)$ with $H\left(S_{i} \Lambda_{q}\right)$ where $\Lambda_{q}$ is a path specification obtained through the memory function: $\Lambda_{q}=\left[S_{i}^{(k-1)} S_{j}^{(k-2)} \ldots S_{l}^{(0)}\right]$. The posterior probability for the parameter $s_{k}$, then is given by summing over the paths:

$$
P^{k}\left(S_{i}\right) \triangleq \operatorname{Pr}\left[s_{k}=S_{i}\right]=\sum_{q=1}^{M} P_{i q}^{k}
$$

where

$$
P_{i q}^{k} \triangleq \operatorname{Pr}\left[s_{k}=s_{i} ; \sigma_{k}=\Lambda_{q} \mid z^{k}\right]
$$

The CME or MAP estimate may then be obtained:

$$
\begin{aligned}
& \text { CHE: } \hat{s}_{k}=\sum_{i=1}^{N} s_{i} P^{k}\left(s_{i}\right) \\
& \text { MAP: } \quad \hat{s}_{k}=s_{j}: P^{k}\left(s_{j}\right)=\max _{i} P^{k}\left(s_{i}\right) .
\end{aligned}
$$

Case II: Unknown Time-invariant Parameters [9] For this case, since the parameter $s_{k}$ does not change, the memory function is given by $\sigma_{k}=s_{o}$, with an initial probability given by $p_{i}^{0}=\operatorname{Pr}\left[s_{o}=S_{i}\right], i=1,2, \ldots N$. The dynamics and measurement equations are

$$
\begin{aligned}
& \mathrm{y}_{\mathrm{k}}=\Phi\left(\sigma_{\mathrm{k}}\right) \mathrm{y}_{\mathrm{k}-1}+\Gamma\left(\sigma_{\mathrm{k}}\right) \mathrm{w}_{\mathrm{k}-1} \\
& \mathrm{z}_{\mathrm{k}}=\mathrm{H}\left(\sigma_{\mathrm{k}}\right) \mathrm{y}_{\mathrm{k}}+\mathrm{n}_{\mathrm{k}} .
\end{aligned}
$$

Again the posterior path probabilities for $s_{o}$ are given by equation (26). The likelihoods are determined from equation (29), but since there is no path branching, the Kalman filters all operate in parallel, each on a different conditioning $S_{i}$.

Additionally, since the parameter transition probabilities $(k \geq 1)$ are given by $\operatorname{Pr}\left[s_{k}=S_{i} \mid s_{k-1}=S_{j}\right]=\delta_{k}(i-j)$, the sum over the previous paths, $n m q$, in equation (26) becomes a single term for each path extension, and (26) reduces to

$$
P^{k}\left(S_{i}\right)=\frac{P^{(k-1)}\left(S_{i}\right) L_{i}^{k}}{\sum_{j=1}^{N} P^{k-l}\left(S_{j}\right) L_{j}^{k}} \quad ; \quad i=1,2 \ldots N
$$

which is Lainiotis' result [9]. Note that since there is no branching of the paths, the exact optimum solution for this case is realizable.

## VI. A PRACTICAL HKM MODEL

While the results of the preceding theoretical development show how optimum estimation of the state of the HKM process may be performed, it remains, of course, to specify the parameters of the model. In this section, specific values for the model parameters are derived and it is shown in principle how increasingly complex models may be obtained. While the specific model derived in this section is one which considers the letters of the text to be independent and equally likely, it is shown in principle how this model may be easily extended to include contextual message information as well.

The parameters to be determined are given by equations (9):

$$
p\left(s_{k} u_{k} \mid u_{k-1} \sigma_{k-1}\right) \quad \text { and } \quad f_{\sigma}\left(s_{k} \sigma_{k-1}\right) \text {, }
$$

that is, the state probability transition matrix and the recursive memory function. These expressions are given in terms of the components of $s_{k}, u_{k}, \sigma_{k}$ by equations $9 a$ and $9 b:$

Keystate transition matrix: $p\left(x_{k} \mid a_{k} u_{k} \beta_{k-I} \alpha_{k-I}\right)$

| Morse symbol transition matrix: | $p\left(a_{k} \mid \ell_{k} u_{k} \alpha_{k-1} \lambda_{k-1} \beta_{k-1}\right)$ |
| :--- | :--- |
| Text Letter transition matrix: | $p\left(\ell_{k} \mid \lambda_{k-1} \alpha_{k-1}\right)$ |
| Control transition matrix: | $p\left(u_{k} \mid \alpha_{k-1} \alpha_{k-1} \beta_{k-1} \lambda_{k-1}\right)$ |
| Keystate memory function: | $f_{\beta}\left(x_{k}, \beta_{k-1}\right)$ |
| Morse Encoder memory function: | $f_{\alpha}\left(a_{k}, \alpha_{k-1}\right)$ |
| TEXT memory function: | $f_{\lambda}\left(l_{k}, \lambda_{k-1}\right)$ |

Thus the problem is to determine reasonable values for the probability assignments (9a) and to construct the recursive functions (9b) which account for the portion of the process which can be described deterministically.

## A. KEYSTATE MODEL

The simplest usable model of the evolution of the keystate would be the simple Markov model described by:

$$
P\left(x_{k} \mid x_{k-1}\right) \triangleq \operatorname{Pr}\left[x_{k}=j \mid x_{k-1}=i\right] ; \quad i, j=0,1
$$

This model suppresses any dependence of the transition probability on current and past Morse symbols ( $a_{k}, \alpha_{k-1}$ ) and speed of transmission ( $u_{k}$ ), and limits the dependence on past history of the keystate to the immediate past, $\mathrm{x}_{\mathrm{k}-1}$. Such a model would have the memory function:

$$
\beta_{k}=f_{\sigma}\left(x_{k}, \beta_{k-1}\right) \equiv x_{k}
$$

The four Markov transition probabilities $\operatorname{Pr}\left[x_{k}=1 \mid x_{k-1}=1\right]$, $\operatorname{Pr}\left[x_{k}=1 \mid x_{k-1}=0\right], \operatorname{Pr}\left[x_{k}=0 \mid x_{k-1}=0\right], \operatorname{Pr}\left[x_{k}=0 \mid x_{k-1}=1\right]$ can be obtained empirically by determining the relative frequency of the states $11,10,00,01$ in a large ensemble of actual hand-keyed Morse messages. Clearly these probabilities are dependent on the sampling rate. As a simple example, consider the possible realization of an HKM sequence as illustrated in Figure ll, with the resulting transition probabilities for this sequence given in Table VIII.


Figure ll. Example Of Sampled HKM Process

## TABLE VIII

Transition Probabilities For Illustrative HKM Process

| State <br> Transition | No. of <br> Occurrences | Relative <br> Frequency | Probability <br> Estimate |
| :---: | :---: | :---: | :---: |
| $1 / 1$ | 30 | $30 / 33$ | .91 |
| $1 / 0$ | 3 | $3 / 33$ | .09 |
| $0 / 0$ | 16 | $16 / 19$ | .84 |
| $0 / 1$ | 3 | $3 / 19$ | .16 |

If the sample rate were different from that illustrated then obviously the relative frequency of each of the transitions would be different; this dependence on sample rate is shown in Table IX.

TABLE IX
Transition Probability As Function Of Sample Rate

Sample Rate
State Transitions
(relative to

| illustration) | $1 / 1$ |  | $1 / 0$ |  | $0 / 0$ |  | $0 / 1$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Freq | Prob | Freq | Prob | Freq | Prob | Freq | Prob |
| 1X | $30 / 33$ | .91 | $3 / 33$ | .09 | $16 / 19$ | .84 | $3 / 19$ | .16 |
| .5 X | $13 / 16$ | .81 | $3 / 16$ | .19 | $7 / 10$ | .7 | $3 / 10$ | .3 |
| 2X | $63 / 66$ | .95 | $3 / 66$ | .05 | $35 / 38$ | .92 | $3 / 38$ | .08 |

This artificially induced dependence of the keystate transition probability on sample rate is undesirable from a modeling viewpoint since, in reality, the continuous-time HKM process generated by the sending operator has no such dependence, and it is intuitively unsatisfactory to require the statistics of the sending operator to fit an arbitrarily selected time scale.

This dependence can be removed by normalizing the timescale to the element-duration, whereby instead of measuring the sample rate in samples per second, the sample rate is measured in samples per duration in elements. Consider,
then, the following expressions for describing the keystate evolution:

$$
\begin{aligned}
& p\left(x_{k} \mid u_{k} \beta_{k-1}\right) \triangleq \operatorname{Pr}\left[x_{k}=j \mid u_{k}=U_{i}, \beta_{k-1}=B_{n}\right] \\
& \beta_{k-1}=\left[\begin{array}{c}
\phi_{k} \\
x_{k}
\end{array}\right] \\
& \phi_{k}=\phi_{k-1}\left(1-x_{k}-x_{k-1}+2 x_{k} x_{k-1}\right)+1
\end{aligned}
$$

where it is seen that the recursion for $\phi_{\mathrm{k}}$ counts the number of samples since the last zero-one or one-zero keystate transition. This description then conditions the keystate transition probabilities not only on the immediate past keystate $\mathrm{x}_{\mathrm{k}-1}$, but also on the data rate $\mathrm{u}_{\mathrm{k}}$, and the number of samples, $\phi_{k}$, that the key has been in a 1 or 0 state since the last transition.

Now if $\phi_{k}$ is given in samples with a sampling interval $\tau$, then $\mathrm{T}_{\mathrm{k}} \triangleq \phi_{\mathrm{k}} \tau$ is the amount of time (in seconds) since the last 0 to 1 or 1 to 0 transition. If $u_{k}$ is given in terms of words-per-minute, then the element duration for this rate is $r_{k} \triangleq(6 / 5) \times\left(1 / u_{k}\right)$. Thus the normalized time for this data rate is given by:

$$
T_{k}^{\prime} \triangleq T_{k} / r_{k}=\frac{5 \phi_{k} u_{k} \tau}{6}
$$

This description of the keystate transition probabilities is clearly more satisfying since it depends only on the individual sending operator's rate of transmission and keying characteristics, and not on the sample rate.

The model is still not complete, however, since it does not allow for dependence on the type of Morse symbol being keyed, clearly for dots and element spaces, transitions between mark and space states occur more frequently than for dashes, character spaces, word spaces, and pauses. Additionally, these transition probabilities depend to some extent on the previously keyed symbols, with the degree of dependence being a function of the type of key used. For mechanical bugs, a series of dots separated by element spaces is sent by simply holding the paddle in one position, creating a string of symbols with virtually equal durations. When sending a dot/dash combination, however, the element space duration is determined by the operator's dexterity and not by a mechanical device, so the variability of this element space duration is higher than that for the repeated dot sequence. A similar effect occurs when the key is an electronic bug, although the variability of repeated symbols is even less than that for the mechanical bug. The same type of dependence on past symbols has been noted even for senders using a telegraph key [12] [13]. It has been found that the primary effect is that of reduced variability of element-space durations when the preceeding symbol was a
dot (a detailed analysis of the effect of key type on keystate statistics may be found in [13]).

While the keystate transition probabilities have been noted to be dependent on the preceeding symbol sequence, this dependence is clearly a second-order effect when conditioned on the current symbol. In the model developed here, then, these second-order effects are ignored and the final expressions for the keystate transition probability model are given by:

$$
\begin{aligned}
& p\left(x_{k} \mid a_{k} \quad u_{k} \quad \beta_{k-1}\right)=\operatorname{Pr}\left[x_{k}=j \mid a_{k}=A_{i}, u_{k}=U_{m}, \beta_{k-1}=B_{n}\right] \\
& \beta_{k}=\left[\begin{array}{c}
\phi_{k} \\
x_{k}
\end{array}\right] \\
& \phi_{k}=\phi_{k-1}\left(1-x_{k}-x_{k-1}+2 x_{k} x_{k-1}\right)+1 .
\end{aligned}
$$

In terms of the normalized time scaled, the transition probabilities are $\operatorname{Pr}\left[\mathrm{x}_{\mathrm{k}}=\mathrm{j} \mid \mathrm{x}_{\mathrm{k}-1}=\mathrm{i}, \mathrm{a}_{\mathrm{k}}=\mathrm{A}_{\mathrm{n}}, \mathrm{r}_{\mathrm{k}}, \mathrm{T}_{\mathrm{k}-1}\right]$. For example, the probability $\operatorname{Pr}\left[\mathrm{x}_{\mathrm{k}}=1 \mid \mathrm{x}_{\mathrm{k}-1}=1, \mathrm{a}_{\mathrm{k}}=\operatorname{dot}, \mathrm{r}_{\mathrm{k}}=\mathrm{r}_{1}, \mathrm{~T}_{\mathrm{k}-1}^{\prime}=\mathrm{t}\right]$ is the probability that at time $k$, the key will remain in state 1, given that the operator is sending a dot, that his average element duration is $r_{1}$, and that they key has been in state 1 for $t$ element durations. Clearly if $t$ is close to zero, then this probability is nearly 1 ; and similarly if $t>2$, then the probability is small.

An equivalent expression of this probability is the probability that the duration $T_{k-1}^{\prime}$ becomes duration
$T_{k}^{\prime}=T_{k-1}^{\prime}+\tau / r_{k}$ since if $x_{k}=1$, then $\tau \phi_{k}=\tau \phi_{k-1}+\tau=$ $\mathrm{T}_{\mathrm{k}-1}+\tau$. This probability can be determined from the density of symbol durations, conditioned on speed $r_{k}$ and symbol type.

The modeling of the symbol duration densities has been a topic of considerable interest among investigators working on the Morse decoding problem. In the past, because of lack of sufficient empirical data, these densities have been assumed to be truncated gaussian or uniform [2][14]. A recent intensive modeling investigation by Technology Services Corporation [13], did indeed demonstrate the not surprising result that when normalized for speed variation, the density of each symbol duration, averaged over several operators, approaches the gaussian density. For individual operators, however, the densities are far from gaussian, and no single normalizing technique was found which would allow for parametric estimation of the individual densities. Thus, the problem of parameterizing the symbol duration densities of individual Morse operators remains open. Indeed, the evidence supported by the data accumulated so far indicates that estimation of these highly individualistic densities must be accomplished on-line using a combination of parametric and non-parametric techniques.

It is not the purpose of the present research to delve, yet again, into this density estimation problem, but to show, whatever, the proper density, how it can be used most effectively for Morse transcription. For the purposes of the HKM
model developed here, then, a parametric symbol duration density is hypothesized and justified on the basis of intuitive arguments. Traditionally, the local speed of the Morse signal in wpm is defined as 1.2 times the reciprocal of the element duration (in sec), averaged over 10-20 mark-space pairs. A histogram of the normalized symbol duration (actual duration in seconds divided by average element duration) is then taken to be an estimate of the shape of the density function for that symbol. The new approach to be considered here is to hypothesize an instantaneous speed of transmission, defined to be the speed at which a single symbol is sent. The instantaneous element duration (baud) is likewise defined on an individual symbol basis. The effect produced by assigning appropriate probability densities to each results in the same description for an average 10-20 mark-space pair segment as does the traditional approach. The reason for hypothesizing such parameters is simply because it is more intuitively satisfying to propose the existence of individual symbol statistics whose average behavior duplicates the observed empirical behavior, rather than to propose that the statistics of each individual symbol are identical to the observed average statistics. Although this distinction is a fine point, it allows greater flexibility in estimating the keystate transition probability with fewer parameters. Consider then the following hypothesized random variables:

```
r = instantaneous speed of transmission
\Delta = instantantous element duration (baud)
```

and let dot and element-spaces have duration $=\Delta$; dashes and character spaces $=3 \Delta$; word-space $=7 \Delta$; pause $=14 \Delta$. Then in terms of the actual symbol duration, $d_{m}$ :

$$
\Delta \triangleq \frac{d_{m}}{m},
$$

where $m=1,3,7,14$ as appropriate. The normalized symbol duration, in terms of $\Delta$ and $r$ is given by:

$$
\phi_{\Delta} \triangleq\left(\frac{5}{6}\right) \quad \Delta r
$$

Note that while $\Delta$ is well-defined in terms of a measurable quantity, $r$ is arbitrary. However, it is convenient to define $r$ such that its value is indicative of the actual speed:

$$
r_{\text {mean }} \triangleq\left(\frac{6}{5}\right) \frac{1}{\Delta}
$$

Although this expression determines the statistical behavior of $r_{\text {mean }}$ through its dependence on the random variable $\Delta$, clearly it does not restrict the freedom to assign appropriate
statistical description to the other moments of the random variable $r$, independent of the statistics of $\Delta$.

Consider now the random variable $\phi_{\Delta}$, and note that $m \phi_{\Delta}$ is the normalized symbol duration (in elements), given that the symbol was transmitted at rate $r$. A density for $m \phi_{\Delta}$, conditioned on $r$, then describes the keystate duration random variable, normalized for speed. Let this random variable be described by the Laplacian density (double-sided exponential) with mode $m$ and parameter $\alpha$, as illustrated in Figure 12, below.


Figure 12. Laplacian Duration Densities

In terms of the speed $r$ :

$$
p\left(m \phi_{\Delta} / r\right)= \begin{cases}c e^{\alpha(5 / 6 m \Delta r-m)} ; & m \phi_{\Delta} \leq m \\ c e^{\alpha(m-5 / 6 m \Delta r)} ; & m \phi_{\Delta} \geq m\end{cases}
$$

The parameter $\alpha$ and coefficient $c$ are to be chosen such that $\operatorname{Pr}\left[1 \phi_{\Delta} \geq 2\right]=\operatorname{Pr}\left[3 \phi_{\Delta} \leq 2\right]=.0135$; that is, the probability of error in sending a dot for $a$ dash or an element space for a character space (and vice versa) is arbitrarily selected to be $1.35 \%$. This symbol error rate was found to be the average error using optimum separation thresholds for 55 samples of hand-keyed Morse studied in the TSC analysis [13]; and since the densities are conditioned on the instantaneous speed, the normalized optimum threshold is halfway between $m=1$ and $m=3$. On this basis, then, $\alpha$ and $c$ are determined as follows:

$$
\begin{aligned}
\operatorname{Pr}\left[1 \phi_{\Delta} \geq 2\right] & =\int_{2}^{\infty} p\left(1 \phi_{\Delta} / r\right) d \phi_{\Delta} \\
& =\int_{2}^{\infty} c e^{\alpha\left(1-\phi_{\Delta}\right)} d \phi_{\Delta} \\
& =c / \alpha e^{-\alpha}
\end{aligned}
$$

Likewise:

$$
\operatorname{Pr}\left[3 \phi_{\Delta} \leq 2\right]=c / \alpha e^{-\alpha}
$$

The probability density requirement gives the other equation needed:

$$
\begin{aligned}
& \int_{-\infty}^{\infty} p\left(m \phi_{\Delta} / r\right) d \phi_{\Delta} \equiv 1 \\
& \int_{-\infty}^{1} c e^{\alpha\left(\phi_{\Delta}-1\right)} d \phi_{\Delta}+\int_{1}^{\infty} c e^{\alpha\left(1-\phi_{\Delta}\right)} d \phi_{\Delta}=1 \\
& c / \alpha+c / \alpha=1
\end{aligned}
$$

$$
c=\alpha / 2
$$

Solving for $\alpha$, c gives, for dots, dashes, element spaces, character spaces:

$$
\begin{aligned}
& \alpha=3.61 \\
& c=1.81
\end{aligned}
$$

Using the same procedure for word space ( $\mathrm{m}=7$ ) and pause ( $m=14$ ), the values for the densities are:

$$
\text { word spaces: } \quad \alpha=1.81, \quad c=.90
$$

pause:

$$
\alpha=.90
$$

$$
c=.45
$$

Having constructed the duration densities, the speedconditioned keystate transition probabilities can now be determined.

Let $D_{o}$ be the current normalized keystate duration, i.e., the amount of time (in terms of instantaneous element duration) since the last 0 to 1 or 1 to 0 transition. Then the required probabilities are $\operatorname{Pr}\left[\phi_{\Delta} \geq D_{0}+\varepsilon / x_{k-1}, a_{k}, r_{k}, \phi_{\Delta} \geq D_{0}\right]$, where $\varepsilon$ is the normalized sampling interval given by $\varepsilon=\tau / \Delta$. It is seen that this expression gives the transition probabilities in terms of the probability of extending duration $D_{0}$ for one more sample interval. The conditioning parameters provide the normalization coefficients to be used for $p\left(m \phi_{\Delta} / r\right)$. Given the appropriately scaled density then,

$$
\operatorname{Pr}\left[\phi_{\Delta} \geq D_{0}+\varepsilon / \phi_{\Delta} \geq D_{0}\right]=\frac{\operatorname{Pr}\left[\phi_{\Delta} \geq D_{0}+\varepsilon ; \phi_{\Delta} \geq D_{0}\right]}{\operatorname{Pr}\left[\phi_{\Delta} \geq D_{0}\right]},
$$

but $\varepsilon>0$, so $D_{0}+\varepsilon>D_{o}$, and the joint probability becomes:

$$
\operatorname{Pr}\left[\phi_{\Delta} \geq \mathrm{D}_{0}+\varepsilon ; \phi_{\Delta} \geq \mathrm{D}_{0}\right] \equiv \operatorname{Pr}\left[\phi_{\Delta} \geq \mathrm{D}_{0}+\varepsilon\right],
$$

and so the conditional probability is given by:

$$
\operatorname{Pr}\left[\phi_{\Delta} \geq \mathrm{D}_{0}+\varepsilon / \phi_{\Delta} \geq \mathrm{D}_{0}\right]=\frac{\operatorname{Pr}\left[\phi_{\Delta} \geq \mathrm{D}_{0}+\varepsilon\right]}{\operatorname{Pr}\left[\phi_{\Delta} \geq \mathrm{D}_{0}\right]},
$$

where $\operatorname{Pr}\left[\phi_{\Delta} \geq D_{0}\right], \operatorname{Pr}\left[\phi_{\Delta} \geq D_{o}+\varepsilon\right]$ are computed as follows:

$$
\begin{aligned}
\operatorname{Pr}\left[\phi_{\Delta} \geq D_{0}+\varepsilon\right] & =\int_{D_{0}+\varepsilon}^{\infty} p\left(\phi_{\Delta}\right) d \phi_{\Delta} \\
& = \begin{cases}\frac{1}{2} e^{-\alpha\left(D_{0}+\varepsilon-m\right)} & D_{0}+\varepsilon \geq m \\
1-\frac{1}{2} e^{\alpha\left(D_{0}+\varepsilon-m\right)} & ; \quad D_{0}+\varepsilon \leq m\end{cases}
\end{aligned}
$$

Similarly:

$$
\begin{aligned}
\operatorname{Pr}\left[\phi_{\Delta} \geq D_{0}\right] & =\int_{D_{0}}^{\infty} p\left(\phi_{\Delta}\right) d \phi_{\Delta} \\
& = \begin{cases}\frac{1}{2} e^{-\alpha\left(D_{0}-m\right)} ; & D_{0} \geq m \\
1-\frac{1}{2} e^{\alpha\left(D_{0}-m\right)} ; & D_{0} \leq m\end{cases}
\end{aligned}
$$

Forming the quotient of these probabilities in the appropriate ranges gives:

$$
\operatorname{Pr}\left[\phi_{\Delta} \geq D_{o}+\varepsilon / \phi_{\Delta} \geq D_{0}\right]=\left\{\begin{array}{cl}
e^{-\alpha \varepsilon} & D_{0} \geq m \\
\frac{1-\frac{1}{2} e^{\alpha\left(D_{0}+\varepsilon-m\right)}}{\frac{1}{2} e^{-\alpha\left(D_{o}-m\right)}} & D_{0} \leq m \\
\frac{1-\frac{1}{2} e^{\alpha\left(D_{0}+\varepsilon-m\right)}}{1-\frac{1}{2} e^{\alpha\left(D_{0}-m\right)}} & D_{0}+\varepsilon \geq m
\end{array}\right.
$$

The above expression then represents the keystate transition probability for the "transitions" 1-1 and 0-0, conditional on the current symbol type, data rate, and length of time already in state 1 or 0 . The probabilities for the transitions 1-0 and 0-1 are found, obviously, by subtracting from 1.
B. SPEED TRANSITION MODEL

The random control vector $u_{k}$ may contain components which model operator sending peculiarities such as random insertions of extra dots, slurs, character splitting, or any other feature of interest which controls the manner in which encoding takes place; it is not limited to speed control alone. However, the peculiarities mentioned above are highly individualistic and little modeling of these peculiarities has been done. It is conjectured that such modeling will have the same fate as that of attempting to obtain a general parametric model of the keystate duration densities; that is, no general model will be found, and such modeling will require on-line estimation techniques. For the purposes of the HKM model developed here, these peculiarities are ignored, and the only component of the control vector $u_{k}$ considered is the instantaneous speed $r$.

The speed transition probabilities are developed on an intuitive basis seasoned with experience and the results of the TSC study on observed hand-sent code speed variability. In that study it was found that, on the average, hand-sent
code exhibits a speed difference of about 2.5 wpm between segments of 10 mark-space pairs, but that it is not uncommon to observe a speed difference of $8-10$ wpm between segments. Now observing that the speed transition probability expression of the HKM model, $p\left(u_{k} \mid u_{k-1} \alpha_{k-1} \beta_{k-1} \lambda_{k-1}\right)$, allows for conditioning on the entire past history of the state of the HKM process, it can be seen that this transition probability may take into account such items as message duration (for modeling the effect of operator fatigue), the actual text itself (for modeling the effect of speed changes due to sending different types of text material), or any other feature which may have an effect on sending speed. The only conditioning to be considered here, however, is the immediate past speed $u_{k-1}$, the past history of the encoded output, $\alpha_{k-1}$, and the keystate duration $\beta_{k-1}$. Let $R_{i} \varepsilon\{i ; 10 \leq i \leq 60$, $i$ an integer $\}$; that is, a set of discrete speeds in wpm between 10 and 60 wpm. The following model for $p\left(u_{k} \mid u_{k-1} ; \cdot\right)$ is proposed:

$$
\text { If } \beta_{k-1} \neq 0 \text { (no change in keystate), then }
$$

$$
p\left(u_{k} \mid u_{k-1} \alpha_{k-1} \beta_{k-1}\right) \triangleq \operatorname{Pr}\left[u_{k}=R_{i} \mid u_{k-1}=R_{j}, \alpha_{k-1}, \beta_{k-1} \neq 0\right]
$$

$$
=\left\{\begin{array}{lll}
0, & \text { if } & i \neq j \\
1, & \text { if } & i=j
\end{array}\right.
$$

偪

That is, the speed is not allowed to change except when the keystate changes from 0 to 1 or 1 to 0 , no matter what the previous symbol is. For $\beta_{k-1}=0$, the speed transition probabilities are made conditional on the type of Morse symbol just completed:

For $\alpha_{k-1} \rightarrow$ indicates dot, dash, e-sp:

$$
\operatorname{Pr}\left[u_{k}=R_{j} \pm 2 i, u_{k}=R_{j}, \alpha_{k-1}, \beta_{k-1}=0\right]=p_{j i}\left(\alpha_{k-1}\right)
$$

where $i=0,1,2$.
This assignment of tansition probabilities allows the speed to change by increments of $0, \pm 2, \pm 4$ wpm according to the probability $p_{j i}\left(\alpha_{k-1}\right)$.

For $\alpha_{k-1} \rightarrow$ indicates c-sp, then the increment remains the same, but the transition probability assignments may be different.

For $\alpha_{k-1} \rightarrow$ indicates word-sp, the increment is increased to 5, and for $\alpha_{k-1} \rightarrow$ indicates pause, the increment is 10 . To complete the model, the $p_{j i}\left(\alpha_{k-1}\right)$ remain to be selected. These probabilities, which were selected on the basis of speed differences reported by TSC (and on intuitive appeal), are given in Table $X$.

Note that the absolute average speed differences for the four categories correspond roughly to the ranges observed by TSC.

Symbol-Conditional Speed Transition Probabilities

| Symbol Just <br> Completed | Speed Increment/Probability | Average <br> (wpm) | Increment (wpm) |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| dot, dash, e-sp | -4 | -2 | 0 | 2 | 4 | 1.6 |
|  | .1 | .2 | .4 | .2 | .1 |  |
| c-sp | -4 | -2 | 0 | 2 | 4 | 2.0 |
|  | .15 | .2 | .3 | .2 | .15 | 4.0 |
| w-sp | -10 | -5 | 0 | 5 | 10 |  |
| pause | .1 | .2 | .4 | .2 | .1 | 10.0 |

## C. MORSE SYMBOL TRANSITION MODEL

The symbol transition probabilities, conditional on the letter being sent, are obviously either zero or l, since knowing the letter specifies the code sequence. If the model is only a first or second-order Markov model, then the symbol transition probabilities for various types of text may be computed. Since it is desired to test the performance of the estimator as a function of modeling complexity, these probabilities were estimated for both a first and second order model and are given in Tables XI and XII, respectively.


N
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TABLE XI
First-Order Markov Symbol Transition Matrix
-
$\sim$
$\sim$
$\sim$
p $\quad\left[\begin{array}{llllll}\dot{0} & - & 0 & .5 \hat{8} & .33 & .07 \\ 0 & 0 & .54 & .37 & .07 & .02 \\ .55 & .45 & 0 & 0 & 0 & 0 \\ .5 & .5 & 0 & 0 & 0 & 0 \\ .5 & .5 & 0 & 0 & 0 & 0 \\ .5 & .5 & 0 & 0 & 0 & 0\end{array}\right]$

TABLE XII
Second-Order Markov Symbol Transition Matrix

| - | $\square .55$ | . 45 | $0^{\wedge}$ | $0^{2}$ | $\begin{gathered} w \\ 0 \end{gathered}$ | $\begin{aligned} & p \\ & 0 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sim$ | . 5 | . 45 | 0 | 0 | 0 | 0 |
| . w | . 5 | . 5 | 0 | 0 | 0 | 0 |
| - P | . 5 | . 5 | 0 | 0 | 0 | 0 |
| -^ | . 55 | . 5 | 0 | 0 | 0 | 0 |
| -~ | . 5 | . 45 | 0 | 0 | 0 | 0 |
| -w | . 5 | . 5 | 0 | 0 | 0 | 0 |
| -p | . 5 | . 5 | 0 | 0 | 0 | 0 |
| $\wedge$ • | 0 | . 5 | . 581 | . 335 | . 069 | . 015 |
| ヘ- | 0 | 0 | . 54 | . 376 | . 069 | . 015 |
| $\sim$. | 0 | 0 | . 923 | . 062 | . 012 | . 003 |
| ~- | 0 | 0 | . 923 | . 062 | . 012 | . 003 |
| W. | 0 | 0 | . 923 | . 062 | . 012 | . 003 |
| w- | 0 | 0 | . 923 | . 062 | . 012 | . 003 |
| p. | 0 | 0 | . 95 | . 04 | . 009 | . 001 |
| $\mathrm{p}-$ | 0 | 0 | . 95 | . 04 | . 009 | . 001 |

The encoder memory function, $f_{\alpha}$, may be constructed to record the previous symbol for the first-order model, or the previous two symbols in the second-order case. In case the symbol transition probability is made conditional on the letter being sent, there is no need to record previous symbols for use by the encoder. As a minimum, however, the function $f_{\alpha}$ must record the previous symbol for use by the speed transition probability, since it has been made conditional on this symbol.
D. TEXT LETTER TRANSITION MODEL

For equally likely independent letters, the letter transition probabilities are uniform, and the only conditioning necessary is on $\alpha_{k-1}$ so that when $\alpha_{k-1}$ indicates the end of a letter, the letter transition is allowed to occur. During the period when $\alpha_{k-1}$ does not contain a c-sp, w-sp, or pause, obviously the letter transition probability is zero. This case of equally likely letters is the highest complexity modeling actually coded and tested in this investigation. It is clear from the theoretical error-rate analysis of section III, however, that the largest payoff in terms of increase performance is to be found in more sophisticated models for this transition probability and memory function. This fact was recognized early by Gold [12] in his study of the Morse decoding problem, in which he developed the MAUDE algorithm for decoding of the demodulated Morse waveform: "The conclusion is inescapable,
therefore, that for the automatic reception of a language encoded by even a simple process like Morse code, a machine must have some knowledge of the language if it is to approximate the performance of a man."

The major difficulty, however, in modeling the message text is that the type of text is not constant. The letter dependencies are highly variable among such traffic types as call-up, response, chatter, formatted messages, plain language messages, code groups, etc. Here again, then, it is conjectured that the only real solution is to perform on-line modeling of this transition probability and memory function. Clearly a straightforward application of probability estimation techniques, while feasible, is simply not practical in this case. For a third-order model, the storage requirements would be on order of $36^{4}=1,679,616$ words, just to store the transition probability matrix. The $f_{\sigma}$ function would require $36^{3}$ locations to keep track of the three prior letters. Although some reduction in memory could be accomplished since some letter combination rarely occur, it is evident that the storage requirement is large. The most promising technique for utilizing the decrease in source entropy may be one similar to that for recognition of speech using a linguistic statistical decoder [15], with appropriately modeled linguistic elements and using an appropriate channel model [16]. If a suitably flexible grammar for a set of Morse messages can be defined

then perhaps a form of syntactic decoding is in order [17]. If the semantics of the message are well-understood then one possible approach is to use a dictionary look-up to form the $f_{\sigma}$ function, on a word basis. This technique for English text messages is under investigation by an ARPAfunded MIT project, but a final report of the results has not yet been issued. The Army Research and Development Agency is currently studying the possibility of defining a grammar for a specified set of Morse messages for use in syntactic decoding. These kinds of techniques for dynamic on-line construction of the $f_{\sigma}$ function and estimation of the transition probabilities are clearly the only realistic methods of reducing the entropy of the text sufficiently to obtain error rates comparable to that of the human operator, in any situation except for random letter groups.

#  
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## VII. A PRACTICAL HKM CHANNEL MODEL

The general baseband HKM channel model developed in Section IV is given by the channel and observation equations (10):

$$
\begin{aligned}
& y_{k}=\gamma F\left(s_{k} \sigma_{k-1}\right) Y_{k-1}+\Gamma\left(s_{k} \sigma_{k-1}\right) w_{k} \\
& z_{k}=H\left(s_{k}\right) y_{k}+n_{k}
\end{aligned}
$$

where $z_{k}$ is the sampled output of the detector. The specific model to be considered here requires the parameter $\gamma$ and functions $F, \Gamma, H$, to be selected such that the resulting model has the following features:
(1) The noise process represented by $\mathrm{n}_{\mathrm{k}}$ is a zero-mean white gaussian process, with known variance $R_{k}$.
(2) The amplitude $y_{k}$ is observed only when $x_{k}=1$, that is, during the signal on-time (MARK), so that $H\left(s_{k}\right)=H\left(x_{k}\right) \equiv x_{k}$.
(3) During a MARK, the fading amplitude process obeys a linear gauss Markov process given by:

$$
y_{k}=\gamma Y_{k-1}+v_{k}
$$

where the parameter $\gamma$ and the variance of $v_{k}$ are selected to represent the fading observed at the detector output.
(4) The observed effective transmitted amplitude is a random variable which obeys the following timevarying linear gauss-Markov process:

$$
y_{k}=F\left(x_{k} a_{k} \beta_{k-1}\right) y_{k-1}+\Gamma\left(x_{k} a_{k} \beta_{k-1}\right) w_{k}
$$

where $F$ and $\Gamma$ are selected such that:
(a) During a MARK the transmitted amplitude remains constant.
(b) During a space the amplitude can change, the amount of change being dependent on the type and duration of the space.
(5) It is assumed that the detected signal has been gain-leveled by an AGC, so that the average detected output power is normalized.

The parameter selection and function construction process for each of these features is discussed below.

## A. THE OBSERVED NOISE PROCESS

Since the noise process observed at the output of the detector is the result of envelope detection of a narrowband gaussian process, the resulting process is neither zero-mean, gaussian, nor white. The sampled process, however, has independent noise values if the sample interval $\tau$ satisfies $\tau \geq 1 / 2 \mathrm{~B}_{\mathrm{BPF}^{\prime}}$, where $\mathrm{B}_{\mathrm{BPF}}$ is the banawidth (in Hz ) of the band-pass filter preceding the envelope detector, provided that also the bandwidth of the low-pass filter of the envelope

-

$$
\frac{3}{1}-
$$

detector is greater than $2 B_{B P F}$. If $\tau$ is less than this value, then the sampled noise is correlated, and a model which accounts for this correlation would theoretically provide for better estimation. Several techniques are available for such modeling, [18] and should be used if the noise is correlated. Clearly if $\tau$ is selected purely on this basis alone, then the assumption on independence can be satisfied. There may be, however, other competing constraints on the selection of $\tau$, and although the value selected may render the independent noise assumption invalid, its effect can be minimized by selecting it as large as possible within the other constraints.

The bandwidth of the bandpass filter is selected on the basis of the largest signal bandwidth expected. The highest code-speed under consideration for this processor design was selected to be 50 wpm , which has a minimum pulse duration (MARK) of 24 msec . The specific filter implementation was selected to be a cascade of two single-tuned resonators, since this combination has a respectable ratio of noisebandwidth to $3-d B$ bandwidth of 1.22 [19], and can be coded with relatively few multiplication per sample. For this filter implementation the optimum bandwidth as given by Skolnik [19] is .613/.024 = 25 Hz , and has only . 56 dB of loss in SNR compared to the matched filter. Although such a narrow bandwidth greatly increases the SNR of a signal in a 4 kHz receiver bandwidth and effectively eliminates
most interferers, it is clearly too narrow to accept signals which have a significant carrier instability due to chirp or drift. Since it is not uncommon to observe carriers with a chirp on the order of 50 or so Hz , the bandwidth required is on the order of 100 Hz . There is obviously a strong motivation, therefore, to investigate filtering techniques which would adapt to the chirp, since a 100 Hz wide filter represents a loss of 6 dB compared to the optimum bandwidth of 25 Hz . Motivation for adaptive filtering techniques is also provided by the fact that at 20 wpm the optimum bandwidth is only . 613/.060 = 10 Hz , thus there is a 10 dB loss in $S N R$ compared to the optimum bandwidth when using a 100 Hz filter.

For this investigation, since the primary emphasis is on optimum demodulation and decoding techniques, a fixed 100 Hz band-pass filter is used. For this bandwidth, then, the sample rate may be selected to be 200 Hz , with a resulting sample interval of 5 msec . Since this quantization is considered adequate for representing the minimum duration $24 \mathrm{msec}-$ long pulse of the 50 wpm code with sufficient precision, then $\tau$ is selected to be 5 msec., resulting in independent noise samples.

Since approximately 5 msec . is the largest quantization allowable for adequate precision in representation of the code symbols, and since adaptive techniques for the bandpass filter would result in narrower bandwidths, the assumption
on independent noise samples would be violated for this case, requiring a model which accounts for correlated noise, if optimum techniques are to be pursued.

Although the zero-mean assumption on the output noise process is violated, a zero-mean process may be approximated by estimation of the mean and subtraction of it from the detected output. Estimation of this mean value also provides an estimate of the noise variance, $R_{k}$, which has been assumed to be a known value throughout. (Again, although techniques are available for modeling in the case of unknown noise intensity, the simplified approach taken here is to use the estimate of $R_{k}$ as if it were the true value. It can be seen in section IX, Table XIII, that the resulting processor is relatively insensitive to $\hat{R}_{k}$, as long as $\hat{R}_{k}$ is within a rather large range of the true value.) Estimation of the mean noise level relies on the following relationships.

Let $X_{t}$ be a white gaussian random process with one-sided density $N_{o}$, input to the $B P F$; let $Z_{t}$ be the output of the envelope detector, with $B_{L P F} \geq B_{B P F}$ as illustrated below:


Figure 13. Envelope Detection Process

Then, from Davenport [20],

$$
\begin{aligned}
& \mu_{n} \triangleq E\left(Z_{t}\right)=N_{O} B_{B P F} \\
& R_{n} \triangleq \operatorname{Var}\left(z_{t}\right)=2\left(N_{O} B_{B P F}\right)^{2}
\end{aligned}
$$

Thus if $\mu_{n}$ can be estimated in the absence of a MARK, then

$$
\hat{R}_{n}=2 \hat{\mu}_{n}^{2}
$$

and the approximation to a zero-mean process is $Z_{t}-\hat{\mu}_{n}$. Implementation of such an estimator is described in Section VIII.

The assumption of a gaussian process for $n_{k}$ is clearly violated since the output of the detector has a Rayleigh density in the absence of a MARK, and a Rician density when signal is present. Thus not only are the statistics not gaussian, but also they are correlated with the signal when a MARK is present. By choosing to ignore the higher-order moments of the density (greater than 2), the resulting estimator based on this assumption may not be optimal in the sense of providing as good a conditional-mean estimate as possible, but it will still provide the minimum-mean-squarederror estimate.

## B. THE MEASUREMENT FUNCTION

During the period when $\mathrm{x}_{\mathrm{k}}=0$, the transmitter is turned off and it is not possible to observe the amplitude which is being used to transmit the MARKS. Thus only noise is observed during this period, and by ignoring the correlation between signal and noise when signal is present, the measurement equation is simply:

$$
z_{k}=x_{k} y_{k}+n_{k}
$$

## C. FADING MODEL

The effect of fading can be observed during a MARK period, with the maximum fade rate being determined by the band-pass filter/dectector bandwidth, under worst-case HF channel conditions (rapid, intense fading). For typical values of fading rate on the order of 1 Hz , the fading parameter $\gamma$, for a 5 msec sampling interval is given by:

$$
\gamma=e^{-(.005)(2 \pi)(1)}=.97
$$

The intensity observed at the output of the gain-controlled detector can be approximated for the typical 1 Hz fade rate by noting that during a 1 sec fade period the amplitude can change by about 3 dB for a typical receiver AGC circuit. The intensity for this range of change, i.e., the variance of $v_{k}$ is about:
$\operatorname{Var}\left(\mathrm{v}_{\mathrm{k}}\right) \cong[2 /(1 . / .005)]^{2}=[2 / 200]^{2}=.0001$.

As discussed earlier, in Section IV.B, when no signal is present, the effect of fading is that the subsequent MARK appears at an amplitude which differs from the amplitude of the previous MARK in such a way that it appears as if the MARKS of the signal were transmitted at a random amplitude. Because of this effect, these mark-to-mark variations are lumped together with the variations caused by an actual change in transmitted power.
D. APPARENT TRANSMITTER POWER VARIATIONS

In addition to the Mark-to-Mark amplitude variations discussed above, the actual transmitted power may vary. Usually this effect is most prominent when working with a communications net, since the received power of each of the transmitters on the net will usually be different. These changes usually occur after a pause (during which one net member has signed off and another is preparing to sign on); however,, it is not uncommon for a new net member to sign on during a time duration for a word space or even a character space, especially if net discipline is good. It is assumed that changes do not occur during an element-space or a mark. The following model accounts for these effects:
a) For $\alpha_{k-1} \rightarrow$ mark:

$$
Q_{W}=\operatorname{Var}\left(v_{k}\right)=.0001
$$

$$
\gamma F\left(x_{k} a_{k} \alpha_{k-1} \beta_{k-1}\right)=\gamma=.97
$$

b) For $\alpha_{k-1} \rightarrow$ element space; $x_{k}=0$ :

$$
Q_{W}=0 .
$$

$$
\gamma F(\cdot)=1 .
$$

c) For $\alpha_{k-1} \rightarrow$ element space; $x_{k}=1$ :

$$
Q_{w}=.01
$$

$$
\gamma F(\cdot)=1 .
$$

d) For $\alpha_{k-1} \rightarrow$ any other space; $x_{k}=0$ :

$$
\begin{aligned}
& Q_{W}=0 . \\
& \gamma F(\cdot)=.98
\end{aligned}
$$

e) For $\alpha_{k-1} \rightarrow$ any other space; $x_{k}=1$ :

$$
Q_{W}=.25
$$

$$
\gamma F(\cdot)=1 .
$$

Part (a) is just the fading model for Marks discussed above. Part (b) expresses the statement that no change in amplitude may occur during an element space. Part (c) states that, at the end of an element space the transmitted amplitude has not changed, but a variance of .01 is associated with the amplitude observed on this transition. The value . 01 is obtained by considering that at the end of an element space transmitted at 50 wpm, the fade may have decreased the amplitude to $(.97)^{4}=.89$ of its previous value, thus a variance of $(1-.89)^{2} \cong .01$ is appropriate. Part (d) states that for any other space, while the variance associated with the transmitted amplitude is zero, the amplitude is assumed to decrease exponentially with time at the rate (.98); and Part (e) allows a subsequent MARK to appear with amplitude determined by a gaussian random variable of variance .25. (The construction of the $\Gamma(\cdot)$ function is implied by the assignment of variances to the various $\mathrm{Q}_{\mathrm{w}}$.)
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## VIII. IMPLEMENTATION OF HKM STATE ESTIMATION ALGORITHM

The implementation of the estimator algorithm (Eqn. 26, 30) for the signal and channel models just described is now presented. In the context of this model, estimation of the keystate is referred to as demodulation, estimation of the Morse symbol is termed decoding, and estimation of the text letter is called translation. The estimation algorithm performs joint demodulation, decoding and translation, i.e., these estimates are not made in a serial fashion; rather the structure of the code is used in an optimal way to aid in demodulation, and the structure of the text is used to aid in decoding. From this viewpoint the algorithm represents a "correlator-estimator" [2l] technique in which a sequence of all possible keystate transitions are hypothesized and correlated with the incoming signal, and the most likely sequence is output as the best estimate. From the viewpoint of coding theory, the algorithm represents a tree decoder in which all possible paths of the joint state evolution of the process are examined and extended in an optimal way. If the memory function were dependent on only a finite portion of the past history of the process (usually a good approximation) then the tree decoder reduces to the Viterbi decoder. As implemented herein, the decoder is most like the M-Path algorithm described by Haccoun [22], with the path metric being the product of the likelihood of the
received signal along the path and the transition probability for the path extension. If the decoder is constrained to save only one path, then the decision-directed optimal linear filter investigated in [2] is obtained.

Proceeding now to a detailed description, the algorithm is presented in terms of the Fortran code used to implement it. Subroutine PROCES is the main calling routine which takes an input signal sample each 5 msec , along with an estimate of the noise power, and calls the appropriate routines in order. The first routine called for each sample point is TRPROB, which computes, for each previously saved path ending at node $J$, the probability of extending the path to new nodes which are labeled to indicate the joint state (keystate, element state, letter state, data rate). These probabilities are computed using the model and equations described in the previous section. Next, subroutine PATH labels the new path extended to each new node with: (1) the number of samples since the previous keystate transition along that path; (2) the data rate of the new node; (3) the identity of the element state at the new node; (4) the identity of the letter state at the new node. These labels are obtained from the memory function $f_{\sigma}$ with arguments provided by the identity of the path being extended and the identity of the new node to which the path is being extended. Subroutine LIKHD is then called to compute the likelihood of the input signal sample for each transition under the hypothesis that that particular transition occurred.

LIKHD maintains an array of Kalman filters for computing this likelihood as given in Section V.A by equation (30), and using the specific channel model described in the previous section.

Having obtained the new path identities, transition probabilities, and likelihoods, the posterior probability of each new node (i.e., each path extension) is computed using equation (26), in subroutine PROBP. Next, routine SPROB computes the posterior probability of each keystate $(0,1)$ and each element state, and the conditional mean estimates of the data rate, by summing over the appropriate nodes. The MAP estimate of the keystate at this point is the demodulated signal, and the conditional mean estimate of the keystate is the (non-linear) filtered version of the detected signal. Also the evolution of the MAP estimator for the element state may be observed at this point, and represents the decoded message with zero decoder delay. The next function to be accomplished is the saving of paths for the next iteration. It is at this point that the estimation algorithm becomes sub-optimal, since it is clearly not possible to save all paths at each stage of iteration. A technique which yields a high probability that the correct path will always be saved obviously provides the best sub-optimal performance. Several techniques for selecting the paths to save are available. The simplest idea is to always save a fixed number, say
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$M_{\text {max }}$. It was determined empirically, however, that, while this technique does indeed give a high probability of saving the correct path, most of the time the posterior probabilities of many of the saved paths were very low and need not be extended at all. At the instant of a keystate transition, however, the probabilities become more uniform and it is necessary to save all the $M_{\max }$ paths. The next technique then was to save only enough paths such that the total probability saved was equal to $P_{\text {opt' }}$ subject to the constraint that $M_{\max }$ is not exceeded. Another technique suggested by [22] is to make the number of paths saved a function of the probability of the highest probability path, such that when the highest probability path has a very high probability, fewer paths are saved. Either of the last two techniques has the attractive feature that the decoding computational burden is adaptive to the signal-to-noise ratio and the data rate, and the first of these was selected for use, with the additional constraint that at least one path for each element state is always saved. This algorithm is coded in subroutine SAVEP.

Also in subroutine SAVEP, the saved paths and their identities are renumbered in order of decreasing probability and a pointer array is maintained to identify the previous node from which the saved path was extended. Additionally, the parameters of the Kalman filters are reindexed to be consistent with the new path indices. After action by SAVEP, then, the arrays are ready for the next iteration.
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Before proceeding to the next iteration, however, the trellis of saved paths is updated with the new saved nodes and connected to the proper previously saved paths by using the pointer array. Decoding and translation are accomplished within subroutine TRELIS by operating on the trellis of saved paths. Decoding is done by finding the one node, at sufficient delay, from which all successor paths originate. If no such single node exists within the trellis for a maximum delay of 200 samples (l second delay) then decoding is obtained by reading the node at delay 200 which is connected to the current highest probability path, and all other paths not originating from this node are deleted from the trellis. Since the text has been modeled by a source of equiprobable, independent letters, translation is done by a simple mapping of the decoded Morse symbols into the proper letters and numerals.

There are three auxiliary processing routines for preprocessing of the signal, intended to simulate the operation of a receiver, bandpass filter and envelope detector, along with the routine to estimate the noise power in the detected signal and provide a zero-mean noise process. Subroutine RCVR converts the incoming signal at carrier frequency $\omega_{0}$ to a frequency of 1000 Hz using an 8 kHz sample rate, and provides a single-pole 500 Hz BW band-pass filter. Subroutine BPFDET implements the 100 Hz bandwidth band-pass filter by a series of two digital resonators centered at
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1000 Hz , and accomplishes envelope detection. The low pass filter of the envelope detector is a 100 Hz bandwidth 3pole Chebyshev filter. Subroutine NOISE estimates the noise power present during a space condition by obtaining the minimum value of the envelope detected signal over a period of 240 samples (1.2 seconds). This minimum value is obtained at each 5-msec sample point and averaged. The average is then scaled, with the scale parameter selected empirically, to provide the estimate of $\mu_{n}$, the mean value of the envelope detected output during a space. This estimate is subtracted from the envelope detector output to provide an approximation to a zero-mean noise process; RN, the estimate of noise power in the detected output is then given by $2 \hat{\mu}_{n}{ }^{2}$.

## IX. SIMULATION RESULTS

The Fortran coded algorithm just described has been programmed on a PDP-10 time sharing system, along with a signal simulation routine to generate a Morse code message, a routine to simulate transmitter effects, and a channel model routine. The text generation routine selects letters and numerals either at random or from a pre-defined text file. The corresponding Morse code sequences are generated by a table look-up, and the durations of each element are randomized according to a selectable probability law. (For the results presented here, the probability law used was a truncated gaussian such that no element is ever less than 16 msec or greater than 360 msec in duration. The variance was selected to give the error crossover probabilities on an element basis to correspond to the good, fair, and poor operator defined in section III.B.) The waveform generated by this process is used to modulate a carrier of frequency $\omega_{0} \leq 4 \mathrm{KHZ}$, which is simulated by discrete-time process sampled at 8 kHz . This carrier is then subjected to the fading model (VII.C) and white gaussian noise of selectable power is added. This received carrier is then input to the receiver, bandpass filter and detection routines discussed previously. The output of the envelope detector, adjusted in level by subroutine NOISE, is then input to the main processing algorithm, PROCESS; the demodulated, decoded


[^3]
and translated results are presented on a CRT from which hard copies may be obtained.

The overall objective of the simulation experiment is to determine how well the finite-path suboptimal estimator performs relative to the optimal estimator. Since it is not possible to code the exact optimal estimator due to exponentially expanding memory and computation, the lower bounds an error rate derived in Section III are used as a basis for comparison. Secondly the performance of the tree decoder (the term tree decoder will be used to refer to the suboptimal finite-path estimator) relative to other simpler techniques is to be evaluated. Finally the performance of the tree decoder as a near-optimal demodulator for Morsecode is to be obtained and compared to the performance of the linear matched filter with integration time equal to the basic element duration.

## A. THE IDEALIZED KAM TREE DECODER

The idealization assumptions made in Section III for deriving the lower bounds on error rate can be obtained by constraining the estimation algorithm to have path branching only at the possible transition times of a synchronous KAM signal, and by making the input a true baseband Morse waveform with added white gaussian noise and no fading. This experiment was run in order to determine the validity of the lower bounds derived there and to obtain a data base for evaluating the sensitivity of the tree decoder to
Is
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non-ideal conditions. The results of this experiment are shown in Figure 14 for the three cases of first-order and second-order symbols and independent letters. Clearly under these ideal conditions the lower bound is very nearly obtainable.

Also shown for comparison are the results of demodulation accomplished by linear matched filtering with decoding accomplished by thresholding the durations at $2 T$, where $T$ is the basic element duration. These results show that the demodulation provided by the tree decoder is clearly superior to the matched filter, and that the independent letter model is of sufficient complexity to obtain near-optimal demodulation.

Next, the effect of lack of synchronization was obtained by removing the branching constraint on the paths, but still keeping the same idealized input signal. The results are shown in Figure 15. By comparing with the results for the synchronous case, it is obvious that at the lower SNR's the performance is degraded.

The next effect to be investigated was the sensitivity to noise statistics in the estimator's lack of knowledge of the true noise power. These results, shown in Table XIII, indicate that the estimator is relatively insensitive to incorrect estimates of noise power within a reasonable range.


NOISE POWER EST SENSITIVITY
$(20 \mathrm{wpm}$ KAM $)$

SNR Est Used by Decoder (dB)


| TRUE <br> SNR ( CB$)$ <br> $(100 \mathrm{~Hz})$ | \% LTR Error |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 9 | 0 | - | 0 | - | 0 |
| 6 | 2 | 1 | 1 | - | 1 |
| 3 | 9 | 6 | 5 | - | 5 |
| 2 | - | 19 | - | 14 | 14 |

B. THE REALISTIC HKM TREE DECODER

Although the results discussed above are of theoretical interest since they demonstrate a high degree of correlation with theory, they have little practical value in determining the performance of the demodulator and decoder functions under more realistic signal conditions. The first series of tests used a KAM signal as input, in order to correspond the results to those above for the idealized case and to obtain a basis for comparison with the HKM case. Table XIV shows the performance of the tree decoder as a function of the decoder constraint length (decode delay) and as a function of the degree of optimality of the estimator. (The degree of optimality is given by the

Performance of First-Order Markov Decoder vs. Decode Delay and Degree Of Estimator Optimality - 50 wpm KAM

> Decode Delay (Samples)

| Degree of Optimality ( $\mathrm{P}_{\text {opt }}$ ) | SNR | Avg. No. |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | (100 Hz) | of Paths | 0 | 40 | 200 |
|  | dB | Saved | \% Error | \% Error | \% Error |
|  | 12 | 20 | 0 | 0 | 0 |
| . 98 | 9 | 20 | 9 | 5 | 5 |
|  | 6 | 20 | 68 | 45 | 45 |
| . 95 | 12 | 17 | 0 | 0 | 0 |
|  | 9 | 17 | 9 | 5 | 5 |
|  | 6 | 18 | 68 | 45 | 45 |
| . 9 | 12 | 14 | 0 | 0 | 0 |
|  | 9 | 15 | 12 | 8 | 5 |
|  | 6 | 15 | 56 | 52 | 46 |
| . 85 | 12 | 12 | 3 | 3 | 2 |
|  | 9 | 12 | 32 | 32 | 29 |
|  | 6 | 12 | 58 | 56 | 53 |
| . 8 | 12 | 8 | 3 | 3 | 2 |
|  | 9 | 8 | 38 | 39 | 36 |
|  | 6 | 8 | 68 | 67 | 63 |

parameter $P_{\text {opt' }}$ discussed above, where only enough paths are saved such that the sum of the computed posterior path probabilities $\geq$ P $_{\text {opt }}$. .) These results show that the $90 \%$
optimal estimator with a decode delay of 200 (1 second) is very nearly as good the $98 \%$ optimal decoder. These values were selected, then, for the remaining tests. Table $X V$ shows the performance of the tree decoder as a function of model complexity, and the improvement in performance with increasing complexity at the lower SNR's is evident. For comparison the results for the independent letter model are plotted in Figure 16 along with the results for the idealized case, and the lower bound for envelope detection.

TABLE XV
PERFORMANCE OF DECODER vS. MODEL COMPLEXITY - 90\% OPTIMAL ESTIMATOR, KAM SIGNAL

DECODER MODEL

| Speed <br> (wpm) | SNR (dB) <br> (100 Hz) | First <br> Order <br> - Error | Second Order <br> - Error | Indep <br> Char <br> - Error | Avg no. of paths saved |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 12 | 0 | 0 | 0 | 14 |
| 50 | 9 | 5 | 4 | 3 | 15 |
|  | 8 | 14 | 11 | 5 | 15 |
|  | 7 | 36 | 30 | 16 | 16 |
|  | 6 | 46 | 41 | 35 | 16 |
| 20 | 9 | 0 | 0 | 0 | 8 |
|  | 6 | 10 | 6 | 3 | 8 |
|  | 4 | 12 | 9 | 6 | 9 |
|  | 3 | 43 | 38 | 31 | 9 |



The next series of tests used a simulated hand-keyed signal as input at nominal speeds of 20 and 30 wpm. The performance for the good, fair, and poor keying characteristics (element error probabilities of .00143, .0149, and .0403 respectively) was evaluated for $P_{\text {opt }}=.9$, and decode delay $=200$ as a function of model complexity. These results are tabulated in Table XVI. The result for the fair sender is shown in Figure 17 along with the corresponding result for the KAM signal and the theoretical lower bound.

## TABLE XVI

Decoder Performance For Simulated Hand-Keyed Morse

| Sending Quality | $\begin{aligned} & \text { SNR (dB) } \\ & (100 \mathrm{~Hz}) \end{aligned}$ | 30 wpm \% Letter Error | Avg No of Paths Saved | 20 wpm \% Letter Error | Avg No of Paths Save |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 9 | 3 | 8 | 1 | 9 |
| Good | 6 | 5 | 8 | 4 | 10 |
| (Sending | 4 | 36 | 9 | 6 | 10 |
| Error Rate $=1 \%$ ) | 3 | - | 9 | 31 | 11 |
|  | 9 | 5 | 9 | 4 | 10 |
| Fair | 6 | 7 | 10 | 6 | 10 |
| (Sending | 4 | 42 | 10 | 8 | 11 |
| Error Rate $=10 \%)$ | 3 | - | 11 | 34 | 11 |
|  | 9 | 12 | 11 | 11 | 12 |
| Poor | 6 | 13 | 11 | 13 | 13 |
| (Sending | 4 | 46 | 12 | 14 | 13 |
| $\begin{aligned} & \text { Error Rate } \\ & =25 \%) \end{aligned}$ | 3 | - | 12 | 38 | 14 |



The adaptability of the decoder to abrupt changes in speed of transmission was next evaluated at several values of SNR. This test was run by causing an abrupt speed change to occur after every tenth letter. The output was then compared to the output for the no speed change case to obtain the extra errors introduced by the speed change. This increase in error caused by speed change is tabulated in Table XVII, as a function of the magnitude of speed change and SNR. A KAM signal was used for the 50 wpm speed, and a fair sending operator was simulated for the 30 and 20 wpm signals.

## TABLE XVII

Decoder Speed Adaptability

Speed of
SNR Previous Segment
\% Error Increase Over Constant speed

New Speed
$50 \quad 30 \quad 20$

50
30
20

50
$8 \mathrm{~dB} \quad 30$
20

50

20
0
1 - 2

1
1 -

30

6 dB

4
4

1

56

2
1
4

2
1
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In order to compare the decoder performance with the performance of the MAUDE algorithm and Howe's quasi-Bayes decoder [14], the decoder was next tested against simulated hand-keyed signals using the same mark/space durations that were used in Howe's tests. The simulated signals consisted of the following keying characteristics:

Sl - Moderate variance handkeyed: Mark-space sequence with nominal l-3-7 mean element duration ratios and element standard deviation-to-mean ratio of 0.2 , nominal sending speed of 15 wpm. ( $\bar{E}_{S}$, the average sending letter-error rate $=10 \%$ ).

S2 - Abrupt speed changes, low variance handkeyed: Mark-space sequence with nominal 1-3-7 element duration ratios and element standard deviation to mean ratios of 0.15 with abrupt nominal speed changes among 10, 15, 20 wpm rates. $\left(\bar{E}_{s}\right.$, each speed segment, $\left.=3 \%\right)$.

S3 - Gradual speed change, low variance manual: Same as S 2 above, but with gradual speed changes between approximately 10 and 20 wpm over a period of 30 seconds.

Each of these files was used to modulate a carrier of constant amplitude to which white gaussian noise was added for signal-to-noise ratios of $12 \mathrm{~dB}, 9 \mathrm{~dB}, 6 \mathrm{~dB}$ referenced to 100 Hz . The results of this test are shown in Table XVIII. A comparison of these results for the high SNR case (the only case considered by Howe) with the performance of the quasi-Bayes and MAUDE algorithms is shown in Table XIX.

```
TABLE XVIII
DECODER PERFORMANCE FOR SIMULATED HAND-KEYED
    MORSE USING HOWE'S MARK-SPACE FILES
\begin{tabular}{llcl} 
File & \multicolumn{3}{c}{ SNR (dB) } \\
& 12 Error \(^{\circ}\) & 9 Error & 6 \\
& \% Error \\
S1 & 11 & 11 & 24 \\
S2 & 4 & 6 & 11 \\
S3 & 5 & 6 & 13
\end{tabular}
```

TABLE XIX
COMPARISON OF TREE DECODER WITH MAUDE AND HOWE'S QUASI-BAYES DECODER, HIGH SNR

| File | Decoder Algorithm |  |  |
| :--- | :---: | :--- | :--- |
|  | Tree <br> $\%$ Error | MAUDE* <br> $\%$ Error | Quasi-Bayes* <br> \% Error |
| S1 | 11 | 20 | 8 |
| S2 | 4 | 12 | 5 |
| S3 | 5 | 14 | 6 |

* Data for MAUDE \& Ouasi-Bayes From [14, p. 74].
C. STATISTICAL SIGNIFICANCE OF EXPERIMENTAL RESULTS

The sample size used in each of the experiments described was approximately 200 letters. Since the sample size is greater than 30 , and since each experiment was performed under well-controlled conditions, the outcome of each experiment (proportion of letter errors) may be reasonably assumed to be a sample point arising from a gaussian density. Under this assumption, the following 90\% confidence intervals [23] are applicable (Table XX).

## TABLE XX

90\%-CONFIDENCE INTERVAL FOR EXPERIMENTAL RESULTS

## MEASURED EXPERIMENTAL ERROR RATE

5\%
$10 \%$
$15 \%$
$20 \%$
$25 \%$
$30 \%$

## 90\% CONFIDENCE INTERVAL

$3 \%-8 \%$
$7 \%-14 \%$
11\%-19\%
$15 \%-26 \%$
$20 \%-31 \%$
$24 \%-36 \%$

While the relatively small sample size of 200 letters is adequate for the well-controlled simulation experiments, because of the consistency of the input signals, a much larger sample size would be required for testing against actual data. Because of the lengthy processing time required on the $P D P-10$ implementation (one minute of data requires approximately 20 minutes of processing time), however, it was not feasible to obtain large quantities of test data against actual signals. The following Eield results given in Tables XXI and XXII, therefore should be considered a proof of feasibility of the tree-decoder, but not necessarily typical of results to be expected under a wide range of signal and keying characteristics.

## X. PRELIMINARY RESULTS FROM FIELD DATA

In order to obtain an estimate of the projected performance of the tree decoder under actual signal and channel conditions, the algorithm was tested against several tape recordings of signals made in the field. Analog tape recordings of the output of a receiver using a 4 kHz IF band width with fast-attack, moderate-speed decay (approx. 200 msec ) AGC were made. These tapes were digitized using a sample rate of 8 kHz . Each cut is approximately 50 seconds in duration, resulting in a relatively small, but significant, data base for analysis. The text in each case was context-free, and all signals were of sufficiently high signal-to-noise ratio so that the true transmitted text could be recovered from the detected output. The results of these tests are shown in Tables XXI and XXII for the KAM and HKM signals respectively.

## TABLE XXI

PERFORMANCE OF TREE DECODER AGAINST ACTUAL SIGNALS, KAM SENDER

Sample
Data Rate (wpm)

Avg SNR (dB)
(100 Hz)

Letter Error
(\%)
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PERFORMANCE OF TREE DECODER AGAINST ACTUAL SIGNALS, HKM SENDER

| Sample | Data Rate <br> $(\mathrm{wpm})$ | Avg SNR (dB) <br> $(100 \mathrm{~Hz})$ | Letter Error <br> $(\%)$ |
| :---: | :---: | :---: | :---: |
| 1 | 18 | 20 | 4 |
| 2 | 16 | 16 | 3 |
| 3 | 22 | 18 | 15 |
| 4 | 20 | 20 | 8 |

The disappointing results for samples 4 and 5 of the KAM signals are attributed to two effects observed on these cuts. Sample 4 contains several long sequences of highlevel "static" or "burst" noise, which appear in the envelope-detected output as energy which is inseparable from true marks of the desired signal. Although these false marks are of lower level than the actual signal, the algorithm assumes that they are faded marks of the incoming signal and demodulates them as such. Although the algorithm successfully rejects many of the shorter spurious marks because they are inconsistent with the speed of transmission, enough are accepted as valid marks to cause the error rate to be high.

In the case of sample 5, all of the errors are attributed to a low level Morse interferer which becomes predominant when the desired signal is in a word space or pause condition.

During these times, the receiver gain is not controlled by the relatively high-level desired signal, and the underlying interferer is of sufficient $S N R$ (approx. 8 dB ) to be demodulated by the tree decoder algorithm.

For the HKM cuts, the comparatively high error rates for samples 3 and 4 are attributed to the same type of interference/AGC effect discussed above, although in sample 3 the interferer is one leg of an FSK teletype signal. For all the HKM cuts, the sending quality is rated as good-to-fair.
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## XI. SUMMARY AND CONCLUSIONS

The extinction of communication by Morse telegraphy has been repeatedly predicted aperiodically since about 1950. While the commercial use of this mode of communications is virtually nonexistent in the U.S., except for some maritime services, it is still used in the military services of many countries. The reliability of Morse links is well-known and long-distance communication, particularly at HF, is possible under conditions of interference and atmospherics which would render other means of communication useless. The simplicity, reliability, and efficiency of the receiver (the human mind) preclude extinction of this oldest form of successful electrical communications.

Radio communication between two persons using Morse code is a distinctly human process, involving nuances of code variations and tacitly assumed conventions between the communicators, which make machine transcription of the human-sent code particularly difficult. The theoretical development of a unified structure for modeling a Morse message (not just the code itself) presented in this report shows how the various aspects of linguistic context, formatting, individualistic operator sending peculiarities, and code symbol dependencies may be combined in the design of an optimal Morse translator. As a practical example of modeling of the Morse message within this structure, a
model for independent equally-likely letter messages was derived, and the resulting decoder was tested against a variety of simulated and actual Morse messages.

The results of the simulations show that the error rate of the idealized KAM decoder [Fig. 14,15] approaches the theoretical lower bound for the gaussian channel, derived from coding theory arguments, and that the increase in performance compared to a linear dot-matched filter can be significant at low signal-to-noise ratios. Secondly, the performance of the HKM decoder using envelope detection [Fig. l6] was demonstrated to be only moderately sensitive to the non-gaussian nature of the noise statistics at the output of the envelope detector, for SNR's above approximately 4 dB in 100 Hz . Finally the performance of the HKM tree decoder against simulated hand-keyed Morse [Fig. 17] shows that, under these laboratory conditions, the tree decoder can be expected to provide an error rate no worse than that of a human transcriber for: (l) output copy with an acceptable error of $10 \%$ or less; (2) independent equallylikely letter messages. In comparison with the MAUDE algorithm, [Table KIX] the tree decoder shows a significant decrease in error rate on the simulated data, while in comparison with Howe's Quasi-Bayes decoder the error rates are about the same.

These results show that for the case of random letter text, the performance of a human operator can be very nearly obtained by optimal non-linear processing techniques. The
estimation algorithm derived in this investigation is adaptive to speed changes, varying noise levels and fading signals and has performed for approximately 90 hours of running time (approximately 21,000 characters total) without exhibiting any noticable signs of divergence or instability. The computational burden is severe, however, and for practical use would require possibly a pipe-lined approach with digital hardware under microprocessor control.

The strength of the tree decoder for random letters lies primarily in its use of the Morse code structure to perform channel decoding, i.e., demodulation, and secondarily in its use of the structure to accomplish source decoding. For contextual messages, however, a wellconstructed model of the linguistics, semantics, ad format embodied in the structure of an appropriate $f_{\lambda}$ text function, describing the evolution of the message states as a finite state machine, would add significantly to the error-correction capability of the decoder. To the extent that such a function can accurately describe the Morse message linguistically, the error-rate for contextual messages may be made to approach that for the human operator. As such, the parallel between the problems of Morse translation and automatic speech understanding is evident and therein lies the rub, and perhaps, the solution.


## ?

## APPENDIX

## SAMPLES OF OUTPUT DATA

I. In order to obtain an intuitive appeal for the errors produced by the tree decoder, several examples of output copy are shown below for various levels of keying quality and signal-to-noise ratios. Errors are indicated by an underline.
A. $50 \mathrm{wpm}, \mathrm{KAM}, 12 \mathrm{~dB}$ SNR:

A LAZY BROWN DOG JUMPED OVER 2 LOGS
ON A SUNNY SUNDAY AFTERNOON
B. 20 wpm, Fair Key, 9 dB SNR:

A LAZY BROWN DOG JU.ED OVF 2 LOGS
ON I SUNNY SUNDAY AMTERNOON
C. 20 wpm , Fair Key, 6 dB SNR:

A LS7 BORWN DOZ JUMPED JHF 2 LOGS
ON A SUNNY SUDDAS AFDRNOON
D. 20 wpm, Fair Key, 6 dB SNR (same as C., but with a different noise sequence):

A LSZZㅍ BROWN DOZ JUMPED OVEL 2 LOGS ON A SUNNY IUTSANO AFTEGNOON

E. 20 wpm, Fair Key, 4 dB SNR

V LAZX HROWN DUD JUMPED JVEL IMI L_OGS ON A SUNNY IM6ACN AFORNOON
F. 15 wpm, KAM, 12 dB SNR

CWA6 DE LAB IAW THE QUICK GREY FOX JUMPED OVER THE LAZY BROWN DOG ON A SUNNY SUMMER AFTERNOON. THIS IS A TEST. VVV JVXI JGBA GBEY IQNH OPRP CIPU URUC RHIC MUJX SKYQ
G. 15 wpm, Fair Key, 12 dB SNR

CWA6 DE HHH IAW THE QUICK GREY FOX JUMPL OVER THE LAZY BROWN NROGON ASUNNY SUMMER AFTERNGON. $\underline{\text { GIS }}$ IS A NSCK VVV JVXI JGBA GBEY IHIH OPRP CIPU UKUC RMIC MUJX SKYQ
H. 15 wpm, Fair Key, 6 dB SNR

C\%A6 DE 5HH IAW 5E QUICO GREY FOX JUMPED OHER T5 LAZY B5OW5 NROG QN ASUNNY SUMMER AFTERNOON 65IS A NSCK VVV JVXI JGBA GBE3SHIH OPRAS CIPU SKUU RHIC MUJX SKYQ
II. The waveforms shown in the following Figures (Fig. 18) are provided to give a visual appeal to the quality of the signals processed by the tree decoder. In each figure the input Morse keying signal is on line a. Immediately underneath, on line $b$ is the output of the envelope detector after the carrier has been modulated by the keying signal, additive noise applied, filtered and finally detected. On line $c$ is the detected signal, after downsampling to 200 Hz and adjusted in level by subroutine NOISE. The output of the zero-delay MAP estimate of the keystate (the demodulated signal) is on line d. These waveforms are the result of processing message E. above. Note that although the demodulated output in many cases is not correct, the correct letter is still decoded, because of the soft decisions utilized in the tree-decoder.
a. Input Signal

c. Detected Signal
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INTEGER FLMMAT,XHAT
D(4ENSTON S1(512),S2(5!2),S3(512)
DIMENSTON S4(512)
OATA RN/.1/
OATA NP/G/
CALL ifitt
CALL IMPUTI.
1
00 ? iva $=1.512$
0) 3 N2 $=1,13$
CALL SIMSGI(X,2SIG)
CALL KCVR(ZSIG,ZRCV)
CALL BPFOET (ZRCV,ZIET)
$N P=N P+1$
IF (HP.LT.40) GO TO 3
$N P=\square$
CALL VOISE(ZMET,RN,Z)
CALL PROCES (7, RN, XHAT, PX, ELHHAT, LTRHAT)
covifnue
Nanl
CALL STATS(ZDEY,Z opx ,XHAT,31,S2,S3,S4,N)
continue
Ca1.L OISPLA(S1,52,53,54)
GU TO
STop
Ew

00160 002018 0.330 02400 205 リ． Q4000 03104 90809 03910 91730 01100 912？ 01300 01400 01507 01600 01710 2190 01964 92\％М1 $021.9 \%$ गe2．3 923： 0 92415 035012 02909 027 2才 0289.1 929：$x$ 03070 23100 932．9 0．33：4
93400 03500 336.39 337210 03929 939．96 $047: 19$ 04188 042.10 343.17 044.124 04501 84ヶ．） 047 ग刀 948．12

SJBNOUTIME IVPUTL
OIMENSIUN ESEP（G），FDEV（G）
COMMUN／BLK：／TAIJ／BL KG／OMEAN，XDLR，ESEP，EDEV
COMMUN／BLAE／AC，WCHIRP，ASIGMA，RSIGMA，PHISGM，
Z2SIGM，TLHIFP，GAMMA
DATA TAU／．OOB！？5／，EJEP／1．3．1．3．7．14／，EDEV／6＊0．／
DATA YロコR！日．！

## TYPE 100

10．FURMAT（ $1 \times$ ．＇IMPIJT KEYIAG PAGMS：RAPE，MEAN ELEM DURATIONS＊） ACCEDT ZA』，RATE，（ESEP $(K), K=1,6)$ TYOF 15\％
ISA FQRiAAT（IK，＇INPUT EIE：DURATION STD OFVIATIONS＇） ACCEPY 2N．（EDEV $(x), k=1,6)$
FDRMA（？ $7 F$ ）
PYPE 3iA
300 FUR：MAT（IX，＂IVPUT SIG PARMS＝AVAR，BVAR，FCHIRP，TCHIRP，PHIVAR＂） ACCEPT ZAD，AVAR，BVAR，FCHIRD，TCHIDP，PHIVAR TYPE 4 Wh
40d FORIAT（IK，＇INHIST STG PARMS：GAMMA，FREQ，NGISE＇）
ACCEPT 2DD．GAMMA，FC．RNDISE
$A S P G M A=\operatorname{SORT}(A / A R)$
30 TGMA $=$ SURT（GVAR）
PHISGM＝SORT（PMIVAK）
2STG＂：SURT（RNGTSE）

${ }^{4} C=0.23317 * F C$
WCHIDP＝の，2831ソ＊FGHIR？

ESEP（1）＝1。
ESEP $(2)=?$
Ej5p（3）$=1$ ．
$5 S E P(4)=3$.
FSFP（5）$=7$ ．
ESEP（6）＝14．

510 FETUR．
E的？

> GaBRULITE INITL
> DIMEVSTUN IELAST(ADO),ILAM!(:の), ILAMX(h)

$$
\begin{aligned}
& \text { IIHENSIJN [ARQAY(B)! ITEXT(2公の) }
\end{aligned}
$$

06103
9520
06300
26420
0650 M
20687
96707
268.97

09490
07400
27160
8120
0130
01150
81531
07634
07709
07900
87930
2870
03129
982．00
253n这
2840
28540
08．599
087）か
03800
93919
99月40
991000
2920．
8930 a
$194 \pi$
09540
09620
997 日
298iad
9990\％
1040 16160 10200 10300 10400 $105 \% 3$ 10509 1675
124．70
1996＂3
11990
11109
112 m 9
113.8
114.4

11596
11 han
$1172 \%$
11809
11903
12 ana
OATA ISK/1,1, G, 0, D, D/

2304 *の,



$0,0,3,0,7,7,7,0,3,7,3,7,3,7,3,7,384,0$,
$0,2,0,4,4,3,0,8,4,8,4,8,4,8,4,8,324 * \pi 1$
OATA IFLLMST/1,2,3,4,5,6,7,8,9,19,11,12,
C $13,14,15,16,384,401$
D,TA IL.AM1/3,4,5,6,3,4,5,6,1,2,1,2,1,2,1,21
CATA ILAMK/1, 1, 明, 0, 0, 01







DATA ELEMTR1.55,.5,.5,.5..55,.5..5,.5,8*月.,

z $3 * 0 ., 335, .374, .452,032, .062, .062, .04, .044$,


DATA RTMANS/.1,.2,.4,.2,.1,.13,.2,.3,.2,.15/


2 2, 2, 2, 0, o, 11

< $1,1,2, \pi, 0,1,1, x, \pi, \pi, 0,1,1,0,0, \pi, 01$
OPEH(UVIT=2A,FILF=*MJRSEM•)
DU $!:=1,320$
RFAO (20, 30 ) (IARPAY (K), $K=1,8$ )
FURMAT(RI3)
no 11 K $=1$, $n$
MEMFCir $I, K)=I \wedge R R A Y(K+2)$
LTRMAP(I) =IムRPAY(1)
ILLMST(I)=IARRAY(C)
IF( (TGLHST(I).ER.1).OQ.(IELMST(I).EQ.3j)
e IKIANK (I) =1

2 THLANK (I) =?
12 CONTMUE
FADFILE 2 ó


mitte (e., 4x) (MEVFCN(I,k), $k=1,6)$

```
12100
12200
1230%
1240%
12500
1260%
1279%
12800
12400
13030
13142
13208
13300
13408
13500
4# FURMAT(10x,5(13,2x))
    5N CONTINUEE
        ENDFILE ?%
        GPEN(UNIT=2O,FILE=*TEXT*)
        DO bA I=1,1,75
        KEAD(20,1%) ITEXT(I)
    7# FORMAT([2)
    OT CONTINUE
        EHOFILE QO
RETURN
END
```

SUAROUTLAE SIMSGI（X，SIG）
COMMON／BLK1／TAU
COMMON／BLKP／NC，WCHIRP，ASIGMA，BSIGMA，PHISGM， ZKSIGM，「CHIKP，GAHMA
Data XLaSt／1．／．BETA／1．1
GATA AMP／1．1．DFADE／G．1，THETA／O．1．PHI／D．1

```
DUR=8ETA
```

CALL XEY(OUR, X)


X 1 AST $=x$
CALL RAND (A, 1, , , AS[GAA)
$A: M P$ a $A M P+T x * *$
IF (AHP.LT..OU) AMP =.01
CALL 2AIDN(w, 1, A., BSIGMA)
$B F A D E=G A T A A E F A D E+M$
$A 4 P B=A M P+E F A C E$
IF (AMP日.LI.2. スg1) BFADE=D.221-A:AP
$A M F_{Q}=A M P+E F A I E$


THETA = THETA+( + C + NCHRP) *TAG
THETA $=$ AMOD (THETA,6.23319)
CALL RANDN(m, D. D. PHISGM)
PMTEPHT+TK*N
PmI=AMUC(OHI, o.28319)

CALL SANDN(ZN, 1, A, RSIGM)
SIG=SIG+RV
PETURA
ENO
SHRROUTICE KFy(DUR, X)
DIMENSION ESEP (0), EDEV (6), MORSE (16.4 4 )


COMON/BLXI/TAJ/PLKG/OMENN, XDUP, EGEP, EDEV

ロa厂


$2 \quad 2,3,1,3,1,3,1,1,4,0,2,3,1,3,1,3,1,2, x, \infty$,

$1,3,1,3,2,3,1,2,0,0,2,3,2,3,1, \pi, \lambda, 1,4,8$,
$1,3,1,3,1,3,1, \pi, 1,2,1,3,1, x, 9,2,9,8,1,2$,
$1,3,2,2,2,3,2,2, \pi, 2,2,3,1,3,2,9,4,2,0,0$,
2 $1,3,2,3,1,3,1, \pi, \pi, \pi, 2,3,2, \pi, \pi, x, \pi, x, \pi, \pi$,
द 2, 3, , , , , , , , , , , , , 2, 2, 3, 2, 3, 2, 4, , , a, a, a,
$2 \quad 1,3,2,3,2,3,1,7,7,2,2,3,2,3,1,3,2,7,2,0$,
$0610 \%$
0620 ？ 06300 06469 06500 guna？ 06700
gadis
05920
07904
07100
87200
07303
97406
375 を
$0760^{0} 0$
071814
1／a0a
97920
araog
08180
nд20n
083：20
88400
28530
$0862 \pi$
93720
08830
089.36

99915：
971．37
092na
293018
9910

```
uro
    1,3,2,3,1,3,\pi,0,0,9,1,3,1,3,1, , , , , , , , ,
    2,0,2,\pi,a,0,0,0,0,n,1,3,1,3,2,0,0,0,0,0,
    1,3,1,3,1,3,2, , , , , 1,3,2,3,2, , , , , a,a,
    2,3,1,3,1,3,2, ,, , , 2, 3, 1,3,2,3,2,\pi,0, , ,
    2,3,2,3,1,3,1,0,0,0,1,3,2,3,2,3,2,3,2, , ,
    1,3,1,3,2,2,2,3,2,1,1,3,1,3,1,3,2,3,2, , ,
    1,3,1,3,1,3,1,3,2,2,1,3,1,3,1,3,1,3,1,0,
    2,3,1,3,1,3,1,3,1,0,2,3,2,3,1,3,1,3,1,2,
    2,3,2,3,2,3,1,3,1,@,2,3,2,3,2,3,2,3,1,0,
```



```
    OATA ISYM&L/IH, ,1H_,1H,1H/,IN:,1H\/
    BETA=1昭**TAU*DUR
    IF(\OmegaETA,LT. (CUR) GO TO PaN
    NELM=NE!_M+1
    IELM= MORSE(NELM,I.YR)
    TF(IEWH.NE.W) GO TO 1GN
    \ELM=W
    Y=RAN(TA)
    IELM=4
    IF(Y,TT..G) IEL泊=5
    IF((Y,LEE,Q),AND.(Y,GT,.3)) IELM=6
    Y=RAA(In)
    Y=35*(1-0, 4. \ ) +1.
    IY=Y
    LYF=IY+l
    G2 10 1.3?
    N!.TKEN+1.T`+!
    LTR=|TFYT(vLTF)
    IF(|PQ.EN., IE|.4=4
    IF(LTr.EO.3?) IELM=5
    l\overline{P}(L,Y,EGG,3d) TEL^=6
    NLTK=圤TR+1
    LTR=TTEXT(VLTR)
    M=N+!
    IF(N.LT.U**) 心门 TO 110
    VOC
    ClLT:=*
    IC\0=1
    TY血 4A素
```



```
    0) 10 < = 1,10
```




```
    TYOE 1a!a,(ICUT(L),6=к!, 人己)
    100^ FORMAT(/, 1*,50A1)
    IN CONTINIE
    ACCFPT IOMCH,ADT
    XM=ESEP!TEL**)*ONEAN
    ×SICH=FCEV(IF!M)*UMEAN
    Y二又心N(Tん)
    v=2.*(Y-.j)
    XBUF=X"+Y*X3!!a4
```



```
    x=1.
    !r(TEL`.rE゙.3) 幺=`.
```

    10
    110
    为

00129
$002 \%$
20300
00430
00509
026127
00770
$008: 37$
989182
011：4
01100
01209
01303
$01+00$
0150\％
01609
01770
218．3．
11906
020100
2ढ104
02？30
02300
の24．
02560
026.00

027 ग
82800
n2740
03001
231． 10
032.10

033日 0
034.20

035 2 1
036）
03772
33 600
059.7

94909
041 14
0.42 .3

2430．
24400
045.100

0460．
047：
048：3 0
049 分
35.204

85130
05230
853 m
254.911

755．2：
056in

SURROUTINE OISPLA（51，S2，53．54）
OIMENSIOA s！（512），S2（512），S3（512），s4（512）
Crill ERASE
CA1L PLCTR（S1，512，0，XM，404）
SALL PLOTR（S己，512，0，XM，275）
CALL PLOTR（S3，512，1，1，150）
CabL P1．OTK（S4，512，2，XM，40）
CALL VIEN（ $1^{\circ}$ ）
ACCEDT 120日，NAIT
1 才an FURMAT（AE）
RETURV
END

SUHROUTINE STATSCXTV\＆，XINZ，XIN3，XINA，SI， ？ $32,53,54$, m

$S_{1}(N)=X I N:$
Sc（v）$=X I N 2$
$S 3(N)=x 1 N^{n}$
S4（in）$=X I \mathrm{~A}$
RETURN
EHO

SUतROUTIVE AUTOCR（S5，RS）
DIMENS：O．SS（512），RS（512），s（1000），RS1（5N才）


Cu 100 $I=1$ ，buは
$S(I)=S 5(I)$
ャ31（I）＝
CUNTINUE
Du 2n9 $1=1.596$
$0030 \pi x=1.5 \pi 0$

CONTIMUE
CONTDGE
10 4 $481=1,500$
RS（I）$=\left(\alpha S(I) *\left(x_{i} \cdot 1.\right)+R S I(I)\right) / x^{N} N$
cuntinde
qETJRM
Evo

THIS BUERUUTINF IMPLEMENTS THE PROCESSIMG ALGORITMM
FOR JOINT DEMQDULATIUN，DECOOING，AND TRANSLATION OF
THE RECEIVED HORSE FROCESS．IT TAKES IN A NEW MEASURF－ MENT，Z，OF TME NETECTED SIGNAL EVERY 5 MSEC AND PRO－ DUCES AN ESTIMATF OF THE CUNPEPT KEYSTATE，ELEMENT STATE，AVC LETYER DF THE RECEIVEC SIGNAL．

DEFINITIONS UF VARTABLE NAMES：
Z－INPUT SAMPLE OF DETECTFD SIGNAL
QN－TAPUT NOTSE POWER ESTTMATE
XHATE OUTPUT ESTIMATE OF KEYGTATE
ELMMAT－OUTPUT ESTIMATE OF ELEMENT STATE LThMAT DUTPUTESTIMATE OF LETTER STATE

ISAVE－VO．OF PRFVJDUS PATHS SAVEG
IPATHE TIEENTIY IGF SAVED PATH

DJス̃（I）OURATION OC FLEMENT ON PATM I
ILQATE（I）－IGFNTITY OF DATA RATE ON PATH I
PI甘（I，N）－COMPUTEO TRANS FOOB FROM PATH I TO STATE N
！AMSAV（J）－IJENTITY UF LTR STATE AT HEN NOOE J
ILRSAV（J）－TDENTITY OF DATA RATE AT NEU NODE J
I．KMO（J）－LIKELIHOOO VALUE FOR NODE J
$P(J)-\quad$ COMPUTEC POSTERIOR PROQ OF PATH EMDING AT NEN NGOE J
PSELEN（K）－COMPUTED POSTERIOR ORUB OF ELEMK
SHDHAT－CONA HEAHESTIMATE OF INSTANT DATA RATE
PX－POSTERIOR PROB THAT KEYSTATE EGUALS 1
THE FOLLOAIVG SUBRJUTIMES ARE IITILITED：
TRPROE－CUMPUTES TFANSITION PROHARILITIES
PATIG COMPUTES YOENTITY OF NEM PATHS
LIXIHD COMPUTES THE LIKELIHDOD DF EACH PATIH EXTENSION

SHR UA＝CUMFUTFS POSTERIUK PRORS DF EACH STATE
SAVE SAVES THE HIGHEST PROB WATHS
PRELIS－FiRMS A TRFLIS GF SAVED PATHS
TRAVSL－TOANSLITES THE LETTER ESTIHATE
ALL TAELES JF CONSTANTS AKE STOREO IN COMMON．

そとAL Lくけ
INTEGEF ELYMAT，XHAT，PATHSV，SORT
MIMENSI：LAMFOA（25），DUR（25），ILIRATE（25），PIN（25，3月）
DIAENSIUN LAMSAV（750），OURSAV（75月1，IL．RSAV（750）
CINESTON LAWD（75，F F（750），DSELEM（G）
VIMENSIJM PATHSV（25），SORT（25）
DAYA ISAVE／25／
OLTA LAMEDA／25＊5／

○は「AF／750＊1．1


$$
1
$$

C FQR EACH SAVED FATH，COMPUTE：
C TRANSITION PRQRABILITY TO NEG STATE（TRPRUB）：
C ICENTITY DF EALH NEN PATH EXTENDED（PATH）；
C LIKELIHOOD（F EACH STATE EXTENSION（LIKHD）：
C
C
DO 1月A I＝1．1SAVE
IPATHE I
Call TRPGOA（IPATH，LAMBOA（I），DUR（T），ILRATE（T），PIN）
CALL PATH（IPATH，LAMBMA（I），DUR（I），ILRATE（I），LAMSAV，DURSAV，ILR．
CALL LIKHDPZ，RN，IPATH，LAMBOA（I），DUR（I），
2 ILRSTE（I），PIN，LKHD）
100 Contimue
C HAVIVG ORTAINED ALL NEM PATHS，COMPUTE：
－POSTERIOR PROQABILITY OF EAEH NEW PATM（PROBP）：
C PUSTÉ̆IOR PRORAGILITY OF KEYSATE，ELEM STATE，
CONOITIJNA！AEAN ESTIMATE OF SPEED（SPROA）：

GALL PROgM（F，PIN，ISAVE，LKMD）
CALL SPROB（P，ISAVF，ILRSAV，HELM，KHAT，
a Sp（4at．px）
XHAT $=0$
IF（PK．GT．日．5）XHAT＝1
c
C SQVE THE PATHS HTA HIGHEST DYOGABILITY，AAD
C STORE THE YALUES CORRESPDNDING TO THESE PATHS：
CHIL SAVEP（P，PATHSV，TSAVE，IMAX，LAMSAV，MIRSAV，
？ILPSAV．lampoa，our，IlRATE，SORT）
（i）TO 1
TYPE 1 AGA．Z
130 Fopmat（11．4x．512．7．1）
or ：IN＝1，IGAve
TYPE 11AS，IN，f（IM），PATMSV（IN），LAMBDA（IN），OUR（IN），ILRATE（IN） $2 \quad$ In X O（SORT（INJ）


C
－UPDATE TYE！LTS with rëg SavED yones，ano
c ogTatm lftter state estimate：
CGLL TREIIS（ISAVE．PATHSV，LAMHDA，IMAX）


## +10

2000
2109
E2 20 ？ 2304
2450 $250 \%$ 2620 275 2890 く920
$7030 \quad \mathrm{y}=1.30$
1984
OL"ENSION PIN(3N)
OU $1 \& \quad v=1,3$ is
$P($ PR, N) $=9$ 。
cavilutae
rit Tu 2nd
6
C.

D) 1 A $x=1,0$

$v=(1-1) * 6+x$
ぐち 1 = K

100
coJit Tue
$P(I f, v)=$ IM(N)/PSUM

SJRROUTINE TRFROB（IF，LAMBDA，NUR，ILPATE，P）

```
The Folgoaing Function suarnutines aŕe useo:
    XTRANS- PETURNS THE KEY分ATE TPANSITIQN PROBAEIGITY
            ruN|ITIONE? ON EL_EMENT TYPE AAOD DATA PATE
    PTPAYS- DETURNS THE PATH-CONOITIONAL STATE TRANSITION PROB
```

            DIMENSION P (25, 30), IELMST(4AD), ILAMI(16), ILAMX(6)
            COMMOH/BLKLAM/IELMST,ILAMA, ILAMX
                LUOK LP ELEMENT TYPE FOR LTK STATE LAMBDA:
            If (lampdr.ive.0) GO TO 20
            20 IELEM=ILA.11(IELAST(LAMMO) A))
            C. COMPUTE KEYSTATE TRAYSITION PROBABILIHY:
            PTRX=XTRANS(IELEN, DLR,ILRATE)
            FOP EACH STATE, COMPUTE STATE TRANSITION PROBABILITY:
            CAL- PTRAYS(KELM, IRATE, LAMRDA, ILRATE, FTRX, PSUM, PIN,N)
    RETJRN
END

FUNCTION XTAAMS（IELEM，DGARATE？
C SCALE DURATIUN ANO DGTAIN DENSITY PARAMETER：

```
            MSCALE = KIMAP(IELEM)
            RSCALE=1200.1IRATE
```




```
            tF (IELE:n.ED.to GO TO 27
            IF (IELEM, ET. 5) (OO TO 1月
            ALDHA=MSCALE*APARM(1)
            60 YO 142
```

            \(A L O H A=7, * A P N R M(2)\)
            GO TO 1 an
                20 \(\quad\) aLGAS 14.*AFAFM (3)
    


(3) 10420


KTRANS:P1, ロ
(5) 1040 .


んTRANJ $==110$ (1)

$$
\begin{aligned}
& \text { DIMENSICN KIMAP (Ó), APARM(3) } \\
& \text { DATA KIMAP/1,3,1,3,7,141 } \\
& \text { DATA AFARM/3.DOU,1.50\%,1.0201 }
\end{aligned}
$$

```
249029
24180
2423?
24300
2440%
24530
24600
24734
            2
                                SURROUTINE PTRANS(KELEM,IRATE,LAMSOA,ILRATE,PTRX,
                OS|IN,PTN,N)
2+900
?490% 
25\lambdaコ%
25100
25200
25300
25400
25508
25500
2570.5
2584%
25903
26004
261:5
26222
263%)
26400
265000
?6640
26729
¿b8404
26900
27000
87120
27290
273009
27400
27520
27629
?7188
27304
27970
28990
23183
282%0,
20300
264%0
2850%
2553%
207%?
28А20
?89000
                    29n88
29160
            2,2%年
2934%
29440
295% त
E96%O C PTK&NS IS TRE PQOUUCT:
29727
298%4
299%%
                C
TFFKELEM,NE.ILAMI(IELMST(LAMRDA))) GOTO 1OQ
                    PIN(N)=PTRX
                    IF(IAATE.NE.3) PIN(N)=0.
            GUTO 2Q%
                    DIMENSION IELMST(HGU),ILAM1(16),ELEMTR(16,G)
                    CIMENSION ILAMX(S), PIN(30)
            COMMON/BLKLAM/IELMST,ILAM1,ILAMX
            CUMMON/ELKELM/ELEMTF
                    C IF THE SAVED ELFMENT ANO THE ELEMENT OF THE STATE
C N TD WHICH THE PATH IS BEING EXTENOEC ARE P的E
C SANE, THEN THE STATE TVAISS PIOOR IS SIMPLY
C XEYSTATE T台ANS PROB:
            C NATAIN ELE:H TRANS PQOHS FROM TABLE:
            C|OF FELEM=ELEMTR(IELMST(LAMNIA),KELEM)
                C
            C NEXT COMPUTE ELFM-CONDITIONAL SPEEO TRAVS PRUA:
                C
            HRATE=SPRTR(IAATE,ILRATF,KELEM,ILAMI(IELMST(LAMEMA)))
```

49
RETUWN
EivD

PSUM，P（ $N$ N，N）

30930
30122
$3024 \pi$
30300
30400
30520
30600
30709
38802
30969
31090
31120
31200
$3130 \%$
31400
31507
31690
31748
31800
31900
32960
32102
32248
323010
32400
325019
32690
327 B
3230
32900
33304
33132
33219
33300
33402
335 k ？
33610
337
33500
33702
347100
34107
34200
$3+302$
34400
34508
346818
347：34
348 どす
34979
35014
35130
35230
353方
354.3

3550．7
3うか？
357 入
35 d 0 i
359入？

RETURN END

FUNCTION SPOTR（ISKT，ILRT，ISFLM，ILELM）

OIMENSIDN RTHANS $(5,2)$ ，MEMPR $(6,6)$ ，MEMDEL（6，6）
COMMON／BLKSPD／RTRANS．MEMPR
GUMAON／BLKRAT／AEMOEL

## C IF SAVEU ELEMENT AND NEW ELEMENT ARE THE

 C SAME，THEN THEPE CAN SE ND SPEED CHANGE：TF゙（IGELM，NE．ISELM）GOTO 1OO
SPDPD＝1．
IF（ISNT，ME．3）SMOTR＝0．
心品 3 4

```
CO UTMEGMISE, OBTAIN SPEED TRATGITION PRQG:
```

109 IOEL=MEMEF! (ILELM,ISELM)
IHI = GEMPO (ILELM.ISELM)

$3 H O \Gamma Q=0$.
らは1030円


ISNはTE = II NT+IDELSO

I戸 (ISRGTF.LT.19) SPDTR=至。
500 HETURN
E.A象


18

SLEROUTINE PATH（IP，LAMBUA，NUR，ILRATE，IOAMSAV，DURGAV，ILRSAV）


```
42000
42102
4220%
42308
42406
425:N
026010
4272%
4%815\
429030
432815
43101
4322\pi
4330%
43404
43500
43600
437%)
43848
43908
04820
44123
44209
4432%
44434
4450,
44630
```



```
4480.5
44929
450:00
451%%
452\Delta0
45300
45429
45530
456%A
45700
458%?
4596%
4与n土a
46!⿱亠⿻口一亅八⿱⿱亠䒑日\zh20
40己⿱⿱亠䒑日\zh20
403:2
46400
465%'4
466.0
46732
4683!%
46739
4700|
471\Delta2
47244
4732%
47420
475:\ C DBTAIN SAVEO KEYSTATE:
476?A
477,0
478.0^
4944%
```

```
KELEM=[LAMI(TELMST(LAMBCA))
```

KELEM=[LAMI(TELMST(LAMBCA))
ILX=1G.A:Y(KELEA)

```
ILX=1G.A:Y(KELEA)
```

```
C
C FCF FACH STATE:
        00 100 x=1,n
        #0 1001=1,5
c
C ORTAIA KEYSTATE,RATE STATE,STATE N,NEW NODE:
        T < S = I S % (k)
        ISRATE=I
        N=(I-1)*h+K
        J=(TP-1)*3D+N
        PIN=P(IP,N)
            C COMRUIE ANO STORE LIKELIHOOO:
        GALL KALFIL(Z,TP,RN,ILX,IXS,KELEM,J,ISRATE,
        2 DUR,IL.PATE,FIN,LKHDJ)
            LKHJ(J)=1 KHOJ
            GO TM 1 AG
            IF(PIN.LE.1.E-OQ) GO TO 100
            TYPR:IGOR,IP,Z,LAMBDA,K,ILRATE,ISRATE,DUR,PIN,LKHOJ,RN
            :Q00. FORMAT(1x,I2,1x,F5,3,2x,I3,2x,I1,2x,I2,2x,I2,3x,F5,1,
            2 2x,F日,5,2x,F8,4,?X,FA,4)
log cgntinue
```



```
            ENO
```



SUBROUTINE KALFIL（Z，TH，RN，ILX，IXS，KELEM．
ב JNODE，ISRATE，OUR，ILRATE，PIN，LKHOJ）

THIS SUBRIUTTMF CMMPUTES THE ARKAY OF KALMAN FILTER IEECURSIUNS USED TO DETERMINE THE LIKELIHUODS．

VARIAELGES：
z－infut measurfment
IP＝INPIT PATH IDENTTTY
QN－INPUT NOISE POWER ESTIMATE
ILX－INPUT SAVED KEYSTATE UN PATH ID
IXS－TNPLT KEYSTAT OF NEW NOUE
KELEM－INDUT ELEM STATE OF NEW NODE
ISRATE－INPUT SPEED STATE OF NEW NODE
CLFF－INPU CUPRENT OUGATION OF ELEEMENT ON IP
ILSATE－INPUT SPEED STATE ON PATH IP
HIN－THANS PRQB FROM PATH IP TO NODE N
l．KHDJ－OUTHUT CALCULATEO LIKELIHODO VALUE
SUBROUTINES USED
MCOEL－OBTAIVS THE SIGNAL－STATE－OEPENOENT LINEAR MODEL FUR THE KALHAN FILTER RECURSIONS

二EAL LKADJ
DIMENSION YKKIP（25），PKKTP（25）
QIMENSIQR YXXSV（75月），PKKSV（750）

CONHON／BLKSVI／YKKIP，FKKIP，YKKSV，PKKSV

2ATA P［NMIN／．日QD！U
e．
C If TPANSITIDN PROBABILITY IS VERY SMALL，DON•T ROTHER WITH I．IKELIHOOD CALCULATIDN：

IF（PIN，GT．PIVMTN）GO TO LEO

（1）T0 Ay

```
c
C DETAIH STATE-DEPENMENT MODEL FARAMETERS:
                                :O% CALL MODEL(DUN,KELEH,ILRATE,ISRATE,IKS,PHI,QA,HZ)
C
c Get previous estimates fog path ip
        YA<=YKMIP(IP)
        Fxk=Dkx|P(TP)
            CHIFRLEMENT KALMAV FILTEG FUR THIS TRANSTTION:
            c
```

$$
1
$$

In

GU TO 400
：429
40 s

C＊

153
108 ？
YPRED2PHI＊YKK

$$
P F R E Q=P H I * P K K * P H I+Q A
$$

$$
P Z=H Z * P P R E N+R N
$$

THRE 1 DOQ，Z，HZ，QA，PHI，PZ，ZR，G，PEST，YKK，YKKSV（JNQNE），LKHOS

SUBRDUTINE MOOEL（DUR，IELM，ILR，ISR，IXS，PHI，OA，HZ）
$c$
$c$
$c$
$c$
$c$
$c$
$c$
$c$
$c$
$c$
$c$
$c$
$c$
$c$
$r$
$c$
$c$
rais suhtoutine computes the parameters of the GQSERGTION STATE TRANSITIGN MATRIX PGI，THE measureiamt matrix．and the covariances．

DLINV＝1．1PT
$G=P P R E O * H Z * P Z I N V$
PEST＝（1．－G＊HZ）＊PPRED
$Z R=Z-H Z$＊YPRE
YKXSV（JNDOE）$=Y P R E D+G * Z R$
PKXSV（JNOUE）$=P E S T$
IF $(Y K K S V(J N O D E)$ ．LE．．OI $) \quad Y K K S V(J N O D E)=. D 1$
$A=0.5 * P Z I N V * 2 R * * 2$
bF（A．LE．1A \＃n．）GOTO 20A
しKitしうこの。
GO 10400

そどT！KN
END VAtoIADLES：

DUP－IMPUT ELEMENT OURATEON
IELA＝INPIIT ELEMENT TYPE
1Lマ－INFJT SAVEO RATE
15R－INP：IT RATE OF NEN STATE
IKS．INPUT KEYSTATE DF REA STATE
PHIA－DUTPUT STAYE TRANSITION MATRIX ENTRY FOQ
SIGNAL AMPIITLIDE STATE
Gá output cuvariavee for amplitidoe state
HZ－GITRUT MEASIIREMENT MATRIK VALUE
C＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
C
C CGMPUTE MEASURENENT COEFEICIENT：
r

$$
H z L=I \times S
$$

c
$c$
$c$
$c$
$c$
$c$
$c$
$c$

C
$\stackrel{C}{C}$
$R 1=1200.1$ ILR
SAUDS＝DUR／R1
IF（BAUQS．GE．14．）BAUNS＝14．
IF（IFLM．GE，3）GO TO 100
QA＝，DRD1
DHI＝1．
GU 1030 O
IF（IXS．EO．त）GO TO 2めO
PHI＝1．
（ $A=0.15 * E \times P(\pi .5 *(B \triangle \cup O S=14)$.
QA＝04＋．0！＊BAUCS＊EXP（．2＊（1，－BAUDS））
GOTU 30：
XSAMP＝22．4＊R1
PMI＝10．＊＊（－2／XSAMP）
IF（GAUOS．GE．14．）PKI＝1．
$D A=0$ ．
30 RETURA
E内1

SUBRCUTINE PROBP（P，PIN，ISAVE，LKHO）

C PROBP COMPUTES THE POSTERIOR PRDBADILITY DF EACH c nen fath．
c VAFIABLES：
6 H－INPUT：SAVED PROBS OF PRIDR PATHS
OUTFUT：COMPLTED POSTERIOR PROES OF NEW PATHS
FIN－INPUT TRANSITION PROBABILITIES
LEMD－INPUT LIKELTHOOOS OF EACH TRANS？TIUN
 ＊＊

KEAL LKAR

OTMESSTCN PSAV（ 75 O

Hirdx＝0．
PGUA＝0．
C FOO EAGH SAVFD HATH，EACH TRANSITION：
（J） $170 I=1$. ISAVE
$00100 \quad i=1.30$
c cqipute inentity of inem path：

## $2-2=$

18107
10226
C

```
                J=(J-1)*30+N
            C PRODUCT UF PROES, AID TO PSIJM
            C PSAY(J)=P(I)*PIN(I,N)*LKHD(J)
            PSUM=HSLM+PSAV(J)
            IF(PSAV(J).LE.PMAX) GO TO 1QX
            GMAX=PSAV(J)
            :AG CONTINUE
                    C NORMALIZE TO GET PRORABII,ITIFS; SAVE:
            C
                NI=3|*TSAVF.
                00 2月G J={,NJ
                P(J)=PSAV(J)/FSUM
                2#G CONTINUE
                meTURIN
                EMD
            SUBROUTINE SPROG(P,ISAVE,ILRSAV,PELM,KHAT,
            2 SPDHAT,PX)
                    C******************************************************
            MIMENSIGNP(75x),PSELEM(6),ILRSAV(756)
            C
            C jivIIIALIZE:
            SrOHAT=|.
            かx二名。
            C FOR EACIG STATE EXTENSION OF OATM M:
            C UGTATMELEHEVT STATE DROES,KFYSTATE PRORS,SPEEO EST:
            00 1AO }\alpha=1,
            P号F1.EN(x)=0.
```



30120 3020 C 30301 30400 32504 326.08 30750 38800 3072 ， 31800 31104 31280 31309 31406 31548 31689 3170 318：4
 32006 321.00 3220 0 323000 32460 32530 32609 32700 32800 329．4．4 33000 33120 उЗè $\%$ त 333．10 334007 3350， 2 $3360 \%$ 33704 33828 33948 3470 34108 $3420 \%$ 34300 34429 345：\％ 34670 34740 3489 ？ 349.10 35月숙 35170 $352 y 8$ 353n2
354018 355 kJ 3567． 357•2 358.14 3594． 3672？

```
DIMENSION LAMGOA(25),DUR(25),ILRATE(25)
```

DIMENSION LAMGOA(25),DUR(25),ILRATE(25)
OIMENSION YKKIP(25),PKKIP(25)
OIMENSION YKKIP(25),PKKIP(25)
OIMENSIGN YMKSV(750),PKKSV(750)
OIMENSIGN YMKSV(750),PKKSV(750)
OIMENSION ICONV(25)
OIMENSION ICONV(25)
COMMON/BLKSVI/YKKIP,PKKIP, YSKSV,PKKgV
COMMON/BLKSVI/YKKIP,PKKIP, YSKSV,PKKgV
MATA POPT/.9.9/
MATA POPT/.9.9/
NSAY=0
NSAY=0
p`uit=0. p`uit=0.
$c$
$c$
$c$
C SELECT SIX MIGNEST PROG ELEMENT STAYE NODES:
DO 20G K=1,0
OMAx=0.
OG 10: IP=1,ISAVE
00 10, 1=1,5
J=(IP-1)*3(1)+(I-1)*h+k
IF(P(J).LT.PMAX) GO TO 1, \Q
FHAC=P(J)
JSAV=J
IHSAV=IP
19G continue
IF(FMAX.GE., 0,0\001) GO TO 150
go TO 200
150
NSAY=GSAV+1
FSUM=?SUM+PMAX
OSAV(NSAV)= PMAX
PaTHSY(ivSAV)= !PSA:
SORT(NSAY)=JSAV
27% CONTINUE
C
c. SELEET EVOUGH ADOITIONAL NODES TG MAKE TOTAL
C phogamility saveg equal to popt, da a max
C UF E3:
C
520 PrAx=作.
O0 500 IP=1,ISAVE
00 50, N=1,30
J=([P-1)* 30+N!
DO 510 I=1,NSAV
IF(J.EO.SORT(I)) GO TO 5MO
5ib cONTINUE
IF(P(J).LE.FMAX) GO TO 5OR
Plax=P(J)
1GAY=j
IPSAV=IP
50n CCNTINJE
Psun=psuma+pmAx
HSAV=利AV+1
PSAY(USAV)=2MAX
OATHSV(NSAV)=IPSAV
SLRT(INSAV)=JSAV

```

36100
36274
36304
3640 D
30500
36600
36700
36800
36900
37000
37180
31200
31320
37400
37600
37700
38190
38200
38340
384000
38500
38602
38708
38802
38900
39036
39109
3920
39320
39402
3950
39600
39700
39800
39990
42020
49137
462007
40300
4040 A
42508
40600
40780
48802
40907
4100？
4114 x
4220
41320
41400
415 al
1169\％
11708
4180
4190
42ग？
यदोण
पद्टा 0 42336 4202

IF（PSUM．GE．POPT）GO TO GOQ IF（NSAY．GE．25，GO TO 6？？ GO \(1052 \%\)
```

c nen isaveg eguals no. df nodes saved:
GEO ISAVE=NSAV

```
\(c\)
C SURT the saved arrays to ubtain the arrays
C. TO GE USEO FOR THE NEXT ITERATION:
C ALSO OBTAIN HIGHEST PROBABILITY NODE:
0070何 I=1.ISAVE
P(I)=PSaV(I)/PSUM
LAMGOA(I) zLAMSAV(SORT(I))
ПUR(I) = UURSAV!SCRT(I))
ILRATE(I)=[LKSAV(SORT(I))
YíKIP(I) \(=\) YKKSV(SORT(I))
FKKIP(I) \(=\) PKKSV(SORT(I))
702 CONTINUE
UU \(790 \quad I=1\). ISAVE
ICONV (I) \(=\) !
CCNTINUE
ISAVMI=ISAVE-1
CO Sed \(N=1,15 a \mathrm{Mm} 1\)
IF (ICUNV(N).EO. © ) 60 TO 820
NPしUS1=N+1
00 810 K=NPLUS1, ISAVE
IF (ICONV (K).EQ. ה) GO TO R19
If (ILRATE(K).NE.ILPATE(N)) GO TO 日1G
If (DUR(K).NE, CUR(N)) GU TO 819
If (LAMBDA(K). ME.LAMHDA(N)) GO TO \(81 \%\)
\(\operatorname{ICONV}(K)=1\)
ela Cuntinue
obs countinie
Pらいた。
\(\mathrm{N}=1\)
DO 9めA \(t=2\), ISAVE
JF(ICONV(I).EA. © GO TO 9no

La4BOA(N) = LaMboa(I)
IUR(N) =UUF(I)
ILAATE(N) =ILRATE(I)
YKKIP(N)=YKKIP(I)
PKKIP(N) =PKnIp(I)
PaTHSV(M) =PATHSV(I)
SORT(N) SORT(I)
\(P(4)=P(I)\)
-SUN=PSUN+P(N)
9月有 COMTINIE
1分A/E = N
```

42500
42550
426006
42700
42710
42120
4,730
42842
429%0
43000
431<\pi
4320%
FMAX=9.
00 950 I=1.ISAVE
F(I) =P(I)/PSUM
IF(P(I),LE.PMAX) GO TO 950
PMAX=P(I)
IMAX=I
Y5\% CONTTNUE
PETUPi
Eivo

```


INTEGER FTHTRL，PATHSV
OIMENGIDN PATHSV（25），LAMBUA（25），PIHTRL（20日，25）
DIMENSION LHOSAV（200．25），IPNOD（25），LTPSV（200）
COHMDN／ALKENI／IEND
DムTA PTHTRL！SAの才＊5／，LMDSAV／5の日の＊5／
DATA Nノタ／，NDELAY／2ดの／
DATA IPNOO／25＊1／，NCALL／も／，NMAX／G／，MMAX／0／
c
C KEEH aVERAGE OF isAVE，NDEL．FOR DATA ANALYSIS：
C
NCALL＝NCALG＋！
IF（IENA．NE．1）万O TO 10
โSAVGこめSオソG
NDLAVG＝XOLAVG
TCND＝0
TYOE 2ARA，tzAVG，NOLAVG
cogu furmatelx，＇avg io of paths saven：•，te，ex．己 avg uecone delay：•，I3）

TYPE 3 TRA，XAMAX，XIMAAX
3OQR FORMAT（1X，PERCFMT CF TIME PATHS＝25：•F3．2．
2 2x， 2 DERCFNT DF TGAE OELAY＝2OO：•，F3．2）
ACCEPT 20日n，HAIT
1\％XSAVG＝（XSAVG＊（NCALL－1）＋ISAVE）／ACALL XDLAVG＝（XDLAVG＊（NCALL－1）＋PDEL）／NCALL
IF（NDEL，NE，MUELAY）GO TO 2才

XivMA \(x=\) RMMA \(X\)

20
IF（ISAVE．NE．25）GO TO 30
\(\operatorname{mp} A x=\max a x+1\)
\(x \min A x=\sin 4 x\)
KHMAX＝XMMAX／NCAL．
3. continue
\[
\begin{aligned}
& C \\
& C \\
& C \\
& C
\end{aligned}
\]

C STORE FATHSY AHO CDRRESPONDIVG LAMBOA IN THE
C TRELLIS USIMG a CIRCULAR QUFFER OF LENGTM NDELAY： 6
```

ON+1
IF(t,EN.HESAY+1) N=1
70 LMaI I=1,ISAVと
PTHTRL(A,I)=PATHSV(I)

```
```

c
C PERFORM UYNAMIC PKOGRAIA ROUIINE TO FINID
CONVERGENT PATH:
k=0
00 18% I=1,ISAVE
IPNON(I)=I
180 CONTINLE
190 K=K+1
IF(K.EQ.NOELAY) GO TO 7U0
0O 20日 IP=1,ISAVE
I=N-K+1
IF(I.LE,O) I=NOELAY+I
IPNOD(IP)=PTHTRL(I,IPNOO(IP))
IF(IP.EO.IMAY) IPMAX=IPNOO(IP)
2的 CONTINUE
c IF alg NOUES ARE EQUAL, THEN PATHS CONVERGE:
C
DO SMA IEQ=2,ISAVE
IF(IPNOD(1).NE.IPNQD(IEQ)) GO TO 19:A
3% CONIINUE
C PatMS CQNVEPGE; SET NDEL:
c
NUEL=K+1
C IF POINT UF CONYERGENCE IS SAME AS IT WAS ON
last CALL, THEM NO NEED TO RE-DECODE SAHE NODE:
IF(NDEL.EJ.NDELST+!) GO TO 900
C TF pOFNT UF CONVFRKENEE OCCURS AT SAME DELAY AS
c. LAST CALL, THEN TRAUSLATE:
C
If (MDEL.NE,NDELST) GO TO 350
I=N-NOFL+I
If (I.LE,Q) I=NOELAY-I
LTR=LMOSAV(I,IPNOD(1))
C.Al.L TRANSL (LTR)
GU 10 8,0
C OTHERWISE, POINT GF CUNVERGENCE HAS DCCURED
C ESPGIER ON MMIS CALB, SO NEEG TO TRANSLATE
C EVERYTHING DN THE COMVERTENT PATH FROM
C PQEMTOUS PIIMT OF CONVFRGENCE TO THIS POLMT:
35: Ki=标
If=IP(NOU(1)
LU \&AR x=GITL,NDELST
*
I=}=-x+

```
Trim

\section*{-}
12

IF（I，LE，（O）I＝NDELAY＋I
LTRSV \(K\) K \()=\) L．MDSAV（I，IP）
\(I P=P T A T R L(I, I P)\)
412 contlinue
\(c\)
c REVERSE qRDER OF DECODED LETTERS，SIVCE THEY C AERE OBTAINED FRDH THE TRELLIS IN REVERSE； c THANSLATE EACH：
\[
20500 \quad 1=1,00
\]
\[
L T R=\operatorname{LTRSV}(K D-I+1)
\]
CALL PQANSL(LTR)

500
CQNTINJE
GOTO 8 日a
70 CONTINUE
```

C
C PATHG MAVE NCT CONVERGED AT MAXIMIMM ALLOWARLE
C DELAr, SO TMANSLATE WHAT IS DN HIGHEST
GqOBABILITY path:
NEEL=NNELAY
I=N-NDELAY+1
IF(I.LE.A) I=NOELAY+I
LTR=LIMDSAV(I.IHMAX)
CaLL TRANSL(LTR)
C.
C PrumE AMAY NODES WHICH ARE. NOT OV
THIS FATM:
C
DO 75% K=1.ISAVE
IF(IPNOO(K).EO.IPMAX) GO TO 750
LAMODA(K)=0
continue
80% NOFLST=ツ5EL
\&とTUKN
EMO
SLGNOUTINE TMM!SL(LTR)

```

                TNTEGE SPFLAE,FLMAAT, FL LHOUT
                    DIMENSION I. TFMAP(GOC), IALPM(70), IBLANK (400)
            CITENSIUN TELMST(40月), ILAMI (16), TI.AMK(G)

\(-2\)

18160 18200 18300 18400 18506 18680 18700 18800 18909 19900 19100 1920 19300 19400
19500
19608
1970 0
1989
19948
20000
20100
23200
24300
\(20.40 \%\)
30508
20608
20700
2080
2090
31202
21120
21200
213 30
21400
21503
2！ 14
2！708
218：
21984
द2д9力
2 21.80
रद2．1の
223．20
ご 400
22500
226 20
221 \(9 \%\)
228ว刀
229：2
230.0

23187
232．ak
233 7 7
？ 34
235．1
？ 360.4
23700
2339．
239.24

2403：1

COMMON／ELKTRN／LTRMAP，IALRH，IRLANK CO：IMON／ELKLAM／IELMST，ILAMI．ILAMX nata ISPaCE／• •／，SPFLAG／G／，NCHAR／O／

E DETERMIME IF A CSP，WSP，UR PAUSE TO MARK TRANSITION HAS OCCURED；IF SO LTR IS READY FOR OUTPUT：

FLMAMT＝ILAMI（IELMST（LTR））
\(I \times L=\) ILAilX（FLMHAT）
IF（IXL．EQ．IXLAST）GO TO 7 gQ
Ir（（IXL．EQ．1）．AND．（LSTELH．GE．4））GO TO 10
IF（（IXL．EU．U），ANO．（LSTELM．LE．2））GO TO 7 OM
Ge TO 7in
\(19 \quad\) LTRHAT＝LSILTR
LTROUT＝IALPH（LTRMAP（LTRHAT））
NBLANK＝IBLANK（LTRHAT）
ELMOUT＝ILAKI（IELMST（LTMHAT））
GO TO 46
TYFE 5AZR，FLMGUT

\(V C H A R=N C H A R+1\)

40 COATINAE
IF（LTRMAP（LTRHAT），EQ，43）©OTO 50
Ir（LTRMAF（LTRHAT）．LE．44）GO TO 100
IF（LTRMAP（LTRHAT）．LE，46）GO TO 2月D
If（LTRMAF（LTRHAT）．LE．6D）TO TO 3 OM
IF（LTRMAP（I．TFMAT）．EG．61）GO TO 4A日
IF（LTR：AAF（LTRMAT），EQ．n6） 60 TO 590
GO TO 55？
50 IF（SPFLAG．EQ．O）GO TO 100
NCHAR＝
TYFE 15AT，LTROUT
15，FORMAT（ご，a1，1）
SPFLAC＝1
Gu TO hber
MCHAR \(=N C H A R+1\)
TIPE INOR，LTRUIJT
FOAMAT（1x，al，S）
SFFLAG＝G

\(S P F L A G=1\)
\(00110 \mathrm{I}=1\) ，MBLAN
\(\therefore C H \angle R=N C+A R+1\)
TYPE 1昒，ISPACE
\(11\lrcorner\) Cbinfive
GO TO bata
2．2．\(\quad\) CWAK \(=\) NCHAR＋？
TYPE 11.20. LTROUT
：1：10 FQRMAT（1X，A己，B）
SPFLAG＝？

IF（MALANK．ど日．6）GU TU 210 SPFLAG＝1
OC \(210 I=1, N B L A N K\)
NCNAR＝NCHAR＋ 1
FYPE 1才ロO，ISPACE
2112
cont Inve
60 TO ban
300
NCHAK＝NCHAP＋4
TYOE 120 Q．LTYOUT
120 FDRMAT（2X，AE，2X，5）
SPFLAG＝！
IF（NBLANK．E゙Q．Z）GDTO 310
CO 310 I＝1，NALANK
NCHAR＝NCHAR +1
IYPE 1QQR，ISPACE
31 •
CONTINUE
Gu Tu 6ers．
406 NCHARENCHAR＋5
TYOE 1320，I．TROUT
130 FijRMat（2x，a3，2x，s）
\(S P E L G=1\)

5サO \(\because C A A R=0\)
TYPE 14 UR．LTROUT
14日包 FORMAT（／．17x，42，1．10x）
\(S P F L A G=1\)
GO TO ham
55：NLHAR＝NCMAR＋5
TYPE 17 OA，LTROUT
17.2
fummar（2x，A3，2x，s）
SpFIAG＝？
IF（NBLANK．E日．G）GO TO 5GO
\(\mathrm{SPFLAG}=1\)
DO 560 IEI．MALANK
NCHAR＝NCHAQ \({ }^{-1}\)
THDE DJU日，ISPACE
50 COMTINUE
6 多
If（NCHAR．LT．52）GU TO 7\％
TyPE 160日
160n

的CNAR \(=0\)
30 \(\quad\) FKLAST＝Iとし
LSTEIM＝ELAHAT
LSTLTR＝LTR
feturn
En？

20100 02027 00300 204020 00500 R20． 18


CCMMON／BLK1／TAL／BLKZ／NC
OATA YHETA／公． 1 THETLO／0．1
THETA＝THETA＋NC＊TAU
TMETA＝AMODPTHETA，b，28319）
\(\bar{T} I=2 I N * \operatorname{COS}(T H E T A)\)
\(\angle Q=Z\) IN＊SIN（THETA）
ZILP＝2ILP＋．07日＊（ZI－ZILP）
7OLP＝2QLP＊．07日＊（Z日－ZOLP）
THETLQ＝YAETLQ＋e？ 3 ．2＊TAU
THETLU＝AMOD（THETLO，6，28319）
ZUUT \(=\) ZILß＊COS（THETLO）＋ZQLP＊SIN（THETLO）
RETUR＇N
F：9
\[
\text { SUAROUTINE BPFDET }(Z I V, Z)
\]
```

[************************************************************
i
E This suargutive implfaents the bandrass filter and C FNVELCPE DFTECTOR FINCTIONS THE BAF IS A SIMPLE CASCADE C IF TMO Z－POLE DIGITAL RESONATORS AT A CENTER FREQ OF C 1QAB MZ．THE I．PF OF THE ENVELOPE DETECTOR IS A C THREE～POLE CHEGYSLHEV 100 HZ LPF．

```

OIAEVSIOMA（4）



c
r．3fF IS TAM 2－POLE RESOMATON：
C
\(\therefore 3=42\)
He＝wl
                    \(v 1=C 1 * w 2-C 2 * * 3+C * 2 I N\)
```

x s=x2
x2=x1
*1=CK1**2-CK2**3 CG*N1
ZBPF=X1

```
C
C EAVE゙LDPE゙ OETECTOR (SOUARE-LAW):
C SUUARF-
                    \(X \cup E T=S O R T(Z B P F * * 2)\)
C
C LO:A-PASS EILTER-
C
                    \(r 3=r 2\)
                    \(Y \partial=Y 1\)
                    \(Y 1=Y:\)
                    \(Y O=X O E T * A(1)\)
                    \(73=22\)
                    72 \(=21\)
                    \(21=2\)
                    \(Z=Y(\lambda+3 *(Y 1+Y Z)++3\)
                \(2=L+4(2) * 21-1(3) * 22-A(4) * 23\)
                HETURN
                    END
                    SUHRDUTINE NOISE(ZIN,RN, Z)

\(k n s=k K S+1\)
IF（KKS．GE．58）KKS＝50
If（KKS．LE．？）GO TO 1：
\(Y \operatorname{LONG}(K L)=2 I N\)
－SHUST（AS）＝ZI＇
YMINI \(=2\) IV
YHTン日 \(=2\) IN
DU ！すig I＝1．kKL
IF（YLONG（I）．GT．YMIN！）GO TO 100
YGINI＝YLONG（I）
COMTINUE
DO 2月0 I＝1．NKS
IF（YSHORT（I）．GT．YMINZ）GU TO 2XQ
YMINE＝YSHORT（I）
covitinue
YMINEYMIN1
IF（YMIVZ．LT．YHINI）YMIN＝YMIN？
YMAVG＝YMAVG＋．OA4＊（YMIN－YMAVG）

IF（RN．LT．U．UR5）RN＝2．205
\(2=1.1\)＊（ZIN－2．4＊YMAVG－．053
RETURM
END

\section*{LIST OF REFERENCES}
1. Watt, A.D., Coon, R.M., Maxwell, E.L., and Plush, R.W., "Performance of Some Radio Systems in the Presence of Thermal and Atmospheric Noise," Proc. IRE, Vol 46, Dec 1958.
2. Bell, E.L., Processing of the Manual Morse Signal Using Optimal Linear Filtering, Smoothing, and Decoding, EE Thesis, Naval Postgraduate School, Monterey, Calif., Sept. 1975.
3. Lane, George, "Signal-to-Noise Requirements for Various Types of Radio Telegraphy Service," US Army CommunicationsElectronics Engineering Installation Agency, Electromagnetics Engineering Division, August 1975.
4. Gallager, R.G., Information Theory and Reliable Communication, John Wiley and Sons, Inc., New York, 1968.
5. Abramson, N., Information Theory and Coding, McGraw Hill, New York, 1963.
6. Stein, S. and Jones, J., Modern Communication Principles, McGraw-Hill, New York, 1967.
7. Carliolaro, G., and Pierobon, G., "Stationary Symbol Sequences from Variable-Length Word Sequences," IEEE Trans. Inf. Thy, v. IT-23, No. 2, MAR 1977.
8. Lee, R.C.K., Optimal Estimation, Identification and Control, The M.I.T. Press, Cambridge, Mass. 1964.
9. Sims, F.L. and Lainiotis, D.G., "Recursive Algorithm for the Calculation of the Adaptive Filter Weighting Coefficients," IEEE Trans. Auto. Control, vol ACl4, no. 2, April 1969.
10. Wenersson, A., "On Bayesian Estimators for DiscreteTime Linear Systems with Markovian Parameters," TRITA-MAT-1975-5, Dept. of Math., Royal Inst. of Technology, Stockholm, Sweden, Jan. 1975.
ll. Yakowitz, S., Williams, T., and Williams, G., "Surveillance of Several Markov Targets," IEEE Trans, Inf. Thy., vol IT-22, no. 6, Nov. 1976.
12. Gold, B., "Machine Recognition of Hand-sent Morse Code," IRE Trans. Inf. Thy., March 1959.
13. Meisel, A., et. al., "Morse Laboratory Data Analysis Report," Technology Services Corporation Report, May 1976.
14. Howe, D., Decision-Directed Modified Quasi-Bayes Estimation and Tracking of the Nonstationary Stochastic Parameters of a Communication Signal, Ph.D. Dissertation, The Catholic University of America, Washington, D.C., 1976.
15. Jelinek, F., Bahl, L., and Mercer, R., "Design of a Linguistic Statistical Decoder for the Recognition of Continuous Speech," IEEE Trans. Inf. Thy., Vol IT-21, no. 3, May 1975.
16. Bahl, L. and Jelinek, F., "Decoding for Channels with Insertion, Deletions, and Substitutions with Applications to Speech Recognition," IEEE Trans. Inf. Thy., Vol IT-21, no. 4, July 1975.
17. Fung, L., and Fu, K., "Maximum-Likelihood Syntactic Decoding," IEEE Trans. Inf. Thy., Vol IT-2l, no. 4, July 1975.
18. Gelb, A. (editor), Applied Optimal Estimation, The M.I.T. Press, Cambridge, Mass., 1974.
19. Skolnik, M., Introduction to Radar Systems, McGraw-Hill, New York, 1962.
20. Davenport, W., Probability and Random Processes, McGraw-Hill, New York, 1970.
21. Schwartz, S., "The Estimator-Correlator for Discretetime Problems," IEEE Trans. Inf. Thy., Vol IT-23, no. 1, Jan 1977.
22. Haccoun, D., and Ferguson, M., "Generalized Stack Algorithm for Decoding Convolutional Codes," IEEE Trans. Inf. Thy., Vol IT-21, no. 6, Nov 1975.
23. Engineering Design Handbook, Experimental Statistics, AMC Pamphlet 706-110, Headquarters, U.S. Army Materiel Command, Dec 1969.
\(\sigma\)

\section*{+}

1
Nerin
1
\(\square\)
正
4.
nem

\(\qquad\)

\section*{BIBLIOGRAPHY}
1. Bailey, A., and McCann, T., "Application of Printing Telegraph to Long-Wave Radio Circuits," Bell System Technical Journal, Vol X, Oct. 1931.
2. Zadeh, L.A., "Optimum Nonlinear Filters," J. Appl. Physics, Vol 24, no. 4, April 1953.
3. Gonzales, C. and Vogler, R., "Automatic Radio Telegraph Translator and Transcriber," Ham Radio, Nov. 1971.
4. Althoff, W.A., An Automatic Radiotelegraph Translator and Transcriber for Manually Sent Morse, Master's Thesis, Naval Postgraduate School, Monterey, Ca., Dec 1973.
5. Forney, G.D., "The Viterbi Algorithm," Proc. IEEE, Vol. 61, no. 3., March 1973.
6. Neuhoff, D.L., "The Viterbi Algorithm as an Aid in Text Recognition," IEEE Trans. Inf. Thy., Vol IT-21, no. 2, March 1975.
7. Manzingo, R.A., "DIscrete Optimal Linear Smoothing for Systems with Uncertain Observations," IEEE Trans. Inf. Thy., Vol IT-21, no. 3, May 1975.
8. Clements, D. and Anderson, B.D.O., "A Nonlinear FixedLag Smoother for Finite-State Markov Processes," IEEE Trans. Inf. Thy., Vol IT-2l, July 1975.
9. Alspach, D.L. and Sorenson, H.W., "Nonlinear Bayesian Estimation using Gaussian Sum Approximations," IEEE Trans. Auto. Control, Vol ACl7, no. 4, August 1972.
10. Gray, R.M., "Sliding-Block Source Coding," IEEE Trans. Inf. Thy., Vol IT-21, no. 4, July 1975.
11. Gray, R.M., "Time-Invariant Trellis Encoding of Ergodic Discrete-Time Sources with a Fidelity Criterion," IEEE Trans. Inf. Thy., Vol IT-23, no. l, Jan 1977.
12. Shields, P.C. and Neuhoff, D.L., "Block and SlidingBlock Source Coding," IEEE Trans. Inf. Thy., Vol IT-23, no. 2, March 1977.

\section*{\(=\) \\ \(=\)}

13. Lainotis, D.G. (Editor), Estimation Theory, American Elsevier Publishing Co., New York, 1974.
14. Meditch, J.S., Stochastic Optimal Linear Estimation and Control, McGraw-Hill, New York, 1969.
15. Sage, A.P. and Melsa, J.L., Estimation Theory with Applications to Communications and Control, McGraw-Hill, New York, 1971.
16. Nahi, N.E., Estimation Theory and Applications, John Wiley \& Sons, Inc., New York 1969.
17. Jazwinski, A.H., Stochastic Processes and Filtering Theory, Academic Press, New York, 1970.

\section*{INITIAL DISTRIBUTION LIST}

No. Copies
1. Defense Documentation Center

Cameron Station
Alexandria, Va. 22314
2. Library, Code 0212 2

Naval Postgraduate School
Monterey, Ca. 93940
3. Professor Donald Kirk

2
Department Chairman
Department of Electrical Engineering
Naval Postgraduate School
Monterey, Calif. 93940
4. Associate Professor Stephen Jauregui, Jr.

Coe 52Ja
Department of Electrical Engineering
Naval Postgraduate School
Monterey, Ca. 93940
5. Dr. Robert Fossum

Dean of Research
Naval Postgraduate School
Monterey, CA. 93940
6. Professor C. Comstock, Code \(532 k\)1

Department of Mathematics Naval Postgraduate School Monterey, Ca. 93940
7. Professor J. Ohlson, Code 5201

Dept. of Elec Engr.
Naval Postgraduate School Monterey, Ca. 93940
8. Professor H. Titus, Code 52Ts

1
Dept. of Elec Engr
Naval Postgraduate School
Monterey, Ca. 93940
9. Dr. J. Friedhoffer, Code R6

1
National Security Agency
Ft. George G.
Meade, Md. 29755
10. Lt. Edison L. Bell, Code R6 ..... 1 National Security Agency Ft. George G. Meade, Md. 20755
11. Commander, Naval Security Group Command ..... 1 Naval Security Group Headquarters 3801 Nebraska Ave., N.W. Washington, D.C. 20890 ATTN: LCDR Campbell, G80
12. Commander, Naval Electronics Systems Command ..... 3Naval Electronics Systems Command HeadquartersPME-107Washington, D.C. 20360ATTN: Mr. R. Lesage, Mr. F. Lebert, CAPT. H. Leavitt, USN
13. Commander, Naval Electronics Laboratory Center l San Diego, California ..... 92152
ATTN: Mr. J. Griffin
14. Director, National Security Agency ..... 4 Group R
Ft. George G. Meade, MD ..... 20755
ATTN: Mr. H. Rosenbloom
Mr. I. McElvy
Mr. R. Ettinger
Mr. C. Wayne
15. Army Security Agency
Unit Hill Farms Station Warenton, Va. 22186
ATTN: Dr. White
16. TRW, Inc. ..... 1
Bldg ..... 90
1 Space ParkRedondo Beach, Ca. 90278ATTN: Dr. B. Whalen
17. Sylvania, EDL Systems West ..... 1
P.O. Box ..... 205
Mountain View, Ca. ..... 94040
ATTN: D. Jarvis
18. Pickering Radio Company ..... 1
Professional Plaza Portsmouth, R.I. 02871

\section*{}

\section*{142 \\ 1}

\section*{=-}

4
19. ESL, Inc. ..... 1495 Java Dr.Sunnyvale, California 94086ATTN: W. Phillips
20. Sanders Assoc. ..... 195 Canal StreetNashua, New Hampshire 03060ATTN: W. Zandi

\section*{16m}



32768001034762
DUDLEY KNOX LIBRARY```


[^0]:    Approved for public release; distribution unlimited.

[^1]:    Con

[^2]:    

[^3]:    

