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We report a detailed study of the effects that crystalline disorder has on the magnetic relaxation and quantum
tunneling of Mn;, benzoate clusters. Thanks to the absence of interstitial molecules in the crystal structure of
this molecular compound, we have been able to isolate the influence of long-range crystalline disorder. For this,
we compare results obtained under two extreme situations: a crystalline sample and a nearly amorphous
material. The results show that crystalline disorder affects little the anisotropy, magnetic relaxation, and
quantum tunneling of these materials. It follows that disorder is not a necessary ingredient for the existence of
magnetic quantum tunneling. The results unveil, however, a subtle influence of crystallinity via the modifica-
tion of the symmetry of dipole-dipole interactions. The faster tunneling rates measured for the amorphous
material are accounted for by a narrower distribution of dipolar bias in this material, as compared with the

crystalline sample.

DOI: 10.1103/PhysRevB.81.014427

I. INTRODUCTION

Crystals of single-molecule magnets are ordered lattices
of nearly identical clusters with a large ground-state spin S.!
Probably the best studied of these is Mn;,, for which S=10.
The combination of high spin and strong uniaxial magnetic
anisotropy leads to slow magnetic relaxation and hysteresis
at low temperatures,” making them potential candidates for
information storage at the molecular level. In addition, they
show intriguing quantum behavior, like quantum tunneling
between their spin-up and spin-down states, which can be
turned on and off by the application of magnetic fields.>~

The resonant character of the spin-tunneling process,
reminiscent of the discrete magnetic level spectrum of these
molecules, gives rise to steplike hysteresis loops and maxima
of the magnetic-relaxation rates that are observed at the
“crossing fields.” Although a qualitative account of these
phenomena can be achieved with the simplest model for the
ideal isolated molecule,’™ a quantitative description is much
more complex and involves the interaction with the environ-
ment. In particular, the origin of the transverse energy terms
(i.e., not commuting with the spin projection S, along the
anisotropy axis) has been subject to debate ever since tun-
neling was first discovered in these molecules.

The fourfold symmetry of the molecule allows the exis-
tence of fourth-order off-diagonal terms. The combination of
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these terms with those arising from dipolar and hyperfine
interactions can, in principle, induce reasonably high tunnel-
ing rates at any crossing field.® In the last few years, how-
ever, extrinsic interactions, arising from disorder, have been
proposed as the dominant sources of quantum tunneling in
Mn;, nanomagnets. Two types of disorder have been consid-
ered: disorder arising from lattice defects, such as
dislocations”® and disorder induced by the local orientation
of interstitial molecules from the crystallization process.’ For
the acetate derivative of Mn,,, four acetic-acid molecules
surrounding the molecular core are equally distributed be-
tween two equivalent orientations. Depending on this orien-
tation, they establish strong hydrogen bonds to either of the
two molecules in the unit cell. It has been argued that this
bond can distort the local symmetry of the molecule, giving
rise to a nonzero orthorhombic transverse term that is forbid-
den by the pure tetragonal symmetry. The latter scenario,
which would lead to a discrete distribution of transverse
terms in contrast with the continuous distribution expected
for lattice defects, agrees best with experimental evidence
obtained from magnetic-relaxation and electronic spin-
resonance experiments.'%-'> However, recent experiments
performed on a new Mn,, derivative, Mn,-tBuAc, which
contains no interstitial solvent molecules show hysteresis
loops that look very much like those measured for Mn,
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acetate.'® The observed tunneling has been attributed, in this
case, to the intrinsic anisotropy and interactions of the undis-
torted molecule.'* Clearly, this fundamental question is not
settled yet.

The aim of the present work is to ascertain the nature of
those interactions that induce quantum tunneling in Mn;,
compounds and, in particular, to quantify the influence of
crystalline disorder and defects. In order to approach this
goal, we have followed a strategy combining: (a) the ability
to experimentally tune the degree of disorder and (b) a quan-
titative comparison of the resulting relaxation rates with the-
oretical predictions. We have studied two extreme, and well
characterized, experimental situations with very different de-
grees of crystallinity: a nearly perfectly crystalline sample,
on the one hand, and an almost amorphous sample obtained
by a fast precipitation process. We have chosen a derivative
of Mn,,, Mn,, benzoate (Mn,,bz), which contains no inter-
stitial molecules of crystallization. By eliminating the influ-
ence of these molecules, we aim to isolate the, probably
weaker, effects caused only by long-range crystalline disor-
der. A previous study of this material addressed the influence
that decreasing crystal’s size has on the magnetic relaxation
and tunneling.'?

Another distinctive aspect of our work is the combination
of diverse and complementary experimental techniques, ac
susceptibility, electron-spin resonance, and neutron scatter-
ing, which provide complete information on the parameters
that determine the magnetic-relaxation process: energy levels
and tunneling rates. The very broad time window (Spanning
nearly 11 decades) covered by ac-susceptibility and
magnetic-relaxation experiments enables us also to separate
the contribution of the “normal” Mn,, clusters from that of
the fast-relaxing species.!®~1°

As the text that follows shows, disorder makes Mn;, spins
tunnel faster than they would do in a perfect crystal. How-
ever, this faster tunneling does not seem to be associated
with a change in the anisotropy parameters that determine
the energy barrier between spin-up and spin-down states and
the tunneling probabilities. It is rather caused by a narrower
distribution of bias dipolar fields, resulting from the different
spatial organization of the molecules. Our results show also
that the presence of interstitial molecules or any other source
of disorder is not a necessary ingredient for the existence of
quantum tunneling.

This paper is organized as follows. In Sec. II we give
experimental details, including the sample preparation meth-
ods, the characterization of the degree of disorder as well as
the other physical characterization techniques. The experi-
mental results obtained by these techniques are given in Sec.
III. The combination of ac susceptibility, magnetization, and
spectroscopic techniques enables us to determine which of
the parameters that determine the magnetization dynamics is
most sensitive to a change in crystallinity. In Sec. IV, several
models that might account for the influence of disorder on
quantum tunneling are tested against the experimental re-
sults. Section V is left for the conclusions.
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FIG. 1. (Color online) X-ray powder-diffraction patterns of the
crystalline and amorphous Mn;,bz samples measured at room
temperature.

II. SAMPLES AND EXPERIMENTS

A. Samples: preparation and characterization of the
crystalline disorder

The crystalline Mn,bz sample was synthesized following
a previously described method.?” In order to prepare a non-
crystalline sample, a fast precipitation process induced by the
addition of hexane to a methylene chloride solution of the
Mn,bz sample was used.

The degree of crystalline order in the two samples was
studied by x-ray diffraction experiments. The diffraction pat-
tern was obtained on samples deposited on a monocrystalline
silica substrate to avoid any overlap of the Bragg reflections
of the sample with those coming from the substrate. This
configuration enables decreasing the background, which is
especially important in the case of the amorphous material.
Results for the two samples are shown in Fig. 1. The x-ray
diffraction pattern has confirmed the high quality of the crys-
talline sample. Diffraction patterns measured before and after
the susceptibility and ESR measurements show no evidence
of aging. As far as the crystal structure is concerned, the
sample exhibits the same triclinic crystalline phase that was
described by Sessoli et al.?’

The data for the quenched sample, hereafter referred to as
the “amorphous” sample, show that most of its initial crys-
talline character is lost. Yet, it still exhibits some crystalline
character as can be seen from the low-angle region in Fig. 1,
which has been detected thanks to the use of a nondisturbing
substrate. This is in agreement with our preliminary experi-
ments that showed the enormous tendency to crystallize of
this compound, and therefore, the difficulties to get a pure
amorphous material. From the position of the broad peaks
observed, it is possible that the ordered regions have the
phase described by Takeda and co-workers.?' In fact, this
result is very similar to that obtained by the technique of
compressed fluids, where a very fast crystallization process
also leads to the same crystalline phase.?? Regarding the lo-
cal order at the Mn sites, previous x-ray absorption spectros-
copy experiments have shown that the local environment of
the Mn ions is not modified by either varying the crystal’s
size!® or the degree of crystallinity.?
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FIG. 2. (Color online) High-resolution TEM images of the
amorphous (left) and crystalline (right) Mn,,bz samples.

The two samples have also been studied by high-
resolution transmission electron microscopy (HRTEM). The
goal was to characterize the grain size and shape and to add
more information about their degree of crystalline order. To
avoid the local heating and degradation of the sample by the
electron beam, the experiments were performed while keep-
ing the sample under a flow of nitrogen gas evaporating from
the liquid. Typical HRTEM images of the two samples are
shown in Fig. 2. Although the average size of the grains is
similar in both, the microstructure is easily distinguishable.
In the case of the crystalline sample, it is possible to observe
large areas with a neat organization in crystalline planes. For
the amorphous material, the regions of local crystalline order
do not exceed a lateral size of about 10 nm. A sphere of this
diameter contains approximately 160 molecules (or 20 unit
cells).

B. Experimental techniques

ac-susceptibility data were measured between 0.05 Hz
and 1.4 kHz by means of a commercial superconducting
quantum interference device (SQUID) magnetometer. Above
100 Hz, susceptibility data were also measured with a PPMS
experimental platform that uses a conventional inductive
method. In both cases, the samples were mixed with grease
that avoids, at low temperatures, the rotation of the powder
grains by the action of external magnetic fields. All experi-
ments were performed on powdered samples, to ensure that
the overall orientation of the magnetic anisotropy axes is the
same (random) in the amorphous and crystalline samples.
The contributions of the grease and of the sample holder
were measured separately and subtracted from the data. They
were anyway negligible with respect to the magnetic re-
sponses of the samples.

Magnetic-relaxation experiments were performed using
two different experimental setups, depending on the tempera-
ture region. Above 1.8 K, we employed the high-sensitivity
reciprocating sample option (RSO) of a commercial SQUID
magnetometer. The samples were first cooled from 10 K
down to the measuring temperature under an applied mag-
netic field of 10 Oe. Once the temperature was stabilized at
its final values, the magnetic field was switched off and the
ensuing decay of the magnetization was measured as a func-
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tion of time. Magnetic-relaxation and hysteresis experiments
in the region between 0.35 and 1.5 K were performed with a
homemade micro-Hall magnetometer installed in a *He re-
frigerator.

ESR spectra were measured on the two samples by using
a quasioptical cw terahertz spectrometer described in
literature.>*?> This spectrometer was used for recording
frequency-domain magnetic-resonance spectroscopy (FD-
MRS) spectra, by sweeping the radiation frequency in zero
applied field, as well as high-frequency ESR (HFESR) spec-
tra, in which case it is the magnetic field that is swept at a
fixed frequency w/27=300 GHz. FDMRS spectra were
simulated with the use of a home-written program?® while
HFESR spectra were simulated with Weihe’s simulation
software.?’

Inelastic neutron-scattering (INS) experiments were per-
formed at the experimental line IN5 of the Institue Laue
Langevin. The wavelength of the incoming neutrons was A
=59 A and the instrumental energy resolution was o
=0.029 meV. The peaks observed at positive (neutron en-
ergy loss) and negative (neutron energy gain) energy trans-
fers were fitted to Gaussian profiles having an energy width
determined by the instrumental resolution in order to extract
the energy of the different neutron-induced transitions.

III. EXPERIMENTAL RESULTS
A. ac susceptibility: slow- and fast-relaxing clusters

ac-susceptibility data measured for frequencies w/2 be-
tween 0.1 Hz and 10 kHz are shown in Fig. 3. They show the
typical superparamagnetic freezing associated with the slow
relaxation of these molecules, which takes place below a
blocking temperature 7}, that decreases with w. A closer look
to these data reveals a first important difference between the
two samples. For the amorphous sample, an additional sus-
ceptibility peak shows up at temperatures below T}. Peaks
like these are in fact observed for most Mn, derivatives, and
arise from the presence of fast relaxing (FR) Mn,, clusters.
From these data, we conclude that FR molecules represent
only 2% of all clusters in the crystalline sample, almost a
rarity indicating again its good quality as reference sample.
By contrast, this fraction becomes about 45(2)% in the amor-
phous material.

Above Ty, x' attains its equilibrium value y.q. For a pow-
der sample and in the limit, valid here, of strong anisotropy
Xeq should follow a Curie-Weiss law,

g*upS

A3kg(T - 6) )

Xeq =
as indeed it does for the two samples. The best fit to Eq. (1)
with =10 gives g=2.01 and 1.87 for the crystalline and
amorphous samples, respectively. The different g values we
find for the two samples can be probably ascribed to the
different concentration of FR molecules.'® The other param-
eter of the fit, the Weiss temperature 6, depends on the
strength of intermolecular interactions. We get §=-0.54 K
for the polycrystalline sample and —0.2 K for the amorphous
one. This result suggests that the distribution in dipolar bias,
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FIG. 3. (Color online) ac-susceptibility data of the polycrystal-
line (top panel) and the amorphous (bottom panel) samples of
Mn;,bz. Solid symbols represent the in-phase susceptibility compo-
nent x’ and open symbols represent the out-of-phase x” component.

i.e., in the component parallel to the molecular anisotropy
axis, becomes therefore narrower (i.e., typical dipolar mag-
netic fields are weaker) in the latter sample.?

B. Relaxation times at zero field

The average relaxation time can be estimated with accept-
able precision from the temperature of the imaginary suscep-
tibility maxima and the condition that 7=1/w at these tem-
peratures. A more rigorous*?®30 estimate of 7 and its
distribution can be obtained from experiments performed at
fixed temperatures by changing the time scale. Since 7 is
strongly dependent on 7, covering a broad region of tem-
peratures requires a combination of different experimental
methods: ac susceptibility versus frequency for sufficiently
high temperatures (or equivalently for sufficiently short time
scales) and time-dependent magnetic-relaxation experiments
for the region of low temperatures. We again emphasize that
the contributions to the susceptibility of the standard [or slow
relaxing (SR)] and FR species are separated by several fre-
quency decades and can therefore be determined indepen-
dently of each other. In the case of magnetic-relaxation ex-
periments, the long-time magnetization decay measured
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FIG. 4. (Color online) (Top panel) Relaxation time for the stan-
dard molecules of Mnj,bz in the polycrystalline (squares) and
amorphous (circles) samples. Solid lines are least-squares fits using
Arrhenius’ law, Eq. (2). The inset shows the relaxation time for the
fast-relaxing molecules of Mnj,bz in a polycrystalline and an amor-
phous sample. Solid lines are least-squares fits with Arrhenius’ law,
Eq. (2). (Bottom panel) Relaxation time of Mn,, calculated using
the model described in Ref. 6 for three sets of parameters that
represent: (a) the crystalline material, with perfect fourth-order mo-
lecular symmetry (E=0 and H,,=205 Oe) and (b) two possible
effects of disorder: a weaker average bias dipolar field H,,
=65 Oe and the existence of a Gaussian distribution, with a width
0;=0.025D, of orthorhombic parameters E, associated with mo-
lecular distortions induced by strains (Refs. 7 and 8). The param-
eters used to calculate the latter two curves were chosen so as to
give the same activation energy U=63.7 K found for the amor-
phous material. These curves are, for this reason, virtually identical.

above 1.8 K mainly reflects the contribution of the standard
clusters. By contrast, data measured below 1 K provide only
information about the decay of the FR species. Results of
these experiments are described next.

The frequency-dependent susceptibility data have been
fitted, at each temperature, with a Cole-Cole function! to
extract the average magnetic-relaxation time 7 and a param-
eter B (=1—a with « being the parameter defined in Ref. 31)
that accounts for the distribution of relaxation times. In par-
ticular, we get 8=0.73 and 8==0.88 for the standard Mn,, in
the amorphous and crystalline samples, respectively. The fact
that 8<<1 shows the existence of a distribution in relaxation
times, which is broader for the amorphous material. The
same conclusion can be drawn from time-dependent
magnetic-relaxation experiments. The long-time relaxation
curves are nonexponential but can be fitted by using a
stretched exponential function.?>3* We shall not consider the
origin of the distribution here but leave it for the discussion.

Relaxation times obtained for the two Mn,, species are
shown in Fig. 4. The relaxation times of the FR Mn,, found
in the crystalline and amorphous materials are nearly identi-
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cal. They both show a crossover between a thermally acti-
vated regime at high temperatures, where 7 obeys Arrhenius’
law,

(i) 2
T= Ty exp T (2)
with 7,=10"" s and U=30(1) K to a nearly constant value.
This suggests that direct tunneling via the ground state be-
comes the dominant relaxation mechanism of these FR mol-
ecules below approximately 0.8 K.

In the case of SR Mn,,, the differences between the two
samples are also small. Yet, we observe that standard clusters
relax faster in an amorphous environment at any tempera-
ture. As a first approximation, it is possible to describe the
whole temperature variation in 7 above 2 K by Arrhenius’
law. We get very similar prefactors 7, [7,=5(1) X 10~ s for
the amorphous and 7,=7(1)x 10~ for the crystalline]
whereas U of the two samples differs by only 2.5% [U
=60.8(1) K for the amorphous and U=62.3(5) K for the
crystalline]. However, as it is often the case with these
materials,* the activation energy depends on temperature,
reflecting the competition between several relaxation pro-
cesses associated with different tunneling states (see the dis-
cussion in Sec. IV). The difference in activation energies is
more pronounced above 3.5 K. In this “high-temperature”
region, we get U=66.7(1) K and 7,=2.9X 107 s for the
crystalline and U=63.7(1) K and 7,=2.6X10"° s for the
amorphous, respectively. Below 3 K, 7vs 1/T curves tend to
become approximately parallel until they diverge again near
2 K. It is important to mention that 7, measured at high
temperatures provides an estimate of the lifetimes of excited
magnetic states, which are determined by the spin-phonon
interactions.® Our data therefore suggest that the degree of
disorder or the spatial arrangement of the clusters affects
these interactions very little.®

C. Determination of the anisotropy constants (by ESR and
neutron scattering)

The previous section leaves open the question of which
effect causes the observed variation in the effective slope U
of Arrhenius plots obtained from relaxation measurements in
zero magnetic field and at high temperatures. Since H=0 is a
resonance field, a tempting explanation would be that the
larger amount of disorder in the amorphous sample leads to
larger transverse anisotropy which increases the tunneling
probability. Tunneling therefore would take place via lower-
lying states decreasing the effective energy barrier. However,
U depends not only on the tunneling rates but also on the
height of the total anisotropy barrier determined by the axial
anisotropy. To determine this classical U, we directly mea-
sured the energy splitting of the lowest spin multiplet by
means of FDMRS, high-frequency ESR, and INS methods.

Figure 5 shows HFESR spectra recorded on an unre-
strained polycrystalline sample at a frequency of w/27
=305 GHz. Due to the torque exerted by the magnetic field,
the crystals tend to align their anisotropy axes with it. The
results are therefore quasisingle-crystal spectra with the field
aligned along the easy axis. These spectra show between one
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FIG. 5. (Color online) (Top panel) HFESR spectra recorded on
an unrestrained sample of deuterated polycrystalline Mnj,bz at
w/27=305 GHz and different temperatures as indicated in the fig-
ure. (Bottom panel) Experimental spectrum measured at 7=40 K
and fit using the spin-Hamiltonian parameters given in the text.

(at the lowest temperature) and five (at T=50 K) clear tran-
sitions. FDMRS (not shown) and INS spectra (Fig. 6) re-
corded on the same polycrystalline sample show three and
seven resonance lines, respectively. The resonance positions
of the resonance lines observed by both methods match very
well. All spectra were simulated on the basis of the following
spin Hamiltonian:

H=—DS?+A4S;1+g,LLBS'H. (3)

For the simulation of the HFESR spectra, we introduced a
spread of 10° in the angles that the easy axes make with the
external field. The values obtained for the parameters D and
A, (Table I) are very typical for the Mn;, system and all
techniques agree well on these values. The fits were not im-
proved by the inclusion of second-order or fourth-order
transverse anisotropy terms [E(Si—Si) and C(Si+Sf), re-
spectively].

Intensity (a.u)

0.0 L/ AT A

40 05 00
Energy (meV)

FIG. 6. (Color online) INS spectra recorded at 7=5 K on a
sample of deuterated polycrystalline Mnj,bz with A=5.9 A. The
thick (blue) represents the fit employed to determine the energies
associated to different transitions. The fitting curve consists of a
smooth background (thin red line), common to all transitions, plus a
Gaussian profile (green line at the bottom) for each transition.
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TABLE 1. Parameters of the Hamiltonian obtained from ESR
experiments for Mnj,bz crystalline and amorphous samples.

D Ay U
Sample Technique (K) (K) (K)
Mn,bz FDMRS 0.58(1)  -1.03(8) X107  68(2)
Amorph ESR 0.58(1)  -1.01(8)xX 1073  68(2)
Mn,bz FDMRS 0.59(1)  —1.0(1)x 1073 69(2)
Policry ESR 0.59(2) -1.0(1)x 1073 69(3)

HFESR (not shown) and FDMRS (Fig. 7) spectra were
also recorded on samples of amorphous Mn,bz. In the FD-
MRS spectra three resonance lines can be observed. Fits of
the HFESR and FDMRS spectra yields parameter values
(Table I) that are virtually the same as those obtained for the
polycrystalline sample. On the basis of the relatively small
number of resonance lines observed, no information on the
possible occurrence of transverse anisotropy could be ob-
tained. We will show below that the transverse anisotropy
must be very similar for both samples. From the axial aniso-
tropy values we can calculate the classical energy barrier
U, =DS*+A,S* and we get values that are indeed very close:
U,=69.1 K for the crystalline sample and U.=68.3 K for
the amorphous material.

D. Field-dependent susceptibility data

Once established that the total or classical energy barriers
are virtually the same, the different relaxation rates of the
two materials can be attributed to different tunneling prob-
abilities. This conclusion is supported by the results of sus-
ceptibility experiments performed at nonzero magnetic
fields, as we show next. Frequency-dependent susceptibility
data were measured at fixed 7=4.8 K and increasing mag-

Normalized Transmission

1

7 8 9 10 11 12
-1
Wavenumber (cm™)

FIG. 7. (Color online) (Top panel) FDMRS spectra recorded on
pressed powder pellet of amorphous Mn;,bz at different tempera-
tures as indicated in the figure. (Bottom panel) Experimental data
and fit for the 25 K spectrum.
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FIG. 8. (Color online) (Top panel) Average activation energy
obtained from relaxation-time data for the two samples measured at
T=4.8 K. (Bottom panel) Average activation energies obtained
from calculations of the relaxation time at 7=4.8 K. The param-
eters are the same as those given in the caption of Fig. 4. Notice
that, in the calculations, the field was applied along the anisotropy
axis z.

netic fields. This temperature was chosen because the maxi-
mum of )" lies near the center of the frequency window.
Since we know the prefactor 7, the effective activation en-
ergy U(H) can be obtained®® from 7(H) as U=kgT In(7/ 7).
Results obtained in this way are plotted in Fig. 8. As
H increases, U increases too, as expected because a bias
magnetic field breaks the degeneracy of the spin-up and spin-
down states between which tunneling takes place. Of crucial
importance to the present study is the fact that the difference
in U vanishes (within experimental errors) above 800 Oe.
This behavior confirms that the classical energy barrier U, is
the same for both the polycrystalline and the amorphous
samples and provides direct evidence for the enhanced tun-
neling rates [i.e., smaller U(H=0)] in the spatially disordered
sample.

IV. DISCUSSION

The results of the experiments described in the previous
section show that the magnetic-relaxation rates of Mn,, clus-
ters are little affected by the degree of crystalline disorder.
Only small differences are observed between two extreme
situations. The main conclusion is therefore that the presence
of defects is not essential to account for the thermally
activated quantum tunneling observed in Mn;, single-
molecule magnets. Disorder does however modify the tun-
neling rates, which become higher in the amorphous mate-
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rial. The goal of the present section is to discuss different
mechanisms that might account for the observed changes.
For this, we shall make a quantitative comparison between
the results of our experiments and the predictions of several
of the theoretical models that have been proposed to explain
how disorder affects the quantum-tunneling process.

The relaxation rate describing quantum tunneling via a
pair of nearly degenerate states | =m) has a Lorentzian shape
as a function of the longitudinal bias §,=2mgugH_,

T(m) = 2T, [A,/&,+ w,Jexp(= Up/ksT), — (4)

m

where I’y , is the probability of decaying to other levels via
the absorption or emission of phonons, A, is the tunnel split-
ting of the pair |=m) induced by energy terms not commut-
ing with S, w,zn defines the width of the Lorentzian, and U,
is the energy of the levels measured from the ground level.
Explicit forms for w,, have been found in the limits of (i)
large coupling to the phonon bath %I, > A% where w,,
=#Iy,, and (ii) weak coupling AI'y,,<A,.° in which w,
=A,,. A simple expression that interpolates between these
limits is w;,=A7 +A217 .37

Equation (4) can be seen as the typical Arrhenius’ law
weighted by the factor within brackets, which measures how
much the states =m are “linked” by tunneling. This factor
results from a competition between those interactions that
induce tunneling (they enhance A,,) and those that contribute
to either the bias & or the homogenous level width %I’ ,, and
therefore inhibit quantum tunneling. Notice that ¢ is finite
even if no magnetic field is applied to the sample, on account
of the fields created by dipolar interactions between the mo-
lecular spins as well as by hyperfine interactions with nuclear
spins.

In principle, these three parameters are all affected by
disorder. In what follows, we shall try to find out which of
these is the dominant source of the changes observed in 7.
Let us first consider spin-phonon interactions. These interac-
tions control the lifetime of the excited magnetic states, thus
also the prefactor of the Arrhenius law that holds in the limit
of high temperatures. Indeed, in this limit, states near the top
of the anisotropy energy barrier are populated. These states
have A,>¢ and A, >#Al,. Under these conditions, I,
=T, exp(-U,/kgT), that is 7,=1/T",,. As we have dis-
cussed already in section, the experiments suggest that 7,
and thus also the homogenous broadening of the levels, are
nearly independent of the degree of disorder. This applies to
the slow- and fast-relaxing Mn, species.

Recent theoretical models’ suggest that distortions,
caused by either local disorder in the position of solvent
interstitial molecules or by other defects, enable the exis-
tence of terms of the spin Hamiltonian, such as E(Sf—S%),
which would be forbidden in the case of a perfectly symmet-
ric molecular core. These terms induce quantum tunneling
and could, at least partly, contribute to decrease 7. Yet, in
contrast with the situation of Mn,, acetate, the benzoate de-
rivative does not contain any interstitial molecule inside the
crystal structure. The latter compound provides therefore a
nearly ideal situation to study the sole effect of long-range
strains, caused by, e.g., lattice dislocations or other defects.
Notice that the sample that we call amorphous is in fact the
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result of a rapid crystallization process, which should there-
fore give rise to a high concentration of defects. Defects give
rise to a spatial distribution of strains, thus also to a distri-
bution of molecular distortions. According to the theory de-
veloped by Chudnovsky and Garanin,”® this leads to a
Gaussian distribution of the orthorhombic parameter E cen-
tered around £=0, with a width o that depends on the con-
centration of lattice defects.

The almost complete absence of crystalline order modifies
also the distribution of dipolar magnetic fields (obviously,
hyperfine interactions are not affected). In a crystal, the bias
is dominated by the field generated by ‘“chains” of spins
lying closest to the orientation of the magnetic anisotropy
axis (say z).*® In an amorphous material, these chains are
broken and therefore the angular distribution of dipolar fields
becomes more isotropic. As a result, the local bias can be
reduced at the expense of the other two components (along
say x and y) of the dipolar field. The different Weiss tem-
peratures, §=—0.54 K and #=-0.2 K, found, respectively,
for the polycrystaline and amorphous samples, suggest that
such changes occur. As a first approximation,?® we estimate
the dipolar bias from these Weiss temperatures as follows:
E=2gupSH, .= kg|6|. We then find H, =205 and 78 Oe for
the crystalline and amorphous samples, respectively.

In order to decide between these two scenarios (i.e.,
whether strain-induced molecular distortions or the variation
in the distribution of dipolar bias fields are responsible for
the observed changes), we have performed numerical simu-
lations of the relaxation rate introducing changes in (a) the
strength of dipolar bias £ and (b) the distribution of E. For
simplicity, we have used the model reported in Ref. 6 which
is valid if either A,, or £ are much larger than Al'; . In fact,
these conditions are not unrealistic since #I'y,,~1.7
X 1072 K for the SR molecules whereas the typical dipolar
&~ kg ]. Furthermore, none of the arguments that follow are
exclusive of this particular model.

In the lower panel of Fig. 4, we plot relaxation times
obtained from the calculations in the temperature range be-
tween 3 and 7 K. The rates were obtained, exactly as in the
experiments, by fitting the variation in the calculated linear
susceptibility with respect to frequency. We took g=2 and
anisotropy parameters D=0.6ky and A,=—1.1 X 107k that,
being within the range allowed by spectroscopic determina-
tions, fit best the classical activation energy extracted from
field-dependent experiments (Fig. 8). We also included the
off-diagonal term, C(Si+Sf), allowed by the fourfold sym-
metry of the molecular core, with C=3 X107 K.** As ar-
gued above, we take H,;,=205 Oe for the crystalline
sample, which in fact gives U=67.3 K, as experimentally
observed. We also took H,,=H,_, although the results cal-
culated with this model are very weakly dependent on the
actual magnitude of the transverse dipolar fields.*? As it is
shown in Fig. 4, the lower U observed in the amorphous
material can be accounted for by either decreasing H, , to 65
Oe (very close to the value of 78 Oe estimated from the
Weiss temperature), with E=0, or by introducing a distribu-
tion of E values. In the latter case, a good fit was achieved
for 05;=0.015, i.e., about 2.5% of the diagonal parameter D.

It is clear that relaxation times measured at H=0 do not
help to establish the dominant role played by crystalline dis-
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FIG. 9. (Color online) Imaginary component of the ac suscepti-
bility, normalized by the equilibrium (i.e., zero-frequency) suscep-
tibility and calculated for two different widths oy of the distribution
of dipolar bias. The lines are fits made using a Cole-Cole function,
as it is done experimentally. They give 8=0.78 and B=0.86 for
oy=100 and o5=300 Oe, respectively, indicating that the effective
distribution of relaxation times becomes narrower when the bias
distribution broadens. The inset shows a magnification of the region
near the top of the magnetic energy barrier, where the two compet-
ing relaxation paths are indicated by arrows. For oy=100 Oe the
two give comparable contributions to the susceptibility whereas for
oy=300 Oe mainly the tunneling via m= =2 matters.

order. For this, we need additional information that, as we
argue next, can be provided by the experiments performed
under applied magnetic fields. The lower panel of Fig. 8
shows the variation in the activation energy with H, that
follows from the same model in the three situations consid-
ered before. As it might be anticipated, differences in the
strength of dipolar interactions become irrelevant when the
external H, is much larger than H, . The reason is that, for
large bias &>A,,, tunneling is “blocked” for all levels and
the classical behavior is recovered. Since in the two curves
considered (for H;,=205 and 65 Oe) U, is the same, the two
merge in the classical limit, in good agreement with experi-
mental results. By contrast, the activation energy calculated
for a distribution of the parameter E remains below the curve
corresponding to E=0 even for large H,. Again, this result is
easy to understand and it is independent of the model. For a
classical Hamiltonian H:—DS§+A4S?—E(S)2C—S§) the energy
barrier is, at zero field, U,,=(D—|E|)S?>+|A,|S*. Therefore, a
small orthorhombic distortion would reduce the classical bar-
rier by about 2 K, an effect that we do not observe experi-
mentally. Such a reduction has, however, been observed in
microparticles and nanoparticles of the same material, pre-
pared by an ultrafast crystallization process.'> In the latter
case, the very strong strain induced during the crystal growth
gives probably rise to a relatively large orthorhombic distor-
tion.

There remains a final point that deserves consideration.
From the analysis of frequency-dependent susceptibility
data, it follows that the effective distribution of relaxation
times is broader in the case of the amorphous sample. Is this
broadening compatible with a narrowing of the distribution
of dipolar bias? Curiously, this counterintuitive result can
also be accounted for by the numerical simulations, as shown
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in Fig. 9, and explained with the simple arguments that fol-
low. For a relatively narrow distribution of bias (with say a
width o5=100 Oe as in one of the examples shown), the
susceptibility results from contributions, of comparable mag-
nitude, arising from two different relaxation “paths,” associ-
ated with tunneling via two different pairs of states (m
=*4 and m= * 2 in the simulations shown). These paths are
schematically indicated by arrows in the energy-level
scheme shown in the inset of Fig. 9. By increasing o to 300
Oe, the number of molecules that are able to tunnel via the
lower-lying states with m= =4 decreases so much that the
relaxation, and therefore also the susceptibility, becomes
dominated by the those molecules tunneling via m= = 2. The
broadening of the dipolar bias distribution leads, in this par-
ticular situation, to a slower average magnetic relaxation but,
paradoxically as it seems, with a smaller dispersion in the
relaxation times.

V. CONCLUSIONS

We have investigated how crystalline disorder affects the
anisotropy and magnetization dynamics of Mn;, single-
molecule magnets. For this, we have exhaustively studied
two extreme situations: a pure crystalline sample and a
sample with very short-range crystalline domains. The com-
pound, Mn;,bz, has been chosen because it does not contain
interstitial molecules in the structure.

For the standard species of Mn,, the dependencies of the
relaxation rates on temperature and magnetic field are quali-
tatively the same. In particular, quantum tunneling is ob-
served in both, the crystalline and amorphous situations, and
it is very little affected by crystallinity. Similar qualitative
conclusions have been drawn from studies of Mn;, clusters
in frozen solutions.*! This shows that disorder, induced either
by interstitial molecules or by other defects, is not a neces-
sary ingredient for quantum tunneling to occur. As our nu-
merical simulations show, reasonably high relaxation rates,
comparable to those observed experimentally, can be ob-
tained by a combination of the intrinsic anisotropy terms
allowed by the undistorted molecular symmetry and terms
arising from dipole-dipole interactions. This, of course, does
not mean that disorder has no influence on tunneling. Its
effects might become dominant under situations that involve
strong distortions of the molecular core, as it happens when
the clusters are deposited onto solid substrates*? or if the
crystallization process is quenched very abruptly, for in-
stance, when nanoparticles are made by the compressed fluid
technique. '

Thanks, in fact, to the absence of stronger effects, our
results enabled us to unveil a rather subtle influence of dis-
order that arises via the modification of dipolar interactions
between molecular spins. A direct comparison between the
experiments and results of numerical calculations, enable us
to conclude that the enhanced tunneling probabilities ob-
served in the amorphous sample are probably caused by a
narrower distribution of dipolar bias in this sample rather
than by the molecular distortions associated with strains and
lattice defects.
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